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Abstract. In this paper, we investigate a measure of similarity of graphs similar to
the Ramsey number. We present values and bounds for g(n, l), the biggest number k

guaranteeing that there exist l graphs on n vertices, each two having edit distance at
least k. By edit distance of two graphs G, F we mean the number of edges needed to be
added to or deleted from graph G to obtain graph F . This new extremal number g(n, l)
is closely linked to the edit distance of graphs. Using probabilistic methods we show that
g(n, l) is close to 1

2

(n
2

)

for small values of l > 2. We also present some exact values for
small n and lower bounds for very large l close to the number of non-isomorphic graphs
of n vertices.
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1. Introduction

In this paper we describe a new measure of similarity of graphs which is similar to

the Ramsey number. We are interested in the biggest number k guaranteeing that

there exist l graphs on n vertices, each two having edit distance at least k. We define

the edit distance of two graphs G, F to be the number of edges needed to be added

to or deleted from the graph G to obtain the graph F and we denote it by s(G,F ).

More formally, let △ be the symmetric difference of the labeled edge sets. For two
graphs G and F on the vertex set [n], s(G,F ) is the smallest number of switches of

edges and non-edges of G that are necessary to turn it into a graph isomorphic to F ,

i.e.,

s(G,F ) = min

{

|E′| : E′ ⊆
(

[n]

2

)

, (V (G), E(G)△E′) ∼= F

}

.
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Let P be a family of all graphs on a vertex set [n] = {1, . . . , n}. We study the
number

g(n, l) = max{k ∈ N : ∃S⊆P,|S|=l ∀G,F∈S,G 6=F : s(G,F ) > k}.

The edit distance problem began with the following question of Chen, Eulenstein,

Fernández-Baca and Sanderson [6]: given a bipartite graph G, how many edge-

deletions plus edge-additions are necessary to ensure that G has no copy of M as

an induced subgraph. The study of the edit distance in graphs was originated inde-

pendently by Axenovich, Kézdy and Martin [4] and Alon and Stav [3]. Since then,

there has been a great deal of study on the edit distance itself and on the so-called

edit distance function (see for example [1], [5]).

To the best of our knowledge the problem of finding g(n, l) has never been in-

vastigated before. A similar problem was introduced by Chang et al. in [7]. They

invastigate the following problem: given integers n, e, e′, what is the largest number

g(n, e, e′) such that any two n vertex graphs G and H , with e and e′ edges respec-

tively, must have a common subgraph with at least g(n, e, e′) edges. Another Ramsey

like similarity measure was introduced by Dzido and Krzywdzinski in [9]. The au-

thors consider the problem of finding the smallest n to ensure at least one k-similar

pair in any family of l graphs on n vertices. In [9] two graphs G and H , having the

same number of vertices n, are k-similar if they contain a common induced subgraph

of order k.

In the next sections, we will present some values of and bounds on g(n, l).

2. Main results

In this paper all graphs are undirected, finite and contain neither loops nor multiple

edges. Let G be a graph. G is the complement of G. By Kn we denote n-vertex

clique and Nn is an independent set of size n.

First we have the following observation showing that for l > 1 the function g(n, l)

is well defined.

Observation 2.1. g(n, 2) =
(

n
2

)

and g(n, l) 6
(

n
2

)

for l > 2.

P r o o f. Observe that two graphs with n vertices have edit distance at most
(

n
2

)

.

So g(n, 2) 6
(

n
2

)

. On the other hand s(Kn, Nn) =
(

n
2

)

, so g(n, 2) >
(

n
2

)

.

Since g(n, l) > g(n, l′) for l < l′, we immediately obtain that for l > 2 we have

g(n, l) 6
(

n
2

)

. �

Now we give the value of g(n, 3). We use following lemma:
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Lemma 2.2. Let G and F be arbitrary n-vertex graphs, then

s(G,F ) 6
e(G)

((

n
2

)

− e(F )
)

+ e(F )
((

n
2

)

− e(G)
)

(

n
2

) .

P r o o f. For two graphs H1 and H2 on the vertex set [n], let sind(H1, H2) be the

Hamming distance between H1 and H2, i.e., the number of two-element subsets of [n]

that are edges of exactly one of the two graphs. Let π be a random permutation

of [n] and G and F two graphs on vertex set [n]. We denote by π(G) the (random)

graph obtained by applying the permutation π on the vertex set of G. Then clearly

for every two-element subset of [n], the probability that after the permutation it is

an edge of F is e(F )/
(

n
2

)

, and similarly the probability that it is a non-edge of F is

1− e(F )/
(

n
2

)

. Hence,

E(sind(π(G), F )) =
e(G)

((

n
2

)

− e(F )
)

+ e(F )
((

n
2

)

− e(G)
)

(

n
2

) ,

and the lemma follows. �

Theorem 2.3. Let n > 2. Then

g(n, 3) =
⌊1

2

(

n

2

)

⌋

.

P r o o f. Let α =
⌊

1
2

(

n
2

)⌋

. For the lower bound g(n, 3) > α, consider the graphs

G1 = Kn, G2 = Nn and any graph G3 with α edges. Then any two graphs among G1,

G2, G3 have edit distance at least α.

For the upper bound g(n, 3) 6 α, suppose that there are three n-vertex graphs G1,

G2, G3 such that any two of them have edit distance at least α + 1. First suppose

that e(G1) 6
1
2

(

n
2

)

/a and e(G2) 6
1
2

(

n
2

)

/b where a, b > 1. Then by Lemma 2.2 we

have

s(G1, G2) 6

(

n

2

)

( 1

2a
+

1

2a
− 1

2ab

)

6
1

2

(

n

2

)

.

This is contradiction with the assumption that s(G1, G2) > α+ 1 =
⌊

1
2

(

n
2

)⌋

+ 1.

Now suppose that among G1, G2, G3 there are two graphs with more than
1
2

(

n
2

)

edges. Without loss of generality we assume that |e(G1)| > 1
2

(

n
2

)

and |e(G2)| > 1
2

(

n
2

)

.

So we have that |e(G1)| 6 1
2

(

n
2

)

, |e(G2)| 6 1
2

(

n
2

)

and also s(G1, G2) = s(G1, G2) 6
1
2

(

n
2

)

. But this is contradiction with the assumption that s(G1, G2) > α+ 1. �
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Theorem 2.4. Let l ∈ {3, 4, 5, 6}. Then

n2

4
− n

2
6 g(n, l) 6

⌊1

2

(

n

2

)

⌋

.

P r o o f. We construct a class of 6 graphs in which any two graphs have a large

edit distance. Consider the family of graphs of order n, sayG1, G2, . . . , G6, as follows:

G1 = Kn, G2 = Nn, G3 = K⌈(n−1)/2⌉,⌊(n+1)/2⌋, G4 = G3 = K⌈(n−1)/2⌉ ∪K⌊(n+1)/2⌋,

G5 = K⌈n/
√
2⌉ ∪ Nn−⌈n/

√
2⌉ and G6 = G5. We show that for every 1 6 i < j 6 6,

s(Gi, Gj) > n2/4− n/2.

It is a simple observation that

s(Gi, Gj) >
n2

4
− n

2
for i ∈ {1, 2} and i < j 6 6.

Let us now evaluate s(G3, G5). Let {A,B} be the bipartition of G3. Define C

and D to be the subsets of V (G5) such that C contains all vertices of the clique

and D contains the remaining vertices of V (G5). Any isomorphism f between G3

and G5 maps in some way the set A to C and D. Let us divide the sets C and D

into 4 subsets as follows:

(1) ac = |f(A) ∩ C|;
(2) ad = |f(A) ∩ D| (naturally ac + ad = |A| = ⌈(n− 1)/2⌉ and hence ad =

⌈(n− 1)/2⌉ − ac);

(3) bc = |C| − ac = ⌈n/
√
2⌉ − ac;

(4) bd = |D| − ad = n− ⌈n/
√
2⌉ − (⌈(n− 1)/2⌉ − ac).

Thus

sf (G3, G5) =
ac(ac− 1)

2
+

bc(bc− 1)

2
+ ad · bd+ ac · bd+ ad · bc,

where 0 6 ac 6 ⌈n/
√
2⌉.

We obtain that

sf (G3, G5) =
ac(ac− 1)

2
+

(⌈

n/
√
2
⌉

− ac
)(⌈

n/
√
2
⌉

− ac− 1
)

2

+
⌈n− 1

2

⌉(

n−
⌈ n√

2

⌉

−
(⌈n− 1

2

⌉

− ac
))

+
(⌈n− 1

2

⌉

− ac
)(⌈ n√

2

⌉

− ac
)

= 2ac2 − 2ac
⌈ n√

2

⌉

+
1

2

⌈ n√
2

⌉2

− 1

2

⌈ n√
2

⌉

+ n
⌈n− 1

2

⌉

−
⌈n− 1

2

⌉2

.
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One can calculate that the last formula achieves the minimum value for ac =

⌈n/
√
2⌉/2. The minimum value is n⌈(n− 1)/2⌉ − (⌈(n− 1)/2⌉)2 − ⌈n/

√
2⌉/2 which

is greater than n2/4− n/2.

Similarly, in the case sf (G3, G6) let us divide the sets C and D into 4 subsets as

follows:

(1) bd = |f(B) ∩D|;
(2) bc = |f(B) ∩ C| (naturally bc + bd = |B| = ⌊(n+ 1)/2⌋ and hence bc =

⌊(n+ 1)/2⌋ − bd);

(3) ad = |D| − bd = n− ⌈n/
√
2⌉ − bd;

(4) ac = |C| − bc = ⌈n/
√
2⌉ − ⌊(n+ 1)/2⌋+ bd.

Thus

sf (G3, G6) =
ad(ad− 1)

2
+

bd(bd− 1)

2
+ ac · ad+ bc · bd+ ac · bc,

where 0 6 bd 6 ⌊(n+ 1)/2⌋.
One can calculate that the last formula achieves the minimum value for bd =

⌊(n+ 1)/2⌋. The minimum value is n2/2 − n/2 + (⌊(n+ 1)/2⌋)2 − n⌊(n+ 1)/2⌋
which is greater or equal to n2/4− n/2.

Since G3 = G4 and G5 = G6, similar calculations lead us to the same result on

two cases sf (G4, G5) and sf (G4, G6). The remaining case sf (G5, G6) results from

the properties of graphs.

Theorem 2.3 gives also an upper bound g(n, l) 6
⌊

1
2

(

n
2

)⌋

. �

The next observation shows that we can find a very large collection of graphs with

the pairwise distance close to the extremal value 1
2

(

n
2

)

.

Theorem 2.5. For every ε > 0 there exist δ > 0 and n0 such that for every

n > n0 we have
(1

2
− ε

)

(

n

2

)

< g(n, 2δn
2

) 6
⌊1

2

(

n

2

)

⌋

.

P r o o f. Assume without loss of generality that ε < 1/3.

Let G1 and G2 be two independent random graphs drawn according to the dis-

tribution of G(n, 1/2) (a graph in which each edge is added independently with

probability 1/2). By Chernoff’s inequality (see, e.g., Theorems A.1.11 and A.1.13

in [2])

P

(

s(G1, G2) <
(1

2
− ε

)

(

n

2

)

)

< n! 2(−e2/6)(n
2
).
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Thus, sampling l independent graphs G1, . . . , Gl with the distribution G(n, 1/2) and

applying the union bound over all choices to take two of them, we obtain

P

(

∃i, j ∈ [l], i 6= j : s(Gi, Gj) <
(1

2
− ε

)

(

n

2

))

<

(

l

2

)

n! 2(−e2/6)(n
2
) < 2(2δ−e2/14)n2 → 0

for δ < e2/28 and sufficiently large n. �

At the end of this section we give exact results for small values of n.

Theorem 2.6. The values of g(n, l) for n = 3 and n = 4 are as follows:

l 2 3 4 5 6 7 8 9 10 11 >12

n = 3 3 1 1 0 0 0 0 0 0 0 0
n = 4 6 3 2 2 2 1 1 1 1 1 0

P r o o f. The cases l = 2 and l = 3 are consequences of Observation 2.1 and

Theorem 2.3, respectively. The cases l > 4 for n = 3 and l > 11 for n = 4 are

the consequences of Observation 3.1. The cases l = 4, 5 for n = 4 follow from

Theorem 3.2 and the cases 7 6 l 6 10 follow from the proof of Theorem 3.5. For the

remaining case l = 6 for n = 4 consider all non-isomorphic graphs of order 4 with

even number of edges. �

3. Large l

Let Qn denote the set of all non-isomorphic graphs on n vertices. In this section

we will state various properties of g(n, l) for l close to the number |Qn|. The exact
value of the number |Qn| is not known. To the best of our knowledge, the best
known estimate on |Qn| is

√
Tn < |Qn| < Tn, where Tn = 2(

n

2
), which was proved by

de Wet [8].

Simply by the definition of g(n, l) and Qk we get the following observation.

Observation 3.1. g(n, |Qn|) = 1 and for all l > |Qn|, g(n, l) = 0.
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Theorem 3.2. For l 6 |Qn|/2 we have g(n, l) > 2.

P r o o f. Divide the set |Qn| into two subsets of all non-isomorphic graphs with
odd and even number of edges, respectively. By Pigeonhole Principle, the size of

one of these subsets of graphs, say with even number of edges, is at least |Qn|/2.
Therefore, if G1 and G2 are non-isomorphic graphs with even number of edges, then

s(G1, G2) > 2 and the proof is complete. �

Now we give estimates on g(n, l) for l close to |Qn|. We use the following definition.

Definition 3.3. Let Hn be the graph for which V (Hn) is the set of all non-

isomorphic graphs on n vertices. Two vertices of Hn are connected by an edge if the

graphs corresponding to these vertices have edit distance equal to 1.

Observe that Hn is a bipartite graph with partition classes consisting of graphs

with odd and even number of edges, respectively. Let us consider a maximum match-

ing M in Hn.

Lemma 3.4. The cardinality of a maximum matching M in Hn is at least

|Qn−1|/2.

P r o o f. Consider the set S consisting of all non-isomorphic graphs which are

a disjoint union of a graph on n − 1 vertices and one isolated vertex v. It is clear

that |S| = |Qn−1|. Define a function f : S → S′ which assigns to each graph G ∈ S

a new graph G′ ∈ S′ created by joining v with the maximum degree vertex from

V (G)−v. Observe that f is surjective since if G′ ∈ S′ is isomorphic to F ′ ∈ S′, then

G ∈ S is isomorphic to F ∈ S. It means that for any graph G ∈ S we assign exactly

one graph G′ ∈ S′. The assignment f forms the edges in the graph Hn. Since it

may happen that G′ ∈ S′ is also an element of S, matching M in Hn has at least

|Qn−1|/2 edges. �

Theorem 3.5. For |Qn| > l > |Qn−1|/2 > |Qn|(1− 2−n−1),

g(n, l) = 1.

P r o o f. Consider a family of l non-isomorphic graphs on n vertices. Let M be

a matching in H . If l > |Qn| − |M |, then there are at least two graphs connected
by a matching M in Hn and these graphs have edit distance equal to 1. Since

|Qn−1|2n > |Qn| and by Lemma 3.4 we obtain the result. �
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