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Recently, distributed convex optimization has received much attention by many researchers. Current research on this problem mainly focuses on fixed network topologies, without enough attention to switching ones. This paper specially establishes a new technique called averaging-base approach to design a continuous-time distributed algorithm for convex optimization problem under switching topology. This idea of using averaging was proposed in our earlier works for the consensus problem of multi-agent systems under switching topology, and it is further developed in this paper to gain further insight into the distributed optimization algorithm. Key techniques are used, such as two-time-scale analysis and asymptotic expansions for the solutions of the backward equation or Liouvill equation. Important results are obtained, including weak convergence of our algorithm to the optimal solution.
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1. INTRODUCTION

Distributed convex optimization problems appear as an important area that is receiving a lot of interest from a variety of research communities such as network control systems, traffic flow optimization, sensor fusion, and machine learning. Distributed convex optimization refers to minimizing the aggregate sum of $N$ convex cost functions by designing $N$ algorithms distributed on $N$ nodes of a network, with each convex function being available at a node and with each states of neighbor node algorithms being exchanged across the network, achieving the goal of letting all of the states of the agents consensually and asymptotically converge to the minimizer. Aside from the particular node algorithms, the importance of the network structure should be highlighted as a facilitator of implementing the distributed optimization strategy. As can be seen, the more complex of the network structure, the more difficulty the distributed optimization problem becomes. Of particular importance and challenge is the time-varying network topology. Because of technique difficulties, distributed convex optimization under time-varying network is
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Averaging approach to distributed convex optimization investigated with relatively few attention. This constitutes the standing point of the present paper.

Let us elaborate on this with detailed review of literatures. Roughly speaking, distributed convex optimization algorithms can be divided into discrete-time and continuous-time. Most of the available algorithms, such as the widely used distributed algorithms based on subgradient [14] and projected subgradient [15], are developed in discrete-time mainly due to the overwhelming ability of digital computers to execute the algorithms discretely. Recently, more and more distributed convex optimization algorithms are explored in continuous-time since continuous-time set up is favored for utilizing more techniques (the elegant Lyapunov argument in [4] for example) to prove the algorithm convergence, and is beneficial for adopting differential geometry viewpoint which is extremely powerful when the optimization is constrained (see for example [21]).

Along the line of continuous-time, the works in [23] (see also [24]) is among the first to devoted to the distributed convex optimization algorithms in continuous-time (DCO-CT), without giving proofs of algorithm convergence. Then [6] presents a proof and analyzes the distributed continuous-time convex optimization in more detail by using tools from nonsmooth analysis and set-valued dynamical systems. This algorithm is also extended in [13] to include additive persistent noise, so that a stochastic distributed optimization algorithm on weight-balanced digraph is formed. These algorithms, including many others [10], are second order in nature since the graph Laplacian is used twice. Similar second order algorithm is also proposed in [22] which applies an observer to the distributed convex optimization problem. As for other forms of results, the work [12] indicates a zero-gradient-sum algorithm which evolve invariantly on a zero-gradient-sum manifold and converge asymptotically to the unknown optimizer. Also, the group led by Hong report on this problem many effective algorithms such as the approximate-projection-based DCO-CT algorithm [11], the distributed primal-dual continuous-time gradient algorithm [27], the initial-free DCO-CT algorithm [28], internal model based DCO-CT [25], potential game base algorithm [26], nonsmooth analysis based algorithm [29], just to mention a few.

Almost all the existing optimization results were obtained based on the assumption that the network is fixed. To better understand how the switches of the network topology affects the distributed optimal algorithms, this paper specially establishes a new technique called averaging-base approach to design a continuous-time distributed algorithm for convex optimization problem. The idea of using averaging was proposed in our earlier works [17] [18] [19] for the consensus problem of multi-agent systems under switching topology. As will be seen, the dynamics for the continuous-time distributed convex optimization is a switched system which is difficult to analyze. We will construct a time-invariant system (term as average system later) to approximate this switched system and let the convergence analysis and design of the distributed optimization be established based on the average system. Therefore, many design methods for the fixed topology case can be resorted to. This is the basic idea of averaging, with details being developed in what follows. Specifically, the averaging method was generalized from determined case in [17] [18] to stochastic case in [19], leading to the conclusion that the averaging system obtained in [19] is exactly the one whose infinitesimal generator is the average of the generators of each subsystem. This unified viewpoint is further explored in this paper by presenting theoretical insight and asymptotic expansion technique.

Although the idea is simple, the core of the averaging is to construct the average
system. Our method is build on the multiscale analysis, followed by the expansions of the solutions to the backward equation (or Liouville equation) into a series in term of a small parameter $\alpha$ which characterizes the fast switching of the network. The existence of a fast process obviously accompanies with a slow one. Discussions are in order. First, due to the large dimension of the real word network, the adding or deleting of links would frequently occur. Therefore, the Markov process $\sigma(t)$ describing the time dependence of the network change faster than the node dynamical process $X(t)$. We call $\sigma(t)$ the fast process and $X(t)$ the slow process. To model this fast time-varying property of $\sigma$, we re-scale the time scale $t$ of $\sigma$, by using a small positive number $\alpha$, as $t/\alpha$ to obtain a fast time-varying process $\sigma(t/\alpha)$. Obviously, the smaller $\alpha > 0$ is, the faster the network switches. That is, the parameter $\alpha$ characterizes the speed of the fast switching. Needless to say, we are more interested in evolution of the slow process $X(t)$ than that of the fast process $\sigma(t/\alpha)$. Secondly, we perform a procedure to eliminate the fast process $\sigma(t/\alpha)$ from the dynamic of $(X(t), \sigma(t/\alpha))$. This is realized by working on the backward equation associated with our proposed switching dynamics for the optimization problem. It is well known that the backward equation includes almost all the useful properties of the switching optimization dynamics. However, its analytical solutions are hard to obtain. Instead, we expand this solution into a series in term of $\alpha$. Then, by the aid of egodic theorem and Fredholm Alternative theorem, we prove the first term in the series is nothing but a solution to another backward equation, called by us the average backward equation. This average backward equation, taking the PDE form, easily induces a dynamics in ODE, called by us the average system. It is this average system that we seek to.

Now, the attention flows to the relationship between the average system and our proposed switched system for distributed optimization under switched network. Note that corresponding to above two systems, there are a backward equation and an average backward equation, with the former having a series solution and the latter having a first order approximation solution. Since the first term in the series is a first-order approximation, the average backward equation is viewed as the first-order approximation of the backward equation, and therefore, the average dynamics corresponding to the average backward equation is a first order approximation of our proposed switched dynamics for distributed optimization under switching network. It is our knowledge that there are no results reported on the applications of averaging theory to the distributed optimization problem. Although our ideas are based on the tradition averaging techniques such as in [16], their results are not directly applicable to our scenario of distributed convex optimization. The method presented in this paper can provide a deep understanding and a good guidance in the design and analysis of distributed convex optimization algorithms under switching topologies.

2. PROBLEM FORMULATION AND PRELIMINARIES

2.1. Problem formulation

Consider the following optimization problem

$$\text{minimize} \quad \tilde{f}(x) = \sum_{i=1}^{N} f_i(x),$$  \hfill (1)
where \( f_i : \mathbb{R}^n \to \mathbb{R} \) is a convex function. That is, the problem is to find \( x^* \in \mathbb{R}^n \) such that the objective function \( \tilde{f}(x) \) in (1) is minimized. Such an \( x^* \) is called an optimal solution and the corresponding value \( p^* = \tilde{f}(x^*) \) is called optimal value. Throughout this paper, we assume that the optimal value of this problem is finite and the optimal solution set \( \{ x \in \mathbb{R}^n | \sum_{i=1}^{N} f_i(x) = p^* \} \) is nonempty and compact. This problem finds many applications on network optimization. For example, it arises in optimization problems in wireless sensor networks with \( f_i(x) \) corresponding to the data collected by the \( i \)th sensor in the network (see [20]), or in neural network training problems with \( f_i(x) \) corresponding to the \( i \)th training data set (see [1]).

Optimization over network usually proceeds in a distributed way. More specially, related to the optimal problem (1), there are \( N \) agents with each standing for a dynamical system whose state \( x_i \in \mathbb{R}^n, i \in \{1, \ldots, N\} \), is viewed as the estimate of the optimal solution \( x^* \). These agents exchange their estimates with others and the information exchange among them forms a network. In this setting, the algorithm design should include the following two objectives: (a) design the node dynamics which can only get access to data \( f_i(x_i) \) and states from its neighboring agents and (b) find conditions on the network structure. The design is to achieve the goal that these agents cooperatively and asymptotically compute the optimal solution \( x^* \) in the sense of

\[
\lim_{t \to +\infty} (x_1(t), \ldots, x_N(t)) = (x^*, \ldots, x^*). \tag{2}
\]

The above problem is called as distributed convex optimization problem. The node dynamics can be designed either in discrete-time or in continuous-time. Also, the network can be fixed or time varying. This paper focuses on distributed convex optimization in continuous-time under time varying network.

### 2.2. Network structure

The structure of information exchange among \( N \) agents \( \{1, 2, \ldots, N\} \) is described by a graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \), where \( \mathcal{V} = \{1, 2, \ldots, N\} \) is the set of nodes representing \( N \) agents and \( \mathcal{E} \subset \mathcal{V} \times \mathcal{V} \) is the set of edges of the graph. An edge of \( \mathcal{G} \) is denoted by \((i, j)\) representing that agents \( i \) and \( j \) can exchange information between them. The graph considered in this paper is undirected in the sense that the edges \((i, j)\) and \((j, i)\) in \( \mathcal{V} \) are considered to be the same. Two nodes \( i \) and \( j \) are neighbors if \((i, j) \in \mathcal{V}\). The set of neighbors of node \( i \) is denoted by \( \mathcal{N}_i = \{ j \in \mathcal{V} : (j, i) \in \mathcal{E}, j \neq i \} \). A path is a sequence of connected edges in a graph. A graph is connected if there is a path between every pair of nodes. The union of a collection of graphs defined on a given node set is a new graph whose edge set is the union of the edge sets of the members. We use the symbol \( \cup \) to denote the graph union. We say that such a collection is jointly connected if the union of its members is a connected graph.

To describe the structure of a graph, one usually uses matrices. Let \( a_{ij} \) be the weight of edge \((i, j)\). Obviously, \( a_{ij} = a_{ji}\). The adjacency matrix \( A \) of a graph \( \mathcal{G} \) on vertex \( \{1, \ldots, N\} \) is an \( N \times N \) matrix, whose off-diagonal entry on the \((ij)\) position is \( a_{ij} \) if \((i, j) \) is an edge of \( \mathcal{G} \) and 0 otherwise, and whose diagonal entry on the \((i, i)\) position is \( -\sum_{j \in \mathcal{N}_i} a_{ij} \). Obviously, for any undirected graph, its Laplacian is symmetric, positive semi-definite, and satisfies \( L \cdot \mathbf{1} = 0 \cdot \mathbf{1} \), where \( \mathbf{1} \) is a column vector whose entries
are all one and whose dimension is determined from context. Furthermore, the graph Laplacian has the following refined property: The weighted graph $G$ is connected if and only if Laplacian $L$ of $G$ has a simple zero eigenvalue.

This paper will deal with time-varying graph. Suppose there are $S$ possible graphs $\{G_1, \ldots, G_S\}$ and among them the network structure is switched according to switching law $\sigma : [0, \infty) \to S$ which is a right continuous and piece-wise constant mapping, where $S = \{1, 2, \ldots, S\}$. The time dependence of the network structure is denoted by $G_\sigma(t)$, with its corresponding Laplacian being denoted by $L_\sigma(t)$. Also, the neighbor of each agent $i$ is time varying and it is denoted by $N_i(t)$.

### 2.3. Distributed optimization dynamics

To approach the convex optimization problem (1) is a distributed way, we let the node dynamics be specified as follows,

$$
\dot{x}_i = \sum_{j \in N_i(t)} (x_j - x_i) - s(t)\nabla f_i(x_i), i = 1, \ldots, N, \tag{3}
$$

where $s(t) > 0$ satisfies

$$
\lim_{t \to +\infty} s(t) = 0, \quad \int_0^{+\infty} s(t) \, dt = +\infty, \tag{4}
$$

which will be used later to prove the convergence of the algorithm (3). From (3) we see that agent $i$ only involves the states of its neighboring agents as well as the value of $f_i$ evaluated at its own state.

For ease of presentation, we define $X = (x_1^T, \ldots, x_N^T)$ and $F(X) = (f_1(x_1), \ldots, f_N(x_N))^T$, and write the dynamics (3) in a compact form as

$$
\dot{X}(t) = -L_\sigma(t)X(t) - s(t)\nabla F(X(t)), \tag{5}
$$

where $\nabla F(X) = (\nabla^T f_1(x_1), \ldots, \nabla^T f_N(x_N))^T$ and $L_\sigma(t) = L_\sigma(t) \otimes I_n$. Obviously, $X^* \triangleq (x^*, \ldots, x^*)$ is an equilibrium of system (5). If we can show that $X^*$ is asymptotically stable, then the distributed algorithm (5) cooperatively and asymptotically compute the optimal solution $x^*$.

The time-varying network in this paper is described by a continuous-time Markov chain $\sigma(t) : [0, +\infty) \to S$ adapted to the filtration $\{F_t | t \geq 0\}$. The random switching of the network makes stability of (5) difficult to analyze. To overcome this difficulty, we will propose an average system, which is essentially time-invariant, to approximate the trajectory of (5) by adopting the idea of the averaging principle, which has been applied successfully to our earlier work ([17], [18], [19]) on multi-agent systems.

### 2.4. Preliminary lemmas

The first lemma on optimization condition can be found in most optimization textbook such as [2].
Lemma 2.1. (Optimization Condition) Let $f : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$ be convex and suppose that $x^* \in \mathbb{R}^n$ is a point at which $f$ is differentiable. Then $x^*$ is a solution to the optimization problem $\min_{x \in \mathbb{R}^n} f(x)$ if and only if $\nabla f(x^*) = 0$.

The second lemma is a popular result in functional analysis (see for example [3, pp.641 Theorem 5(iii)]), but we only need a simple version in finite dimension. The third is about cocoercivity of a function.

Lemma 2.2. (Fredholm Alternative) Consider the solvability of linear algebraic systems of the inhomogeneous form $Ax = b$ with $A \in \mathbb{R}^{n \times n}$ and $b \in \mathbb{R}^n$. Then this equation either has a unique solution for every $b$ or the homogeneous equation $Ax = 0$ has nontrivial solutions. More precisely, the inhomogeneous equation is solvable if and only if $b$ belongs to the column space of $A$, which is the orthogonal complement of $\ker(A^T)$.

The third lemma is on the definition of cocoercive and its property which can be found in [6] or [7]. For $\mu > 0$, a locally Lipschitz function $F : \mathbb{R}^n \to \mathbb{R}$ is called $\mu$-cocoercive if for $X_1, X_2 \in \mathbb{R}^n$, the inequality holds $(X_1 - X_2)^T[\nabla F(X_1) - \nabla F(X_2)] \geq \mu \|\nabla F(X_1) - \nabla F(X_2)\|^2$. The cocoercive of a function can be characterized by the following lemma.

Lemma 2.3. (Cocoercivity Characterization) Let $F$ be a differential convex function. Then $\nabla F$ is globally Lipschitz with Lipschitz constant $k > 0$ if and only if $F$ is $1/k$-cocoercive.

The fourth lemma is about weak convergence which can be found in [8]. Let $B$ be a metric space and $\mathcal{B}$ be the Borel $\sigma$-algebra there. Let $\{P_\alpha\}_{\alpha>0}$ be a family of probability measures on $(B, \mathcal{B})$. We say that $P_\alpha$ converges weakly to a probability measure $P$ on $(B, \mathcal{B})$ if $\int f \, dP_\alpha \xrightarrow{\alpha \to 0} \int f \, dP$ for all continuous and bounded functions $f : B \to \mathbb{R}$. A family $X^\alpha$ of stochastic variables on the space $B$ converge weakly to the random variable on $B$ if the measures $P_\alpha$ corresponding to $X^\alpha$ converge weakly to the measure $P$ corresponding to $X$. In this paper, the metric space $B$ will be taken as $B = C([0, \infty))$ equipped with the topology of uniform convergence on compact subsets of $C([0, \infty))$. With this topology, we get the corresponding Borel $\sigma$-algebra $\mathcal{B}$. The following lemma characterizes the weak convergence.

Lemma 2.4. (Weak Convergence) The random variables $X^\alpha$ converge weakly to $X$ as $\alpha \to 0$, if and only if $E_{P_\alpha}[f(X^\alpha)] \to E_P[f(X)]$ as $\alpha \to 0$ for each bounded and continuous function $f : B \to \mathbb{R}$.

3. AVERAGING APPROACH TO DISTRIBUTED CONVEX OPTIMIZATION

We use a two-time-scale method to construct for switched system (5) an average equation, which is time-invariant and approximates (5) in a proper sense. The distributed convex optimization design can be based on the average system. Convergence results are presented.
3.1. Two time scale optimization dynamics

Although the joint process \((X(t), \sigma(t))\) in (5) is a Markov process, the interested process \(X(t)\) alone is not. Thus the basic tool from Markov theory can not be used directly here. Obviously, it is the switching network or presence of \(\sigma(t)\) that makes the analysis difficult. To overcome this difficulty, we will use an averaging procedure in this section to operate on the time-varying system (5) to average out the fast time-varying process \(\sigma(t)\), yielding a time-invariant systems called average system, whose solution will approximate \(X(t)\).

The above procedure makes use of the fast time-varying property of \(\sigma(t)\). Due to the large dimension of the real word network, the adding or deleting of links would frequently occur. Therefore, the Markov process \(\sigma(t)\) describing the transition probability as follows:

\[
Q = \frac{1}{\alpha} Q + A_s,
\]

where \(A_s\) is the infinitesimal of the \(s\)-subsystem of (5), \(Q\) is the infinitesimal of the Markov chain \(\sigma(t)\).

In what follows, we will use \(\alpha\) to present an averaging procedure to average out the fast switching process \(\sigma(t/\alpha)\), yielding an average equation which is time-invariant. To this, some conditions on \(\sigma\) are firstly assumed.

3.2. Conditions on network structure

We assume that \(\sigma(t)\) is a continuous-time Markov chain \(\sigma(t)\) defined on the finite state \(S\). A continuous-time Markov chain will have samples that exhibit jumps from one state to another. The statistics of the Markov chain \(\sigma(t)\) is characterized by an initial probability distribution \(\pi_0 = [\pi_{01}, \ldots, \pi_{0S}]^T\) defined over \(S = \{1, 2, \ldots, S\}\) with \(\pi_{0i} = \mathbb{P}(\sigma(0) = i)\), and by a Metzler matrix \(Q = (q_{ij})_{S \times S} \in \mathbb{R}^{S \times S}\), which is also called the infinitesimal generator of the Markov chain and it describes the transition probability as follows:

\[
\mathbb{P}\{\sigma(t + \Delta t) = j|\sigma(t) = i\} = \begin{cases} 
q_{ij} \Delta t + o(\Delta t), & i \neq j, \\
1 + q_{ii} \Delta t + o(\Delta t), & i = j,
\end{cases}
\]

where \(\Delta t > 0\), and \(q_{ij} \geq 0\), for \(i \neq j\), is the transition rate from mode \(i\) at time \(t\) to mode \(j\) at time \(t + \Delta t\), and \(q_{ii} = -\sum_{j \neq i} q_{ij}\), \(\lim_{\Delta t \to \infty} o(\Delta t)/\Delta t = 0\). At time \(t\) the state of the Markov chain is determined according to the probability distribution \(\pi(t) = (\pi_1(t), \ldots, \pi_S(t))^T\) with \(\pi_s(t)\) being the probability that at time \(t\) the Markov system is in state \(s\). The normalization condition \(\sum_{s=1}^{S} \pi_s(t) = 1\) is usually assumed. Letting \(\Delta t \to 0\), the infinitesimal form of the Markov dynamics can be written as

\[
\dot{\pi}(t) = Q^T \pi(t).
\]

\((7)\)
Since the Markov chain $\sigma(t)$ used in this paper is a finite state, it follows from [5] pp. 150–151 that that $|q_{ij}| < \infty$.

Note that the finite state set $S$ of the the Markov chain $\sigma(t)$ can be partitioned uniquely according to the decomposition theorem [5] as $S = \{T, C_1, \ldots, C_{S-1}\}$, where $T$ is the set of transient states and $C_1, \ldots, C_{S-1}$ are irreducible closed sets of recurrent states. We assume that, for each $i = 1, \ldots, S-1$, the union graph $\bigcup_{s \in C_i} G_s$ is connected.

Since the $\sigma(t)$ will take value only in one of the closed set $C_i$ after a certain time instant, and also since we are interested in the asymptotic behavior of the system, we will assume that probability distribution $\pi(t)$ of $\sigma(t)$ is stationary, and it is denoted by $\pi$, which is defined by

$$Q^T \pi = 0, \quad \sum_{i=1}^S \pi_i = 1, \quad \pi_i > 0.$$  \hspace{1cm} (8)

In conclusion, we make the following assumption.

**Assumption 3.1.** The switching topologies described by a finite state Markov process $\sigma(t)$ have a stationary probability distribution $\pi = (\pi_1, \ldots, \pi_N)^T$ verifying (8), and the union graph $\bigcup_{s \in S} G_s$ is connected.

**Remark 3.2.** The set of equations in (8) can be viewed as a characterization of the ergodicity for $\sigma$, and it is equivalent to saying that the null space of the adjoint generator $Q^T$ consists of only constants. Since the infinitesimal generator is an operator acting on vector functions defined on the state space $S$ of $\sigma$, any function in the null space is independent of the state of $s \in S$.

### 3.3. Averaging system

This subsection proposes an averaging procedure for (6) to construct an average ODE, which does not depend on the switching signal $\sigma$. This average ODE acts as the role of approximating the original equation (5) in the weak sense. The properties of the average system is explored in next subsection.

Let $\phi$ be a real-valued function defined on the state space $(X^\alpha, \sigma)$ of (6) which is chosen sufficiently smooth, and let $W(t, X, s) = \mathbb{E} [\phi(X^\alpha(t), \sigma(t)) | X(0) = X, \sigma(0) = s]$, where the expectation is taken over the randomness caused by the initial states as well as the stochastic switching. From the standard analysis in stochastic theory, $W(t, X, s)$ is a unique bounded classical solution to the following partial differential equation with the initial data $W(0, X, s) = \phi(X, s)$,

$$\frac{\partial}{\partial t} W(t, X, s) = \frac{1}{\alpha} Q\overrightarrow{W}(t, X)[s] + A_s W(t, X, s),$$  \hspace{1cm} (9)

where $\overrightarrow{W}(t, X) = (W(t, X, 1), \ldots, W(t, X, S))^T$ and $Q\overrightarrow{W}(t, X)[s]$ denotes the $s$-row of the matrix $Q\overrightarrow{W}(t, X)$. The partial differential equation (9) is termed as the backward Kolmogorov equation associated with the stochastic differential equation (6). Although the solution of the backward equation (9) includes some fundamental properties of the the stochastic differential equation (6), the analytic form of this solution is hard to
To avoid this difficulty, we seek an approximate solution of the form \( W = W_0 + \alpha W_1 + O(\alpha^2) \). Inserting this expression into (9) and equating coefficients of \( \alpha^{-1} \) on both sides yields \( \vec{Q}W_0 = 0 \). By the Assumption 3.1 and Remark 3.2, this equation implies that \( W_0 \) is a function independent of the switching mode \( s \in S \); that is, \( W_0(t, X, 1) = W_0(t, X, 2) = \ldots = W_0(t, X, S) \). For ease of notation, we denote them by \( W_0(t, X) \).

We will show that \( W_0 \) is a solution to another backward equation (Liouville equation) associated with an ODE which will be specified later. Similarly, inserting the expression of \( W \) into (9) and equating coefficients of \( \alpha \) on both sides yields

\[
\vec{Q}W_1 = \left( \frac{\partial W_0}{\partial t} - \mathcal{A}_1 W_0 \right) \left( \frac{\partial W_0}{\partial t} - \mathcal{A}_S W_0 \right).
\]

This equation, together with the Fredholm alterative in Lemma 2.2, tells us that \( (\frac{\partial W_0}{\partial t} - \mathcal{A}_1 W_0, \ldots, \frac{\partial W_0}{\partial t} - \mathcal{A}_S W_0)^T \) is perpendicular to the null space of \( Q^T \). Noting that \( \text{Null}(Q^T) = \pi \) in (8), it is nature to have \( \sum_{s=1}^S \pi_s (\frac{\partial W_0}{\partial t} - \mathcal{A}_s W_0) = 0 \), which gives rise to an average backward equation

\[
\frac{\partial W_0(t, X)}{\partial t} = \bar{\mathcal{A}} W_0(t, X),
\]

where \( \bar{\mathcal{A}} = \sum_{s=1}^S \pi_s \mathcal{A}_s \) is the stochastic average of the infinitesimal generators \( \mathcal{A}_s \) with respect to the invariant measure \( \pi \). Associated with this average backward equation (10), one can construct an ODE, called the average ODE whose infinitesimal generator is \( \bar{\mathcal{A}} \). Indeed, it can be constructed as

\[
\dot{X}(t) = -\bar{\mathcal{L}} X(t) - s(t) \nabla F(X(t)),
\]

where \( \bar{\mathcal{L}} = \sum_{s=1}^S \pi_s \mathcal{L}_s \) is the average Laplacian and it corresponds to a weighted graph formed by \( \cup_{s=1}^S \pi_s G_s \), here the symbol \( \pi_s G_s \) means a weighted graph forming by multiplying each weight of \( G_s \) by \( \pi_s \). For the partial differential equation (10), chose the initial data to be the same as that of (9), that is, \( W_0(0, X) = \phi(X, s) \), where (and also in (12)) \( s \) is considered as a constant. Then \( W_0(t, X) \) can be written as

\[
W_0(t, X) = \mathbb{E} [\phi((X(t), s)|X(0) = X)],
\]

where \( X(t) \) is the solution of the average equation (11) and the expectation is taken over the randomness caused only by the initial state since \( s \) is now a constant.

So far, we obtain two backward equations (9) and (10), as well as two corresponding differential equations (6) and (11). Note that \( W(t, X, s) \) is the solution to (9), and the first term \( W_0(t, X) \) in the series for \( W(t, X, s) \) is the solution to (10). Since \( W(t, X, s) \xrightarrow{\alpha \to 0} W_0(t, X) \) for each \( t \), that is,

\[
\mathbb{E} [\phi(X^\alpha(t), \sigma(t))|X(0) = X, \sigma(0) = s] \xrightarrow{\alpha \to 0} \mathbb{E} [\phi((X(t), s)|X(0) = X)], \forall t,
\]

then by Lemma 2.4, \( X^\alpha(t) \) converges weakly to \( X(t) \) as \( \alpha \to 0 \). Therefore, the above analysis yields the following theorem.
Theorem 3.3. The trajectory $X^\alpha(t)$ of the distributed optimization algorithm (6), with the switching network satisfying Assumption 3.1 and $s(t)$ satisfying (4), converges weakly to the trajectory $X(t)$ of the average system (11) as $\alpha \to 0$.

3.4. Distributed optimization by the average system

We have obtained in Theorem 3.3 that the solution of the distributed optimization system (6) can be approximated by its average system (11). We now show for the average system (11) that: (a) The average system (11) can achieve consensus, and (b) The consensus state of the average system (11) is exactly $X^* = (x^*, \ldots, x^*)^T$.

We first address the first issue. It is justified by the following theorem which is not only interest in itself, but also used in subsequent development.

Theorem 3.4. Under the Assumption 3.1, the average system (11) can achieve consensus $\lim_{t \to \infty} \|x_i(t) - x_j(t)\| = 0$ for any $i, j \in \{1, \ldots, N\}$.

Proof. Define $J = \frac{1}{n} 11^T$ and $\tilde{X} = (I - J)X$. It is then obvious that $\tilde{X} = 0$ if and only if $x_1 = \ldots = x_N = \frac{1}{N}(x_1 + \ldots + x_N)$. Noting that $(I - J)^2 = I - J$, one has

$$\dot{\tilde{X}}(t) = (I - J)[-\mathcal{L}X(t) - s(t)\nabla F(X(t))] = -\mathcal{L}(I - J)X(t) - s(t)(I - J)\nabla F(X(t)) = -\mathcal{L}\tilde{X}(t) - s(t)(I - J)\nabla F(X(t)).$$

It then follows from the formula of variation that

$$\tilde{X}(t) = e^{-\mathcal{L}t} \tilde{X}(0) - \int_0^t e^{-\mathcal{L}(t-\tau)}\delta(t) \, d\tau,$$

where $\delta(t) = s(t)(I - J)\nabla F(X(t))$. Since $\lim_{t \to +\infty} s(t) = 0$ and $\nabla F$ is bounded, then $\lim_{t \to +\infty} \delta(t) = 0$. That is, for any $\varepsilon > 0$, there exists $t_\varepsilon > 0$ such that $\|\delta(t)\| < \varepsilon$ for all $t \geq t_\varepsilon$. Therefore,

$$\|\tilde{X}(t)\| \leq \|e^{-\mathcal{L}t} \tilde{X}(0)\| + \left\| \int_0^t e^{-\mathcal{L}(t-\tau)}\delta(t) \, d\tau \right\| + \left\| \int_{t_\varepsilon}^t e^{-\mathcal{L}(t-\tau)}\delta(t) \, d\tau \right\| . \quad (13)$$

The estimation of $\|\tilde{X}(t)\|$ requires the fact that $\|e^{-\mathcal{L}t}\| \leq e^{-\lambda_2 t}$ for any $t \geq 0$, where $\lambda_2$ is the second smallest eigenvalue of the Laplacian for the weighted graph $\cup_{s=1}^S \pi_s G_s$ and it is guaranteed to be positive by the joint connectivity of the graph $\cup_{s=1}^S \pi_s G_s$ due to Assumption 3.1. Indeed, along the trajectories $y(t)$ of the system $\dot{y} = -\mathcal{L}(I - J)\tilde{X}(t)$, the time derivative of $V_1(y) = y^T y$ satisfies $\frac{d}{dt} V_1(y(t)) = -2y^T \mathcal{L}(I - J)\tilde{X}(t) \leq -2\lambda_2 V_1(y(t))$, implying $V_1(y(t)) \leq e^{-2\lambda_2 t} V_1(y(0))$ or $\|y(t)\| \leq e^{-\lambda_2 t} \|y(0)\|$, which is further used to calculate the matrix norm $\|e^{-\mathcal{L}t}\| = \sup\{\|e^{-\mathcal{L}t}y(0)\|/\|y(0)\| : y(0) \neq 0\} = \sup\{\|y(t)\|/\|y(0)\| : y(0) \neq 0\} \leq e^{-\lambda_2 t}$. 


With above inequality and under the assumption on the boundness of $\nabla F$, the $\bar{X}(t)$ in (13) can be further estimated as
\[
\|\bar{X}(t)\| \leq e^{-\lambda_2 t}\|\bar{X}(0)\| + \int_0^t e^{-\lambda_2 (t-\tau)}\|\delta(\tau)\| d\tau + \int_0^t e^{-\lambda_2 (t-\tau)}\|\delta(\tau)\| d\tau \\
\leq e^{-\lambda_2 t}\|\bar{X}(0)\| + \int_0^t e^{-\lambda_2 (t-\tau)}\|\delta(\tau)\| d\tau + \varepsilon \int_0^t e^{-\lambda_2 (t-\tau)} d\tau \\
\leq e^{-\lambda_2 t}\|\bar{X}(0)\| + \int_0^t e^{-\lambda_2 (t-\tau)}\|\delta(\tau)\| d\tau + \varepsilon/\lambda_2.
\]
Taking limits on both side yields $\lim_{t \to \infty} \|\bar{X}(t)\| \leq \varepsilon/\lambda_2$. By the arbitrariness of $\varepsilon$, one has $\lim_{t \to \infty} \|\bar{X}(t)\| = 0$. That is, $\lim_{t \to \infty} \|x_i(t) - x_j(t)\| = 0$ for all $i, j \in \{1, 2, \ldots, N\}$.

We have shown in Theorem 3.4 that the average system (11) converges to a consensus state. We proceed to show that the consensus state is a constant vector and this vector is nothing but the optimal solution $X^*$.

**Theorem 3.5.** Under Assumption 3.1, the average system (11) converges asymptotically to the optimal solution $X^* = (x^*, \ldots, x^*)^T$.

**Proof.** Let $V(X) = \|X - X^*\|^2$ which obviously satisfies $V(X) \geq 0$ and $V(X) = 0$ if and only if $X = X^*$. Then the time derivative of $V$ along the solutions $X(t)$ of (11) can be calculated as
\[
\dot{V}(t) = 2[X(t) - X^*]^T[-\dot{\mathcal{L}}X(t) - s(t)\nabla F(X(t))]) \\
\leq -2s(t)[X(t) - X^*]^T[\nabla F(X(t)) - \nabla F(X^*)] \\
\leq -2\mu s(t)\|\nabla F(X(t)) - \nabla F(X^*)\|^2 \\
= -2\mu s(t)\|\nabla F(X(t))\|^2 \leq 0,
\]
where the last inequality uses the definition of $\mu$-cocoercivity for the function $F$ that $(X - X^*)^T[\nabla F(X) - \nabla F(X^*)] \geq \mu\|\nabla F(X) - \nabla F(X^*)\|^2$. The above inequality tells us that the limit $\lim_{t \to \infty} V(X(t))$ exists and so does $\lim_{t \to \infty} X(t)$. Denote this limit by $X^\#$. Noting that we have proved in Theorem 3.4 that $\lim_{t \to \infty} x_i = \lim_{t \to \infty} x_j$, we conclude $X^\# = 1 \otimes x^\#$ for some $x^\# \in \mathbb{R}^n$. That is $\lim_{t \to \infty} X(t) = 1 \otimes x^\#$, meaning that consensus state is a constant.

It now remains to prove that the consensus state is exactly the optimal solution. To this, we rewrite the inequality (14) into integral form,
\[
V(t) \leq V(0) - 2\mu \int_0^t s(\tau)\|\nabla F(X(\tau))\|^2 d\tau. \tag{15}
\]
On the other hand, according to Lemma 2.3, we have $\|\nabla F(X) - \nabla F(X^*)\| \leq \frac{1}{\mu}\|X - X^*\|$ or $V(X) \geq \mu^2\|\nabla F(X)\|^2$. This and (15) give
\[
\mu^2\|\nabla F(X(t))\|^2 \leq V(0) - 2\mu \int_0^t s(\tau)\|\nabla F(X(\tau))\|^2 d\tau.
\]
Then by the Gronwall’s inequality, we have
\[ \|\nabla F(X(t))\|^2 \leq \frac{V(0)}{\mu^2} \exp\left(-\frac{2}{\mu} \int_0^t s(\tau) \, d\tau\right). \]

Noting that \( \int_0^{+\infty} s(t) \, dt = +\infty \) and \( \nabla F \) is continuous, and letting \( t \to +\infty \), one has \( \|\nabla F(X^\#)\| = 0 \) or \( \nabla F(X^\#) = 0 \). It then follows from Lemma 2.1 that \( X^\# = X^* \); that is, \( \lim_{t \to +\infty} X(t) = X^* \), which says that the average system (11) converges asymptotically to the optimal solution \( X^* \).

\[\Box\]

3.5. Results and concluding remark

For the optimization problem (1), we design a distributed gradient descent algorithm (3) or (5) under a time-varying network. In view of the fast switching property of the network, the time scale of the Markov chain describing the network topology is rescaled by a small parameter \( \alpha > 0 \). The distributed convex algorithm in (5) is then transformed under the rescaled time into a two-scale dynamics (6), composing a fast process and a slow process. The fast process is averaged out by the aid of the averaging procedure, and an average equation which depends only on the slow process is constructed. This average equation is viewed as an approximation of (5) in the weak sense, presented in Theorem 3.3. Furthermore, the average system is shown to achieve consensus to the optimal solution, included in Theorems 3.4 and 3.5. Therefore, summarizing Theorems 3.3 – 3.5 gives rise to the following theorem whose proof is straightforward.

**Theorem 3.6.** Under Assumption 3.1, the solutions of the distributed optimization system (6) converge asymptotically and consensually to the optimal solution \( X^* \) in the weak sense.

**Remark 3.7.** The distributed convex optimization problem (1) is solved in existing literatures by transforming it into an equivalent form of minimizing \( \sum_{i=1}^N f_i(x_i) \) subject to \( LX = 0 \); however, the transformed and the original optimization problems are equivalent if and only if the graph is fixed and connected (see for example [6]). Therefore this routine is not applied in our paper since the graph may be disconnected at each time.

**Remark 3.8.** The algorithm for distributed convex optimization in continuous-time was firstly proposed in [23, 24], but they were second order. The work [6] also proposed a continuous-time algorithm, but of the observer type. The algorithm presented in this paper is first order and thus it is less complicated than them for implementation.

4. SIMULATION

Consider the optimization problem (1) with \( N = 5 \) and
\[
\begin{align*}
f_1(x) &= e^{x^2}, & f_2(x) &= (4x + 5)^2, & f_3(x) &= (7x + 17)^2 \\
f_4(x) &= (x + 2)^4, & f_5(x) &= 4.
\end{align*}
\]
The graph of the function \( F(x) = \sum_{i=1}^{N} f_i(x) \) is plotted in Figure 1. The true optimal solution and optimal value of this problem are found, by using \texttt{fminbnd} in MatLab, to be \( x^* = -2.1450 \) and \( F(x^*) = 21.6221 \). We now used our distributed convex optimization algorithm to check the results.

To apply the distributed convex algorithm (3) to find the optimal solution and optimal value of this problem, our simulation uses a time-varying network which randomly switching among six possible undirected graphs \( \{G_1, \ldots, G_6\} \) with the switching rule described by a continuous-time Markov chain \( \sigma : [0, +\infty) \to \{1, \ldots, 6\} \). To satisfy Assumption 3.1, we chose the Markov chain to the one whose infinitesimal generator is given by

\[
Q = \begin{pmatrix}
-0.9500 & 0.4000 & 0.0500 & 0.1000 & 0.1000 & 0.3000 \\
0.1500 & -0.8500 & 0.4000 & 0.1000 & 0.1000 & 0.1000 \\
0.2000 & 0.1000 & -0.9000 & 0.1000 & 0.2000 & 0.3000 \\
0.1000 & 0.2000 & 0.2000 & -0.7000 & 0.1000 & 0.1000 \\
0.2000 & 0.3000 & 0.1000 & 0.0500 & -0.9500 & 0.3000 \\
0.1600 & 0.1400 & 0.2000 & 0.3000 & 0.1000 & -0.9000 
\end{pmatrix},
\]

and to satisfy Assumption 3.1 we chose a group of graphs \( \{G_1, \ldots, G_6\} \) which are respectively characterized by a group of edge sets \( \{E_1, \ldots, E_6\} \) with \( E_1 = \{(1,3)\} \), \( E_2 = \{(2,5)\} \), \( E_3 = \{(1,2), (1,3)\} \), \( E_4 = \{(1,2), (1,4), (2,5)\} \), \( E_5 = \{(1,3), (2,5), (3,4)\} \), \( E_6 = \{(1,3), (4,5)\} \). The Markov chain given above is obviously egordic and an invariant measure can be calculated as \( \pi = (0.1443, 0.2000, 0.1882, 0.1652, 0.1132, 0.1891) \); a sample path of the Markov chain is shown in Figure 2. For simulation, we chose \( s(t) = \frac{1}{t} \) and the initial state as \((1, -4, -2, 3, 4)^T\). The time evolution of the tracking errors are given in Figure 3 which shows the validating of our proposed method.
Averaging approach to distributed convex optimization

Fig. 2. A sample path of the Markov chain for simulation.

Fig. 3. Time evolution of the agent states under (a) switching network and (b) average equation.
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