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KYBER NET IKA — VOLUM E 5 2 ( 2 0 1 6 ) , NUMBE R 6 , P AGES 9 1 4 – 9 2 8

PERFECT OBSERVERS FOR FRACTIONAL DISCRETE-TIME
LINEAR SYSTEMS

Ewa Pawluszewicz

A perfect (exact) fractional observer of discrete-time singular linear control system of frac-
tional order is studied. Conditions for its existence are given. The obtained results are applied
to the detectability problem of the class of systems under consideration.

Keywords: perfect observer, h-difference fractional operator, linear control system, singu-
lar system

Classification: 93C05, 39A70

1. INTRODUCTION

In various real phenomena the input variables of a given control system may be un-
known, either since the control is not accessible or since inputs consider the fact of
external disturbances vary due to. This is the source of one of the most important and
natural problem in control theory, is the problem of the observer design. This problem
places special emphasis on the state reconstruction issues, but also for example, chaotic
synchronization, network communication, on system supervision or on fault diagnosis.
On the other hand, singular systems, describing a large class of systems, can be met
for example in electronic, economic, dynamic balances of mass and energy, see [5, 19].
Classically it is assumed that an error between the unknown state of the considered
system (with some unmeasurable variables) and its estimate tends to zero in a long time
period, see for example [9, 11, 21], but it can happen that this error exactly equals zero.
In this case the observer is called a perfect (exact) observer. This class of observers for
singular systems was studied in [12, 19, 20], where the Dai’s [4] concept of observers
for singular discrete-time linear systems is extended to the continuous-time case. The
next step in elaborating the problem of perfect observers design has been devoted to the
existence of this type of observers in fractional continuous-time case, see [13].

Now our goal is to give, basing on [4, 13], a description of a perfect observer on
singular linear control discrete-time fractional systems with sampling step h. The re-
search are motivated by the fact that in the recent years the fractional calculus is viewed
as becoming more useful and effective tool in describing the behavior of real systems.
Simulations and experiments seem to confirm this, see for example [6, 7, 22]. Again,
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in practice, some states variables cannot be accessible, so problem of observer design
for fractional discrete-tome case appears in a natural way. The generalizations of nth
order differences to their fractional forms are used. Basic properties of fractional op-
erators were investigated firstly in [14] and next in [1, 2]. In [8] there was adopted a
more general fractional h-difference Riemman–Liouville operator. The presence of h in
this operator is important from both engineering and numerical points of view. On one
hand h represents a sample step, on the other – when h tends to zero, the solutions
of the fractional difference equation may be seen as approximations to the solutions of
corresponding Riemann–Liouville fractional equations.

Classically, a linear control discrete-time fractional system can be defined by Riemann–
Liouville– or by the Caputo– or by the Grünwald–Letnikov–type fractional h-difference
operator. In [10] it was shown that these three types of fractional h-difference operators
are related to each other. Moreover, the Grünwald–Letnikov–type fractional h-difference
operator can be expressed by the Riemann–Liouville–type fractional h-difference oper-
ator. So, systems under our consideration with these types of operators are studied
simultaneously.

The work was motivated by results discussed in [13, 20]. The first step, after intro-
ducing the relevant notation and facts (Section 2), based on [17] the difference linear
systems of a fractional order are presented (Sections 3). Next, the perfect observer
for the class of linear singular fractional order difference systems is introduced and its
properties are studied (Section 4). As one of possible applications of the analysed type
of observer, the problem of detectability for the considered system is studied. Extend-
ing stability results given in [17, 18] for standard discrete-time linear fractional systems
onto singular systems, it is shown that for a detectable singular system one can design
a fractional singular observer. This observer is no longer a perfect one.

2. PRELIMINARIES

At the beginning let us introduce a notation and some properties that will be needed
further.

If h > 0 and a ∈ R then (hN)a := {a, a + h, a + 2h, . . .}. Consider a function x :
(hN)a → R. Then the forward h-difference operator is classically defined as (∆hx)(t) =
x(t+h)−x(t)

h . If we put(∆0
hx)(t) := x(t), then, ∆n

h := ∆h ◦ · · · ◦∆h is n-fold application
of operator ∆h for any n ∈ N0. We can compute that

(∆n
hx)(t) = h−n

n∑
k=0

(−1)n−k
(
n

k

)
x(t+ kh) .

Let

ϕ̃µ(n) =
{ (

n+µ−1
n

)
, for n ∈ N0

0, for n < 0.
(1)

denotes the family of binomial functions on Z parameterized by µ > 0. Let ”∗” denotes
a convolution operator, i. e.

(ϕ̃µ ∗ x) (n) :=
n∑
s=0

(
n− s+ µ− 1

n− s

)
x(s) .
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Then for a function x : (hN)a → R the fractional h-sum of order α > 0 is defined by(
a∆−αh x

)
(t) := hα (ϕ̃α ∗ x) (n) ,

where t = a+ (α+ n)h for any n ∈ N0 and x(s) := x(a+ sh).
The Mittag--Leffler two-parameter function on the one hand side is a generalization

of the classical exponential function to fractional case, on the other hand it naturally
occurs in solutions of fractional order difference equations and in the descriptions of an
evaluation of fractional order difference linear control systems. So, we recall that this
function is defined as follows (see [17])

E(α,β)(λ, n) :=
∞∑
k=0

λkϕ̃kα+β(n− qk).

Note that, E(0,1)(λ, n) =
∑∞
k=0 λ

k, so it is the well known geometrical series. Moreover,
taking into account (1), we have the following:

E(α,α)(λ, n) =
∞∑
k=0

λk
(
n− qk + (k + 1)α− 1

n− k

)
and

E(α,1)(λ, n) =
∞∑
k=0

λk
(
n− qk + kα

n− k

)
.

As the Z-transform is the natural tool used in analysis of properties of discrete-time
systems, recall that the (single-sided) Z-transform of a sequence {y(n)}n∈N0 is a complex
function Y (z) given by

Y (z) := Z[y](z) =
∞∑
k=0

y(k)z−k ,

where z ∈ C is a complex variable for which the series
∑∞
k=0 y(k)z−k converges abso-

lutely.
Since

(
k+α−1

k

)
= (−1)k

(−α
k

)
, then for |z| > 1 we have

Z [ϕ̃α] (z)=
∞∑
k=0

(
k + α− 1

k

)
z−k =

(
z

z − 1

)α
. (2)

Since, linear control discrete-time system of a fractional order can be defined by
Riemann–Liouville– or by the Caputo– or by the Grünwald–Letnikov–type fractional h-
difference operator, in next subsection we recall the definitions of the Caputo–, Riemann–
Liouville– and Grünwald–Letnikov–type h-difference operators and some properties of
the Z-transform of the those operators.

2.1. Fractional difference operators

Let α ∈ (0, 1]. The Caputo–type h-difference operator a∆α
h,∗ of order α for a function

x : (hN)a → R is defined by (see [15])(
a∆α

h,∗x
)

(t) :=
(
a∆−(1−α)

h (∆hx)
)

(t) = h−α (ϕ̃1−α ∗∆h=1x) (n)
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for any t = a+(1−α)h+nh and x(n) = x(a+nh). Note that a∆α
h,∗x : (hN)a+(1−α)h → R.

If α = 1, then
(
a∆1

h,∗x
)

(t) = (∆hx)(t) for any t ∈ (hN)a.

Proposition 2.1. (Mozyrska and Wyrwas [17]) Let a ∈ R and α ∈ (0, 1]. Let us define
y(n) :=

(
a∆α

h,∗x
)

(t) for any t = a+ (1− α)h+ nh. Then

Z [y] (z) = h−α
(

z

z − 1

)1−α

((z − 1)X(z)− zx(a)) ,

where X(z) = Z[x](z) and x(n) := x(a+ nh).

If α = 1 then Z [y] (z) = 1
h ((z − 1)X(z)− zx(0)) , that coincides with the transform of

difference ∆h of x.
Let α ∈ (0, 1]. The Riemann–Liouville–type fractional h-difference operator a∆α

h of
order α for a function x : (hN)a → R is defined by (see [3, 8])

(a∆α
hx) (t) :=

(
∆h

(
a∆−(1−α)

h x
))

(t),

where t ∈ (hN)a+(1−α)h.

Proposition 2.2. (Mozyrska and Wyrwas [17]) For a ∈ R, α ∈ (0, 1] let us define
y(n) := (a∆α

hx) (t), where t = a+ (1− α)h+ nh, t ∈ (hN)a+(1−α)h. Then

Z [y] (z) = z

(
hz

z − 1

)−α
X(z)− zh−αx(a) ,

where X(z) = Z[x](z) and x(n) := x(a+ nh).

If α = 1, then Z [y] (z) = 1
h ((z − 1)X(z)− zx(0)), that coincides with the transform

of difference ∆h of x similarly as in the case of the Caputo-type operator.
The third type of the operator, that we take under consideration, is the Grünwald–

Letnikov–type fractional h-difference operator. If α ∈ R, then this operator a∆̃α
h of

order α for a function x : (hN)a → R is defined by (see for example [10])

(
a∆̃α

hx
)

(t) :=

t−a
h∑
s=0

a(α)
s x(t− sh) ,

where a(α)
s = (−1)s

(
α
s

)
1
hα with(

α

s

)
=

{
1 for s = 0,
α(α−1)···(α−s+1)

s! for s ∈ N .

Note that if a = (α− 1)h then (see [10])(
0∆̃α

hy
)

(t+ h) = (a∆α
hx) (t) ,

where x(t) = y(t− a) for t ∈ (hN)a.
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Proposition 2.3. (Mozyrska and Wyrwas [17]) For a ∈ R and α ∈ (0, 1] let us define
y(n) :=

(
a∆̃α

hx
)

(t), where t = a+ nh, t ∈ (hN)a, n ∈ N0. Then

Z [y] (z) =
(

hz

z − 1

)−α
X(z) ,

where X(z) = Z[x](z) and x(q) := x(a+ nh).

3. DIFFERENCE LINEAR SYSTEMS OF A FRACTIONAL ORDER

Let α ∈ (0, 1]. Since some definitions and facts that we discuss are the same for each
type of difference operators, we use the common symbol defined by its values

(aΥαx) (t) =

{
(a∆α

h,∗x)(t) or (a∆α
hx)(t) for a = (α− 1)h

(0∆̃α
hx)(t+ h), for a = 0 .

Basing on Propositions 2.1, 2.2, 2.3, in [17] it was shown the following.

Proposition 3.1. (Mozyrska and Wyrwas [17]) For a ∈ R, α ∈ (0, 1] let us define
y(n) := (aΥαx) (t), where t ∈ (hN)a+(1−α)h and t = a+ (1− α)h+ nh. Then

Z [(aΥαx)] (z) = z

(
hz

z − 1

)−α(
X(z)−

(
z

z − 1

)β
x(a)

)
,

where X(z) = Z[x](z), x(n) := x(a + nh) and β = α for the Riemann–Liouville–
or Grünwald–Letnikov–type operators and β = 1 for the Caputo–type operator, and
a = α − 1 for the Riemann–Liouville– or Caputo–type operators and a = 0 for the
Grünwald–Letnikov–type operator.

Let us consider the following common form of control systems

E (aΥαx) (nh) = Ax(nh+ a) +Bu(nh) , (3a)
y(nh) = Cx(nh+ a) +Du(nh) , (3b)
x(a) = x0 (3c)

where n ∈ N0, x : (hN)a → Rp denotes a state vector, y : (hN)0 → Rr is an output vector,
u : (hN)0 → Rm is a control sequence and A ∈ Rp×p, B ∈ Rp×m, C ∈ Rr×p, D ∈ Rr×m,
E ∈ Rp×p are real matrices with constant coefficients. If detE = 0 then system (3) is
called the singular system. If detE 6= 0, then using pre-multiplication of the equation
(3a) by E−1 we obtain the standard linear system of the fractional order. By Kronceker-
Capelli’s Theorem the fractional order dynamics (3a) with initial condition (3c) has the

unique solution if and only if rank
[
Eh−αz

(
z
z−1

)−α
−A

]
= rank

[
Eh−α

(
z
z−1

)1−α
x0

]
.
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Proposition 3.2. (Mozyrska et al. [16]) If detE 6= 0, then the fractional order dy-
namics (3a) with initial condition (3c), α ∈ (0, 1], a = (α−1)h and a fixed control u has
the unique solution given by

x(nh+ a) = E(α,β)(E−1Ahα, n)x0 +
(
Eρ(α,α)(E

−1Ahα, ·) ∗Bu
)

(n) ,

where u(n) = hαu(nh) and β = 1 for the Caputo–type operator, β = α for the Riemman–
Liouville– and Grünwald–Letnikov–type operators, Eρ(α,α)(Ah

α, n) := E(α,α)(Ahα, n− 1).

The standard definition of observability says that a system is observable in finite
number of steps if from the knowledge of the output of a given system we can uniquely
reconstruct the initial state.

Proposition 3.3. (Mozyrska et al. [16]) If detE 6= 0 then system (3) is observable (in
q steps) if and only if one of the following conditions is satisfied

(i) columns of the matrix E(α,β)(Ahα, q) are linearly independent

(ii) rank


C

CE(α,β)(Ahα, 1)
...

CE(α,β)(Ahα, q − 1)

 = p.

4. PERFECT OBSERVERS

The aim of this section is to present conditions for existing of full order perfect observer
of system (3).

Definition 4.1. Let E,F ∈ Rp×p, G ∈ Rp×m and H ∈ Rp×r. A linear control systems
of the form:

E
(
aΥβ x̂

)
(nh) = Fx̂j(nh+ a) +Gu(nh) +Hy(nh) , (4)

where x̂ : N0 → R is the estimate of the unknown state vector x, is called

i. an observer of order β of system (3) if and only if

lim
n→∞

x̂(nh+ a) = x(nh+ a),

ii. a perfect observer of order β of system (3) if and only if

x̂(nh+ a) = x(nh+ a) for any n ∈ N0.

In practice often there is an access to control u and output y. So, this leads the
following problem: given a system (3) having a knowledge of u(nh) and y(nh) find
x̂(nh) – an estimate of the unknown state vector x such that x̂(nh+ a) = x(nh+ a).

Let us recall that that a matrix N ∈ Rp×p is called nilpotent if there exists a natural
number ν such that Nν = 0 but Nν−1 6= 0. Such number ν is called the nilpotent
index of matrix N . Additionally, if N is nilpotent and I is identity matrix of respective
dimension, then matrices I −N and I +N are invertible.
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Proposition 4.2. Let us consider a linear system

N (aΥαx) (nh) = Λx(nh+ a), x(a) = x0 (5)

of fractional order α ∈ (0, 1] where N ∈ Rp×p is a nilpotent matrix of the nilpotency
order q, q ≥ 2, and Λ ∈ Rp×p is a diagonal matrix with nonzero elements. Then the
system (5) has a unique solution given by

x(nh+ a) = Z−1

[(
z

z − 1

)β [
N − z−1hα

(
z

z − 1

)α
Λ
]−1

Nx0

]
(n)

if and only if Λ 6= N hα

z Z[ϕ̃−α](z) where ϕ̃−α is given by (1).

P r o o f . Taking the Z-transform of both sides of (5), from Proposition 3.1 we obtain
that

zh−αN

(
z

z − 1

)−α
X(z)− zh−αN

(
z

z − 1

)−α+β

x0 = ΛX(z)

where α = β for Riemann–Liouville or Grünwald–Letnikov-type operators and β = 1
for Caputo-type operator (see also Propositions 2.1, 2.2, 2.3). Then[

N − z−1hα
(

z

z − 1

)α
Λ
]
X(z) =

(
z

z − 1

)β
Nx0.

From properties of nilpotent matrices, it follows that matrix on the left hand side of (4)
is invertible. So

X(z) =
(

z

z − 1

)β [
N − z−1hα

(
z

z − 1

)α
Λ
]−1

Nx0

if and only if N 6= z−1hα
(

z
z−1

)α
Λ, i. e., from (2), if and only if Λ 6= N hα

z Z[ϕ̃−α](z).
Using the inverse of Z-transform to (4) we find the unique solution to equation (5).

�

Let e(nh) := x(nh)− x̂(nh). It is obvious then also e(nh+a) = x(nh+a)− x̂(nh+a).
Moreover,

E (aΥαe) (nh) = E (aΥαx) (nh)− E (aΥαx̂) (nh)

and by (3a)-(3b) and (4) we obtain

E (aΥαe) (nh) = (A−HC)x(nh+ a)− Fx̂(nh+ a) + (B −G+D)u(nh).

Then
E (aΥαe) (nh) = Fe(nh+ a)

if and only if
F = A−HC and G = B +D. (6)
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On the other hand, it is known (see for example in [23]) that any sequence of elemen-
tary row operations on a given matrix is equivalent to premultiplication (left multiplica-
tion) of this matrix by an appropriate matrix. Then, using elementary row operations
matrix E can be expressed in the following (row) equialent upper triangular form (sim-
ilarly as in [13] where elementary row and columns operations are used):

P1E =
(

0 E1

0 0

)
, with E1 =


e11 e12 . . . e1r
0 e22 . . . e2r
...

...
. . .

...
0 0 . . . err


or lower triangular form

P2E =
(

0 0
E2 0

)
, with E2 =


e11 0 . . . 0
e21 e22 . . . 0
...

...
. . .

...
er1 er2 . . . err

 .

Therein P1 and P2 denote matrices of elementary row operations. Note that matrices
P1E and P2E are nilpotent with nilpotent order ν = 2.

Using some elementary row operations, system (4) can be rewritten in the equivalent
form as

N (aΥαe) (nh) = Fe(nh+ a) (7)

with
N = PE and F = PF (8)

where P denotes a matrix of elementary row operations.

Remark 4.3. Using elementary row operations system (3) can be transformed to the
equivalent form (7). Moreover, if matrix H is picked so that matrix F coincides with
diagonal matrix Λ given in Lemma 4.2, then e(nh) = 0 and system (4) describes the
perfect observer for fractional order system (3). Note that H can be picked in a such
way that it can contains, but not necessary, elements depending on h and/or α.

Theorem 4.4. The observer (4) is the perfect fractional observer of the system (3) if
and only if there exists the matrix P ∈ Rp×p satisfying (8) and such that

rank
[
PA− Λ

C

]
= rankC (9)

where Λ is a diagonal matrix described in Corollary 4.3.

P r o o f . The reasoning is the same as given in [13] for the linear fractional continuous-
time system. So, we present only sketch of the reasoning.

Let P denotes a nonsingular matrix of elementary row operations. In order to design
the perfect observer (4) for the system (3) we should to choose matrices F,G,H such
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that condition (6) is fulfilled and matrix F = PF is represented in the diagonal form Λ
described in Lemma 4.2. These requirements are fulfilled if and only if

PA− PHC = Λ (10)

Equation (10) has solution H for given C and Λ if and only if (9) holds. �

Example 4.5. Let us consider the following system 0 1 1
1 0 0
0 0 0

 (aΥαx) (nh) =

 2 0 1
1 1 0
1 1 2

x(nh+ a) +

 1
1
0

u(nh) ,

y(nh) =
[

0 0 1
0 1 0

]
x(nh+ a) +

 0
1
1

u(nh) .

Then P =

 0 0 1
−1 0 1
0 0 0

 is the such matrix that PE =

 0 1 1
0 0 1
0 0 0

. Picking Λ = 1 0 0
0 hα 0
0 0 2

 we obtain PA−Λ =

 0 1 1
0 1− hα 0
0 0 0

 . Since rank
[
PA− Λ

C

]
= 2 =

rankC, then solving the equation PA − Λ = PHC we obtain H =

 1 hα

a1 a2

1 1

 where

a1, a2 are real numbers. Since

F = A−HC =

 2 hα 0
1 1− a2 −a1

1 0 1

 and G = B +D =

 1
2
1

 ,
the perfect observer is of the considered system is of the form 0 1 1

1 0 0
0 0 0

 (aΥαx) (nh) =

 2 hα 0
1 1− a2 −a1

1 0 1

 x̂(nh+ a)

+

 1
2
1

u(nh) +

 1 hα

a1 a2

1 1

 y(nh).

Theorem 4.6. Assume that rankC = p. Then the full order perfect observer (4) exists
if and only of system (3) with E = I is observable.

P r o o f . The result follows from the same facts as ones given in [20]. Namely, if C has
a full column rank, then its inverse it is Moore-Penrose matrix C+ and directly from
definition of perfect observer and (3) it follows that x̂ = C−1y −C−1Du (i. e. system is
observable). �

Since the procedure of finding the perfect observer requires matrix operation, for
fractional discrete-time case it is same as [20].
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Remark 4.7. If rankC < p, then the order perfect observer (4) still can exists under
condition that the pair (A,C) is observable. Similarly, as previous, the procedure of
finding this observer requires matrix operation and is same as [20].

The presented result can be easily also valid for the linear multi–parameter fractional
order control system with the Caputo–, Riemann–Liouville and the Grünwald–Letnikov–
h-difference operator.

5. DETECTABILITY OF FRACTION ORDER SYSTEM

One of the applications of the classical observer is the problem od detection of the
input-output control system, see for example [4, 21].

In order to state conditions for detectability of fractional order systems let us recall,
see [24], that the constant vector xeq = (xeq

1 , . . . , x
eq
n ) is an equilibrium point of the

fractional difference system

E (aΥαx) (nh) = Ax(nh+ a) (11)

if and only if
E (aΥαxeq) (nh) = Axeq

for all n ∈ N0. The equilibrium xeq = 0 of (11) is said to be

(a) stable if, for each ε > 0, there exists δ = δ (ε) > 0 such that ‖x0‖ < δ implies
‖x(nh+ a)‖ < ε, for all k ∈ N0.

(b) attractive if there exists δ > 0 such that ‖x0‖ < δ implies limn→∞ x(nk) = 0 .

(c) asymptotically stable if it is stable and attractive.

The fractional difference system (11) is called stable/asymptotically stable if their equi-
librium points xeq = 0 are stable/asymptotically stable.

Proposition 5.1. (Mozyrska and Wyrwas [17]) Let α ∈ (0, 1] and β < α+1. Let R be
the set of all roots of the equation (z − 1)α = λzα−1. If all elements from R are strictly
inside the unite circle, then limn→∞E(α,β)(λ, n) = 0.

Proposition 5.2. Let us consider the system (11). Let R be the set of all roots of the
equation

det

(
E − hα

z

(
z

z − 1

)α
A

)
= 0. (12)

If all elements from R are strictly inside the unit circle, then the system (11) is asymp-
totically stable.

P r o o f . The some reasoning as in the proof of Proposition 4.2, leads us to

X(z) =
(

z

z − 1

)β [
E − z−1hα

(
z

z − 1

)α
A

]−1

Ex0 (13)

=
(

z

z − 1

)β adj
[
E − z−1hα

(
z
z−1

)α
A
]
E

det
[
E − z−1hα

(
z
z−1

)α
A
] x0
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where adjM denotes a disjoint matrix of M and α = β for Riemann–Liouville or
Grünwald-Letnikov-type operators and β = 1 for Caputo-type operator.

Following the reasoning presented in [17], we can see there exists invertible matrix

P such that M = E − z−1hα
(

z
z−1

)α
A can be expressed in the form M = PEP−1 −

hα

z

(
z
z−1

)α
PJP−1 where A = PJP−1 and J = diag(J1, . . . , Js) with Jordan’s blocks Ji

of order ri, i = 1, . . . , s. The number of blocks corresponding to eigenvalue λi of A is pi.
So, detM = det(PEP−1)− hα

z

(
z
z−1

)∏s
i=1 detJi. If PEP−1 is a singular matrix, then

using the inverse of Z-transform to (13) and Proposition 5.1 we obtain the thesis. If
PEP−1 is the identity matrix, then using the some arguments as in [17], we also obtain
thesis. �

The equation (12) is called the characteristic equation associated with the system
(11). Note that this characteristic equation is not longer a polynomial equation (as in
the classical case), it can be also irrational equation. Hence the function on the right
hand side of the equation (12) is a multivalued function. So, we should to use complex
analysis tools for finding its solution instead of classical algebraic ones.

Definition 5.3. We say that system (3) is detectable if there exists a matrix K ∈ Rp×r
such that system E (aΥαe) (nh) = (A− CK)e(nh+ a) is asymptotically stable.

Theorem 5.4. If system (3) is detectable then there exists matrix K ∈ Rp×r such that
system

E (aΥα) (nh) = (A− C)x̂(nh+ a) + (B −KD)u(nh) +Ky(nh) (14)

is the observer of system (3).

P r o o f . Let e(nh) := x(nh)− x̂(nh). Then it is easy to check that using (3a)-(3b) we
get

E (aΥαe) (nh) = (A− CK)x(nh+ a). (15)

Since system (3) is detectable, we can choose matrix K in such way that system (15)
is asymptotically stable, so limn→∞ e(nh) = 0. Hence limn→∞ x̂(nh) = x(nh). This
means that (14) is the observer of system (3). �

Example 5.5. Let us consider the following system:[
1 0
1 0

]
(aΥα) (nh) =

[
2 1
3 1

]
x(nh+ a) +

[
1
1

]
u(nh) (16)

y(nh) =
[

2 0
1 1

]
x(nh+ a) +

[
0
1

]
u(nh)

with h > 0 and α ∈ (0, 1]. Let us also consider the linear state-feedback controller gain

K =
[

0.5 1.5
0.5 −0.5

]
. Then the closed loop system is of the form

[
1 0
1 0

]
(aΥα) (nh) =

[
1 −2
2 0

]
x(nh+ a). (17)
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This system is asymptotically stable if all elements from the set of roots of the equation

det
([

1 0
1 0

]
− hα

z

(
z

z − 1

)α [ 1 −2
2 0

])
= 0

i. e. of the equation

2
hα

z

(
z

z − 1

)α(
1− 2

hα

z

(
z

z − 1

)α)
= 0, (18)

be strictly inside the unit circle (see Proposition 5.2). Note that z = 0 and z = 2hα are
solutions of this equation. For chosen h and α solutions of (18) are presented in tables
below.

1) If h = 0, 1, then

α z α z α z α z
0,05 1,9545 0,3 1,0024 0,55 0,5637 0,8 0,317
0,1 1,5887 0,35 0,8934 0,6 0,5024 0,85 0,2825
0,15 1,4156 0,4 0,7962 0,65 0,4477 0,9 0,2518
0,2 1,2619 0,45 0,7096 0,7 0,399 0,95 0,2244
0,25 1,1247 0,5 0,6324 0,75 0,3557 1 0,2

2) If h = 0, 25, then

α z α z α z α z
0,05 1,8661 0,3 1,3195 0,55 0,933 0,8 0,6597
0,1 1,7411 0,35 1,2311 0,6 0,8705 0,85 0,6156
0,15 1,6245 0,4 1,1487 0,65 0,8122 0,9 0,5743
0,2 1,5157 0,45 1,0718 0,7 0,7579 0,95 0,5359
0,25 1,4142 0,5 - 0,75 0,7071 1 0,5

3) If h = 0, 5, then

α z α z α z α z
0,05 1,9319 0,3 1,6245 0,55 1,366 0,8 1,147
0,1 1,866 0,35 1.5692 0,6 1,3195 0,85 1,1096
0,15 1,8025 0,4 1,5157 0,65 1,2746 0,9 1,0718
0,2 1,7411 0,45 1,4641 0,7 1,2311 0,95 1,0353
0,25 1,6818 0,5 1,4142 0,75 1,1892 1 -

It is easy to see that detectebility of the system (16), for given gain matrix, depends
on both h and α , even they are not appear in the matrix K. In the given example, if
h = 0, 1, then the system (16) is detectable for α ∈ (0, 3; 1], if h = 0, 25 then this system
is detectible for α ∈ (0, 5; 1], but if h = 0, 5 (or h > 0, 5) system is not detectible for
any α ∈ (0; 1]. For h and α for which the system (16) is detectible the observer of the
considered system is[

1 0
1 0

]
(aΥα) (nh) =

[
0 1
2 0

]
x̂(nh+ a) +

[
0, 5
1, 5

]
u(nh) +

[
0.5 1.5
0.5 −0.5

]
y(nh).
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Proposition 5.6. If a function γ : N0 → Rp is the solution of system E (aΥαx) (nh) =
Ax(nh+ a) +Bu(nh) and limn→∞ Cγ(nh) = 0 implies limn→∞ γ(nh) = 0 then system
system (3) is detectable.

P r o o f . The result follows directly from definitions of detectability and asymptotic
stability. �

The presented result can be easily also valid for the linear multi–parameter frac-
tional order control system with the Caputo or the Riemann–Liouville or the Grünwald–
Letnikov–h-difference operators.

6. CONCLUSIONS

In the paper the concept of the linear fractional order perfect (exact) observer for sin-
gular h-difference fractional system was introduced. The conditions of its existence
were given. Since some definitions and facts that we discussed are the same for the
Riemann–Liouville-, the Caputo–type and the Grünwald–Letnikov–type fractional h-
difference operator are similar, the common symbol aΥα defined by its values has been
used. It has been shown that for a detectable singular system one can design a fractional
singular observer, but no longer a perfect one. This observer, for the given gain matrix,
depends on sampling step h and order of the system. Note also that the function on
the right hand side of the equation (12) is a multivalued function, so complex analysis
methods are need, but not more tools for testing the existence of roots of matrix K as
in the classical case.
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