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Abstract. The aim of this work is to give an introductory survey on time discretizations
for liner parabolic problems. The theory of stability for stiff ordinary differential equations
is explained on this problem and applied to Runge-Kutta and multi-step discretizations.
Moreover, a natural connection between Galerkin time discretizations and Runge-Kutta
methods together with order reduction phenomenon is discussed.

Keywords: time discretizations; parabolic PDEs; stiff ODEs; Runge-Kutta methods;
multi-step methods

MSC 2010 : 65J10, 65L04, 65L20

1. Introduction

The aim of this work is to give an introductory survey on time discretizations for

linear parabolic problems. We shall concentrate on a linear abstract parabolic prob-

lem discretized in space by an abstract finite element method (FEM). The resulting

system of ordinary differential equations is usually stiff and therefore needs to be

solved by sufficiently stable time integrator.

The most popular methods to deal with stiff problems are the famous BDF meth-

ods, since they are robust and cheap. In recent years, the development of computer

power and algorithms of linear algebra enables the use of more expensive but also

much more robust implicit Runge-Kutta methods. We shall focus on the basic prin-

ciples of analysis of stiff problems and apply them to general Runge-Kutta methods

and linear multi-step methods.

Some of the suitable Runge-Kutta methods can be interpreted as Galerkin dis-

cretizations in time similar to FEM. This brings a very nice unified point of view to
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the whole discretization that can be then exploited in several ways, e.g. unified adap-

tivity, unified a posteriori error analysis, superconvergence analysis etc. Although

the theory of implicit Runge-Kutta methods and their connections to collocation

methods and Galerkin methods has been described in literature for some time, this

knowledge is not widely spread among people in common practice.

Unfortunately, this paper cannot cover the entire topic and many aspects are

not discussed in it. These aspects include adaptivity with respect to the step-size,

adaptivity with respect to the order of the method, adaptive choice of the method

itself, see e.g. [8], a posteriori estimates, the extension of the analysis to nonlinear

problems, see e.g. [15] or [27], effective implementation of the methods discussed

(especially implicit Runge-Kutta methods), see e.g. [33], exponential integrators, see

e.g. [24] and many others.

1.1. Abstract parabolic problem. Let H be a Hilbert space with a scalar

product (·, ·), the corresponding norm ‖·‖, and let X be a Hilbert space continuously
embedded into a dense subspace of H . The duality on X we will express by a scalar

product on H . We shall focus on an abstract parabolic problem: find u ∈ L2(0, T ;X)

with derivative u′ ∈ L2(0, T ;X∗) such that

(1.1) u′(t) +Au(t) = f(t), t ∈ (0, T ),

u(0) = u0,

where A : X → X∗ is bounded, linear, not necessarily self-adjoint operator, f ∈
C([0, T ];X∗), and u0 ∈ H . Moreover, we assume ellipticity of A: there exists a con-
stant c > 0 such that

(1.2) (Au, u) > c‖u‖2X ∀u ∈ X.

The existence and uniqueness of the exact solution of the abstract parabolic problem

follows from [30].

E x am p l e 1.1. A typical example is the heat equation: Ω is a computational

domain, H = L2(Ω), X = H1
0 (Ω), and A is the weak Laplace operator, i.e. (Au, v) =

(∇u,∇v).

1.2. Space discretization. In this section we will introduce the general conform-

ing FEM discretization of abstract parabolic problem (1.1). Other discretizations

(finite volume method, discontinuous Galerkin method, finite difference method, . . .)
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behave usually very similarly. Let Xh be a finite-dimensional subspace of X . Then

we define the semi-discrete problem: find uh ∈ C1(0, T,Xh) such that

(1.3) (u′h(t) +Auh(t), vh) = (f(t), vh) ∀ vh ∈ Xh, t ∈ (0, T ),

(uh(0), vh) = (u0, vh) ∀ vh ∈ Xh.

The semi-discrete problem represents a system of ordinary differential equations

(ODEs). The existence and uniqueness of the semi-discrete solution follows from

the Picard-Lindelöf theorem, see e.g. [6]. The initial condition uh(0) is a simple

H-orthogonal projection of the original initial condition u0.

Using the natural isomorphism Xh
∼= X∗

h via the H-scalar product, we can define

an operator Ah on Xh such that

(1.4) u′h(t) +Ahuh(t) = fh(t) ∀ t ∈ (0, T ),

where fh(t) ∈ Xh is the result of restriction X
∗ → X∗

h
∼= Xh.

Problem (1.4) is usually considered as stiff. The concept of stiffness is rather vague

in literature. In our case the stiffness of the problem comes from the wide range of

eigenvalues of Ah.

We will demonstrate it by the following example (the heat equation on a rod):

E x am p l e 1.2. Let Ω = (0, 1), let A be the weak Laplace operator and H =

L2(Ω), X = H1
0 (Ω). Moreover, let us assume the FEM space Xh ⊂ X to be the

space of piece-wise linear functions on equidistant mesh with mesh-size h, N = 1/h.

Then it is possible to determine the eigenvalues λi of Ah in this specific situation:

(1.5) λi =
12

h2
1− cos(πhi)

4 + 2 cos(πhi)
, i = 1, . . . , N − 1,

see e.g. [3]. For small mesh-size h we get λ1 = λmin ≈ π
2 and λN−1 = λmax ≈ 12/h2.

To simplify our next considerations about space discretization error we define

a space V ⊂ X of sufficiently regular functions and the Ritz projection Rh : X → Xh

such that

(1.6) (ARhu, vh) = (Au, vh) ∀ vh ∈ Xh.

The existence of the Ritz projection comes from the properties of the operator A.
Due to Cea’s lemma, the approximation properties of Rh, i.e. ‖Rhu−u‖X , imitate the
approximation properties of Xh in X , i.e. ‖Rhu−u‖X 6 C inf

v∈Xh

‖v−u‖X. Moreover,
it is possible to see that ‖Rhu − u‖ 6 C‖Rhu − u‖X , where the constant C comes

137



from the continuous embedding of X to H . We will denote the error caused by the

general FEM space discretization by err(h). Note that err(h) ∼ ‖Rhu − u‖X and
err(h) depends on ‖u‖V for u ∈ V .

To simplify the ideas in the analysis of the abstract parabolic problem it is ad-

vantageous to study the so-called Dahlquist’s equation: find y : (0, T ) → C such

that

(1.7) y′(t) + λy(t) = 0, t ∈ (0, T ),

y(0) = y0.

Dahlquist’s equation naturally simplifies abstract parabolic problem (1.1) replacing

the operator Ah by its eigenvalue λ ∈ C.

We also simplify the forthcoming relations by not emphasizing the dependence

on t, if it is not necessary.

2. One-step methods

In this section we shall start with a description of intuitive time discretizations

via Euler methods and θ-scheme. On these methods we demonstrate the importance

of stability for stiff problems. Then we extend these ideas to Runge-Kutta methods

and derive some suitable stable higher order Runge-Kutta discretizations.

In order to discretize problems (1.4) and (1.7) we consider a time partition 0 =

t0 < t1 < . . . < tr = T with time subintervals Im = (tm−1, tm), time steps τm =

|Im| = tm− tm−1 and global step-size τ = maxm τm. Moreover, we will use the usual

notation for function values at the nodes, e.g. um = u(tm) or ym = y(tm).

For all of the one-step methods mentioned below the initial condition used will be

U0 = uh(0).

2.1. Euler methods, θ-scheme. The simplest example of methods for ODEs

are the well-known Euler methods. The derivation of these methods is based on

the replacement of the time derivative in the original equation by the forward or

backward difference

(2.1) u′h(tm−1) ≈
umh − um−1

h

τm
, u′h(tm) ≈ umh − um−1

h

τm
.

Then the forward or backward Euler method discretization of (1.4) is a sequence

{Um}rm=0 ⊂ Xh satisfying respectively

(2.2) Um − Um−1 + τmAhU
m−1 = τmf

m−1
h , 1 6 m 6 r,
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or

(2.3) Um − Um−1 + τmAhU
m = τmf

m
h , 1 6 m 6 r.

Both these methods are step-marching schemes determining the new value Um from

Um−1, where the starting value U0 is determined from the initial condition. For

computing Um by the forward Euler method it is sufficient to evaluate the relation

from the already known Um−1, i.e. we get an explicit relation for Um. On the

contrary, to evaluate Um by the backward Euler method we need to compute the

solution of the system containing Ah, i.e. the backward Euler method provides an

implicit relation for Um. For this reason the methods are also called the explicit or

implicit Euler method, respectively.

The θ-scheme mimics Euler methods by replacing a convex combination of time

derivatives by classical difference.

(2.4) (1 − θ)u′(tm−1) + θu′(tm) ≈ um − um−1

τm
, θ ∈ [0, 1].

Then the θ-scheme discretization of (1.4) is a sequence {Um}rm=0 ⊂ Xh satisfying

(2.5) Um − Um−1 + τm((1 − θ)AhU
m−1 + θAhU

m)

= τm((1− θ)fm−1
h + θfm

h ), 1 6 m 6 r.

It is possible to see that the variant with θ = 0 is the forward Euler method while

θ = 1 gives the backward Euler method. Other important possibility is θ = 1/2,

which is called the Crank-Nicolson method.

2.2. Numerical example. Here we will briefly present the numerical behaviour

of Euler methods. Let us consider the following problem partially described in Ex-

ample 1.1 and Example 1.2:

u′ −∆u = f, t ∈ (0, 1), x ∈ (0, 1),(2.6)

u(t, 0) = u(t, 1) = 0, t ∈ (0, 1),

u(0, x) = 0, x ∈ (0, 1),

where u′ = ∂u/∂t and the function f is such that the exact solution satisfies

(2.7) u(t, x) = 4
e10t − 1

e10 − 1
x(1 − x).
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Standard FEM piece-wise linear approximations on equidistant mesh with a mesh-

size h (N = 1/h) is used for space discretization. The resulting semi-discrete system

is solved by forward and backward Euler method with equidistant step-size τ .

N 1/τ forward Euler backward Euler
100 5 3.09E+7 2.92E−1

100 20 1.68E+60 8.76E−2

100 40 4.02E+123 4.49E−2

100 80 — 2.27E−2

100 160 — 1.14E−2

Table 1. L2-norm error at time level t = 1.

Table 1 shows overkill in discretization with respect to space, i.e., the error pro-

duced by the space discretization is negligible. Then the backward Euler method

behaves perfectly as a first order accurate method and for larger time steps it still

provides a reasonable error. On the other hand the forward Euler method in this sit-

uation completely fails to provide reasonable results and with decreasing step-size τ

the situation is even worse.

N 1/τ forward Euler backward Euler
20 2000 — 1.02E−3

20 2300 7.22E+35 1.01E−3

20 2400 1.82E−3 1.01E−3

40 9600 4.55E−4 2.52E−4

80 38400 1.14E−4 6.31E−5

Table 2. L2-norm error at time level t = 1.

Table 2 shows the behaviour of the error for a very small step-size τ (in compar-

ison with the mesh-size h). The backward Euler method in this situation produces

reasonable results, but the behaviour of the error is much more influenced by the

discretization in space. The results of the forward Euler method are more interesting.

For the mesh-size h = 1/20 and step-sizes τ = 1/2000 and τ = 1/2300 the results are

obviously very bad. But at mesh-size τ = 1/2400 the results start to be comparable

with the results obtained by the backward Euler method.

2.3. Backward Euler analysis. The analysis of the backward Euler method

is straightforward. We decompose the error em = Um − um = ξm + ηm with ξm =

Um−Rhu
m and ηm = Rhu

m − um, where ηm is the part of the error depending only

on the quality of the space discretization. Our aim will be estimating ξ terms by η
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terms. Subtracting (1.1) at time t = tm multiplied by τm from (2.3) and decomposing

the error into ξ terms and η terms, we get the error equation

(2.8) (ξm − ξm−1, vh) + τm(Aξm, vh) = (τmu
′(tm)− um + um−1, vh)

− τm(Aηm, vh)− (ηm − ηm−1, vh) ∀ vh ∈ Xh.

It is worth noticing that (Aηm, vh) = 0 for vh ∈ Xh, see the definition of Rh.

Moreover, under an assumption on the regularity of the exact solution, e.g. u ∈
W 2,∞(0, T,H) ∩W 1,∞(0, T, V ), it can be shown that

(τmu
′(tm)− um + um−1, vh) 6 Cτ2m‖vh‖,(2.9)

(ηm − ηm−1, vh) 6 τmerr(h)‖vh‖.

Setting vh = ξm, we get from (2.8) the left-hand side terms (ξm − ξm−1, ξm) >

‖ξm‖2 − ‖ξm−1‖ ‖ξm‖ and τm(Ahξ
m, ξm) > 0. Using these estimates together with

(2.9) in the error equation (2.8), we get

(2.10) (‖ξm‖ − ‖ξm−1‖)‖ξm‖ 6 τm(Cτm + err(h))‖ξm‖.

Dividing by ‖ξm‖ and summing over m, we obtain

(2.11) ‖ξm‖ 6 ‖ξ0‖+ tm(Cτ + err(h)),

i.e., ξm is estimated by the error in the initial condition and by the accumulated

local errors. It is important to notice that the rate of accumulation of local errors is

linear (additive) in this case.

2.4. Forward Euler analysis. The analysis of the forward Euler method is

more complicated. For simplicity, let us assume the forward Euler discretizaton of

Dahlquist’s equation (1.7) with equidistant time step, i.e.

(2.12) Y m − Y m−1 + τλY m−1 = 0.

Then the equation for the error em = Y m − ym comes from subtracting (1.7) at

t = tm−1 multiplied by τ from (2.12):

(2.13) em − em−1 + τλem−1 = τy′(tm−1)− ym + ym−1 = locm.

The term locm = τy′(tm−1)− ym + ym−1 represents the local error and it is possible

to show that it behaves as O(τ2). Expressing the error em we get

(2.14) em = (1− τλ)em−1 + locm = (1− τλ)2em−2 + (1− τλ)locm−1 + locm

= . . . = (1− τλ)me0 +

m
∑

s=1

(1− τλ)m−slocs.
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This equation shows us how the initial error and local errors propagate to the global

error em. We can see that this propagation has two completely different regimes.

The former (stable) one is for |1 − τλ| 6 1. Then the powers of 1 − τλ can be

estimated from above by 1 and the accumulation of local errors is additive as in the

backward Euler case. The latter regime is for |1− τλ| > 1 and is unstable. Then the

error increases exponentially.

Coming back to Numerical example (Subsection 2.2) we can simulate the problem

by Dahlquist’s equation with λ = λi, where λi are the eigenvalues of Ah. Then the

condition |1 − τλi| 6 1 is equivalent to τ 6 2/λi. The worst case scenario is for

λi = λmax ≈ 12/h2, see Example 1.2. Then the stability condition is equivalent to

τ 6 h2/6 which perfectly fits the results obtained in the experiment. The stability

condition τ 6 h2/6 is usually considered very restrictive, since for small mesh-size

h which is needed for sufficient resolution of the discretization with respect to space

the needed stable time step length must be extremely small. Therefore it is usually

recommended for stiff problems to apply methods without step-size restrictions like

the backward Euler method.

For completeness we present the idea of analysis of the forward Euler method

applied to the original problem (1.4). We decompose the error into ξ = U − Rhu

and η = Rhu− u similarly to the backward Euler case. Then after subtracting (1.1)

at time t = tm−1 multiplied by τ from (2.2) and decomposing the error into ξ terms

and η terms we get the error equation

(2.15) (ξm − ξm−1, vh) + τ(Aξm−1, vh) = (τu′(tm−1)− um + um−1, vh)

− τ(Aηm−1, vh)− (ηm − ηm−1, vh) ∀ vh ∈ Xh.

This relation can be interpreted as

(2.16) ξm = (I − τAh)ξ
m−1 +RHSm = . . .

= (I − τAh)
mξ0 +

m
∑

s=1

(1 − τAh)
m−sRHSs,

where RHSm ∈ Xh is the notation of the right-hand side of (2.15). Under assump-

tions on the regularity of the exact solution similar to the backward Euler case it

is possible to show ‖RHSm‖ 6 τ(Cτ + err(h)). Once again, if ‖I − τAh‖ 6 1 then

the global error is accumulated from local errors contained in RHSm additively. If

‖I − τAh‖ > 1, then unstable behaviour of the error appears and the global error

increases exponentially.

2.5. General one-step method analysis for Dahlquist equation. Let us

consider Dahlquist’s equation (1.7) and its general one-step discretization, i.e. a pro-
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cess Y m−1 τ, λ−→ Y m. For simplicity let us assume equidistant step-size. The exact

solution of (1.7) behaves as

(2.17) ym = e−τλym−1,

i.e. the exact solution develops from time level tm−1 to tm as the multiple by factor

e−τλ. Let us assume that a general one-step method behaves similarly and the

discrete solution develops from time level tm−1 to tm as the multiple by factor R(τλ),

i.e.

(2.18) Y m = R(τλ)Y m−1.

The function R : C → C is called the stability function. It can be seen that the

method is fully described by its stability function R.

We define the local error as the difference between the exact solution and the

result of application of one step of the method starting from the exact solution, i.e.

(2.19) locm = R(τλ)ym−1 − ym = (R(τλ) − e−τλ)ym−1.

The (local) order of convergence simply results from the ability of the stability

function R(z) to approximate e−z, e.g. the stability function of the forward Eu-

ler method is R(z) = 1− z = e−z +O(z2) while that of the backward Euler method

is R(z) = 1/(1 + z) = e−z +O(z2).

Definition 2.1. Let us consider a general one-step method described by its

stability function R. The set

(2.20) S = {z ∈ C : |R(z)| 6 1}

is called the stability region. We say that the method is stable if τλ ∈ S. We call the

method unconditionally stable if the method is stable for arbitrary step-size τ > 0.

Otherwise, we call the method conditionally stable. We call the method A-stable, if

{z ∈ C : Re z > 0} ⊂ S.

A-stability is a key ingredient in the analysis of the abstract parabolic prob-

lem (1.1) satisfying (1.2), since it generalizes unconditional stability of Dahlquist’s

equation with Reλ > 0.

The analysis of the global error follows the idea of decomposition to the local error

and to the error at previous time level multiplied by the stability function. From

(2.19) we get

(2.21) em = Y m − ym = Y m −R(τλ)ym−1 +R(τλ)ym−1 − ym

= R(τλ)em−1 + locm = . . . = R(τλ)me0 +

m
∑

s=1

R(τλ)m−slocs.
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Relation (2.21) demonstrates the contribution of the local errors and the initial error

to the global error. Assuming that the method (for given λ and with chosen step-

size τ) is stable, i.e. |R(τλ)| 6 1, we get the desired global error estimate

(2.22) |em| 6 |e0|+
m
∑

s=1

|locs| ∀m > 1.

Assuming locs = O(τp+1) with p > 1 or
m
∑

s=1
|locs| → 0 for τ → 0 gives convergence.

The situation for non-equidistant step-size is more complicated. Following the

same idea as in (2.21), we get

(2.23) em = Y m − ym =

( m
∏

s=1

R(τsλ)

)

e0 +
m
∑

s=1

( m
∏

j=s+1

R(τjλ)

)

locs.

The stability in this situation comes from boundedness of the product terms
m
∏

j=s+1

R(τjλ) that is uniform with respect to m > 1 and 0 6 s 6 m. Assum-

ing

(2.24)

m
∏

j=s+1

|R(τjλ)| 6 C, m > 1, 0 6 s 6 m,

the global error can be estimated by |em| 6 C
(

|e0| +
m
∑

s=1
|locs|

)

. Comparing Defi-

nition 2.1 and (2.24), we can see that (2.24) is a natural generalization of condition

|R(τλ)| 6 1 designed for equidistant step-size.

2.6. Runge-Kutta methods, basic description. Let us consider the semidis-

crete problem (1.4). The Runge-Kutta discretization can be expressed by

Ki +Ah

(

Um−1 + τm

k
∑

j=1

ai,jKj

)

= fh(tm−1 + τmci) ∀ i = 1, . . . , k,(2.25)

Um − Um−1 = τm

k
∑

i=1

biKi,

where the initial condition U0 is again the H-orthogonal projection of u0 to Xh.

The general Runge-Kutta method can be described by its coefficients k > 1, ai,j , bi

and ci. This description of the general Runge-Kutta method may seem very messy,

but the individual terms and coefficients can be usually interpreted in a manner that
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may bring some light into the method. To explain this, it is best to start from (1.4)

which we want to solve. After integration over the subinterval Im we get

(2.26) umh − um−1
h =

∫

Im

u′h dt =

∫

Im

fh −Ahuh dt.

The right-hand side of this equation is difficult to compute and therefore, it is ap-

proximated by some quadrature. Then the coefficients ci (they are typically in [0, 1])

are quadrature nodes on the reference interval [0, 1] and tm−1 + τmci are the corre-

sponding quadrature nodes on Im. The values Ki ∈ Xh are called the inner stages

and they represent the approximations of u′h (or equivalently fh −Ahuh) at quadra-

ture nodes. Finally, bi are quadrature weights on the reference interval [0, 1] and

since the method manipulates with the nodal values only we approximate

(2.27) uh(tm−1 + τmci) = um−1
h +

∫ tm−1+τmci

tm−1

u′h dt

≈ um−1
h + τm

k
∑

j=1

ai,ju
′
h(tm−1 + τmcj)

≈ um−1
h + τm

k
∑

j=1

ai,jKj

with the aid of the coefficients ai,j . The coefficients ai,j play the role of quadrature

weights for the approximation of integrals
∫ tm−1+τmci

tm−1
.

Sometimes, Runge-Kutta methods can be expressed by alternative (and equiv-

alent) description using another inner stages gi. These inner stages gi represent

approximations of uh instead of u
′
h at the quadrature nodes. Using this idea, we can

reformulate (2.25) into

(2.28) gi − Um−1 + τm

k
∑

j=1

ai,jAhgj = τm

k
∑

j=1

ai,jfh(tm−1 + τmcj), i = 1, . . . , k,

Um − Um−1 + τm

k
∑

i=1

biAhgi = τm

k
∑

i=1

bifh(tm−1 + τmci).

It can be shown that

(2.29) gi = Um−1 + τm

k
∑

j=1

ai,jKj , Ki = fh(tm−1 + τmci)−Ahgi.
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The coefficients of Runge-Kutta methods are usually described by Butcher’s array

(2.30)

c1 a1,1 . . . a1,k
...

...
. . .

...

ck ak,1 . . . ak,k

b1 . . . bk

=
c A

bT
.

Zero entries in the matrix A are often omitted in notation.

Runge-Kutta methods with the matrix A strictly lower triangular, i.e. ai,j = 0

for i 6 j, are called explicit. Inner stages of explicit Runge-Kutta methods can

be computed from the previous solution state Um−1 and from the other already

computed inner stages. Otherwise, the methods are called implicit and the inner

stages are linked in more complicated manner. A fully implicit Runge-Kutta method

requires to solve a linear problem of the size k · dim(Xh). A special case of implicit

Runge-Kutta methods are those with matrix A lower triangular, i.e. ai,j = 0 for

i+1 6 j. These methods are called diagonally implicit (DIRK) and require to solve

an individual implicit relation for each inner stage separately. Even more specialized

DIRK methods are called SDIRK with a single value on the diagonal ofA, i.e. ai,i = γ

for each i. The advantage of SDIRK is that they have the same matrix in the implicit

relation for each inner stage. For the details about DIRK and SDIRK methods see [2].

The existence of the explicit Runge-Kutta solution follows from the explicit char-

acter of the method. The implicit case is more delicate. The existence of the implicit

Runge-Kutta solution can be guaranteed by the Banach fixed-point theorem for suf-

ficiently small step-size τ . This option is completely unsuitable for stiff problems,

since then the step-size is severely restricted. The theory of the existence and unique-

ness for stiff problems is studied in [7] or [12]. For all implicit Runge-Kutta methods

applied to problem (1.4) or (1.7) with Reλ > 0 discussed in this paper the existence

and uniqueness of the solution is guaranteed for arbitrary step-size.

Some examples of explicit Runge-Kutta methods are the forward Euler method,

the Runge method and the most popular Runge-Kutta method of order 4:

(2.31)
0

1
,

0

1/2 1/2

0 1

,

0

1/2 1/2

1/2 0 1/2

1 0 0 1

1/6 1/3 1/3 1/6

.

The simplest examples of implicit Runge-Kutta methods are backward Euler method,

midpoint rule, Crank-Nicolson method and θ-scheme, 0 6 θ 6 1:

(2.32)
1 1

1
,

1/2 1/2

1
,

0

1 1/2 1/2

1/2 1/2

,

0

1 1− θ θ

1− θ θ

.
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Some examples of implicit Runge-Kutta methods of higher order: Radau IIA method

(of order 3) and Kunzmann-Butcher (or Gauss-Legendre) method (of order 4):

(2.33)

1/3 5/12 −1/12

1 3/4 1/4

3/4 1/4

,

1/2− a 1/4 1/4− a

1/2 + a 1/4 + a 1/4

1/2 1/2

,

where a =
√
6/3.

2.7. Stability functions of Runge-Kutta methods. Applying a general

Runge-Kutta method with equidistant step-size to Dahlquist equation (1.7), we get

gi − Y m−1 + τλ

k
∑

j=1

ai,jgj = 0,(2.34)

Y m − Y m−1 + τλ
k

∑

i=1

bigi = 0.

Using the notation g = (g1, . . . , gk)
T and 1 = (1, . . . , 1)T we can rewrite these rela-

tions in a more comfortable matrix-vector formulation

g − Y m−1
1+ τλAg = 0,(2.35)

Y m − Y m−1 + τλbTg = 0.

Eliminating the vector g from these relations, we get

(2.36) Y m = (1 − τλbT(I + τλA)−1
1)Y m−1

and this immediately implies that the stability function is R(z) = 1 − zbT(I +

zA)−1
1. We are able to show another formula for the stability function of Runge-

Kutta methods that would be more useful for our considerations. Rewriting (2.35)

in one linear system

(2.37)









I + τλA 0

τλbT 1

















g

Y m









= Y m−1









1

1









,

we can apply Cramer’s rule to compute Y m. Then we get

(2.38) R(z) =
det(I + zA− z1bT)

det(I + zA)
.
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This formula immediately implies that R(z) is a rational function in z with poly-

nomial degrees in both the numerator and denominator 6 k. Moreover, for explicit

methods the matrix A is strictly lower triangular and the determinant in the denom-

inator equals 1, i.e. R(z) is in fact a polynomial in z in this situation. Therefore, the

stability regions of explicit Runge-Kutta methods are bounded and these methods

cannot be unconditionally stable.

We present here examples of stability functions of Runge-Kutta methods men-

tioned at the end of Section 2.6. Stability functions of the forward Euler method,

the Runge method and the 4th-order Runge-Kutta method are

(2.39) R(z) = 1− z, R(z) = 1− z +
z2

2
, R(z) = 1− z +

z2

2
− z3

6
+
z4

24
,

respectively.

Figure 1 shows the boundedness of stability regions of explicit Runge-Kutta meth-

ods of maximal order.

2− 1− 0 1 2 3 4 5
3−

2−

1−

0

1

2

3

Re

Im

k=1

k=2

k=3
k=4

Figure 1. Stability regions of explicit Runge-Kutta methods for k = 1, 2, 3, 4 of maximal
order k.

The stability function of the backward Euler method, the midpoint rule (the

Crank-Nicolson method has the same stability function as the midpoint rule) and

the θ-scheme are

(2.40) R(z) =
1

1 + z
, R(z) =

1− z/2

1 + z/2
, R(z) =

1− (1− θ)z

1 + θz
,

respectively. Figure 2 shows the evolution of stability regions of the θ-scheme. For

θ = 0, i.e. the forward Euler method, the stability region is a unit disc centred at

z = 1. As θ increases to 1/2, the centre of the stability region travels to z = ∞.
This means that the stability region of the Crank-Nicolson method, i.e. θ = 1/2,
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is the whole right half-plane. As θ increases from 1/2 to 1, the boundary of the

stability region is again a circle with its centre traveling from z = ∞ to z = −1

(backward Euler method). Then the corresponding stability region is the exterior of

the boundary circle in this case.

θ=1/4θ=3/4

3− 2− 1− 0 1 2 3
3−

2−

1−

0

1

2

3
θ=1/2

Re

Im

θ=0θ=1

Figure 2. Stability regions of θ-scheme θ = 0, 1/4, 1/2, 3/4, 1.

The stability function of the Radau IIA method (order 3) and the Kunzmann-

Butcher method (order 4) are

(2.41) R(z) =
1− z/3

1 + 2z/3 + z2/6
, R(z) =

1− z/2 + z2/12

1 + z/2 + z2/12
,

respectively.

Figure 3 enables us to observe A-stability of Radau IIA methods (k = 1, 2, 3). As

we will see later, the stability region of all Kuntzmann-Butcher methods is exactly

the right half-plane.

14− 12− 10− 8− 6− 4− 2− 0 2 4

6−

4−

2−

0

2

4

6

Re

Im

k=1

k=2

k=3

Figure 3. Stability regions of Radau IIA methods k = 1, 2, 3.
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From the examples mentioned above we can see that many stability functions are

Padé approximations to e−z.

2.8. Padé approximations. Padé approximations are rational approximations

to ez that are optimal with respect to polynomial degrees in the numerator and

denominator, see [28]. In our setting we will need to approximate e−z instead of ez.

The resulting relations for ez and e−z are completely the same up to the substitution

z → −z.
We call the rational function

(2.42) Ri,j(z) =
Pi,j(z)

Qi,j(z)

with the numerator and denominator

Pi,j(z) =

i
∑

s=0

(−1)s
i! (i+ j − s)!

s! (i− s)! (i+ j)!
zs,(2.43)

Qi,j(z) =

j
∑

s=0

j! (i+ j − s)!

s! (j − s)! (i+ j)!
zs

the Padé approximation of e−z.

The lowest order examples are

(2.44)

i = 0 i = 1 i = 2

j = 0
1

1

1− z

1

1− z + z2/2

1

j = 1
1

1 + z

1− z/2

1 + z/2

1− 2z/3 + z2/6

1 + z/3

j = 2
1

1 + z + z2/2

1− z/3

1 + 2z/3 + z2/6

1− z/2 + z2/12

1 + z/2 + z2/12

Theorem 2.1. Let Ri,j be the Padé approximation of e
−z . Then

(2.45) Ri,j(z)− e−z = O(zi+j+1).

P r o o f. The proof can be found in [28]. �

Let us point out that Ri,j is the only rational function with degree i in the nu-

merator and degree j in the denominator such that Ri,j(z)− e−z = O(zi+j+1) and

all other rational functions with the same degrees provide approximations of lower

order.

There is a natural question which Padé approximations lead to A-stable methods.

Theorem 2.2. The Padé approximation Ri,j(z) of e−z is A-stable, that is

|Ri,j(z)| 6 1 for any z with Re z > 0 if and only if i 6 j 6 i+ 2.
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P r o o f. The proof can be found in [22]. �

According to Theorem 2.2, we shall focus on methods with diagonal Padé approxi-

mations, because of their maximal achievable order of convergence 2k and A-stability,

and methods with first subdiagonal Padé approximations, since these methods are

even more robust (have larger stability regions) than the methods based on the

diagonal approximations they are of still very attractive order 2k − 1.

2.9. Collocation methods and Galerkin methods. Let us consider (1.4). Let

U0 = uh(0) and ci, i = 1, . . . , k be distinct coefficients, typically ci ∈ [0, 1]. At each

time interval Im we define a polynomial p ∈ Pk(Im, Xh), i.e. a polynomial of degree

k in time, such that

p(tm−1) = Um−1,(2.46)

p′(tm−1 + τmci) +Ahp(tm−1 + τmci) = fh(tm−1 + τmci), i = 1, . . . , k.

The polynomial p is called the collocation polynomial and we define one step of the

collocation method as Um = p(tm).

Now, we will show that collocation methods are a special class of implicit Runge-

Kutta methods.

Lemma 2.1. Let ci, i = 1, . . . , k be the coefficients of a collocation method.

Then this collocation method is equivalent to the Runge-Kutta method using the

same coefficients ci and

(2.47) ai,j =

∫ ci

0

lj dt, bi =

∫ 1

0

li dt,

where lj are the Lagrange interpolation basis polynomials of degree k − 1 satisfying

lj(ci) = δi,j , where δi,j is the Kronecker symbol.

P r o o f. The original proof can be found in [20] or [37]. Let p be the collocation

polynomial corresponding to the coefficients ci. Since p
′ is a polynomial of degree

k − 1, we can write

(2.48) p′(tm−1 + τmt) =

k
∑

j=1

Kj lj(t),

whereKj = p′(tm−1+τmcj). Since the collocation polynomial satisfies the collocation

conditions (2.46), we get

(2.49) Ki = p′(tm−1 + τmci) = fh(tm−1 + τmci)−Ahp(tm−1 + τmci).
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Using

(2.50) p(tm−1 + τmci) = p(tm−1) + τm

∫ ci

0

p′(tm−1 + τmt)

= Um−1 + τm

k
∑

j=1

ai,jKj,

we get relation (2.25) for inner stages of Runge-Kutta methods. Finally, the relation

for the solution update can be obtained from

(2.51) Um = p(tm) = p(tm−1) + τm

∫ 1

0

p′(tm−1 + τmt) = Um−1 + τm

k
∑

j=1

biKj.

�

It should be noted that the proof shows not only that the solutions of the two

methods coincide, but also that the values at the collocation points coincide with

the inner stages of the corresponding Runge-Kutta method.

To define Galerkin discretizations we introduce spaces

Y τ
h = {v ∈ C([0, T ], Xh) : v(0) = uh(0), v|Im ∈ Pk(Im, Xh)},(2.52)

Zτ
h = {v ∈ L2(0, T,Xh) : v|Im ∈ Pk−1(Im, Xh)}.

We should mention that functions from Zτ
h are not continuous in general at dis-

cretization nodes {tm}m>0. Therefore, we set the notation for one-sided limits

vm± = v(tm±) = lim
t→tm±

v(t) and jumps [v]m = vm+ − vm− . The design of the spaces

Y τ
h and Z

τ
h is motivated by an alternative weak formulation to problem (1.1): find

u ∈ Y such that

(2.53)

∫ T

0

(u′ +Au, v) dt =
∫ T

0

(f, v) dt, v ∈ Z,

where

(2.54) Z = L2(0, T,X), Y = {v ∈ Z : v′ ∈ L2(0, T,X∗), v(0) = u0}.

Then Zτ
h is a natural finite-dimensional subspace of Z and Y

τ
h is a finite-dimensional

space that is a subspace of Y except for satisfying the initial condition, since uh(0) 6=
u0 in general.
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Since both spaces Y τ
h and Z

τ
h have the same dimension r · k · dimXh, we can

formulate the natural continuous (conforming) (Petrov-)Galerkin discretization: find

U ∈ Y τ
h such that

(2.55)

∫ T

0

(U ′ +AU, vτh) dt =
∫ T

0

(f, vτh) dt, v ∈ Zτ
h .

A similar approach can be used for the discontinuous (nonconforming) Galerkin

discretization, where we seek U ∈ Zτ
h , although Z

τ
h 6⊂ Y . This fact needs to be

compensated by additional (penalization) terms: find U ∈ Zτ
h such that

(2.56)

∫ T

0

(U ′ +AU, vτh) dt+
r

∑

m=1

([U ]m−1, v
τ
h
m−1
+ ) =

∫ T

0

(f, vτh) dt, v ∈ Zτ
h .

The penalization term plays the role of the mediator between the solutions at Im−1

and Im. The usual interpretation for this choice comes from the use of upwind

numerical flux, see e.g. [32].

Continuous and discontinuous Galerkin methods have integrals in their formu-

lations. These integrals could be naturally approximated by suitable quadrature

formulae. We denote these quadratures by

(2.57)

∫

Im

F (t) dt ≈ Qm(F ) = τm

k
∑

i=1

ωiF (tm−1 + τmψi).

For continuous Galerkin methods we employ the classical Gauss quadrature on k

quadrature nodes. The resulting quadrature has degree 2k − 1. This implies that

the integrals containing linear terms are evaluated exactly. For the discontinuous

Galerkin variant we employ the right (Gauss)-Radau quadrature on k quadrature

nodes, i.e. one quadrature node lies at tm and the remaining quadrature nodes are

distributed in such a way that the maximal degree for this situation is achieved.

The resulting quadrature has degree 2k − 2 and once again the integrals containing

linear terms are evaluated exactly. Both versions of Galerkin methods with these

quadratures will be called quadrature variants.

The following lemmas show that quadrature variants of both Galerkin methods are

equivalent to the collocation methods based on Gauss or Radau quadrature nodes,

respectively.

Lemma 2.2. Let U be the solution of the quadrature variant of the continuous

Galerkin method. Then U(t) = p(t), t ∈ Im, where p is the collocation polynomial

obtained from the collocation method using Gauss quadrature nodes as collocation

points.
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Lemma 2.3. Let r ∈ Pk be the Radau polynomial satisfying r(0) = 1, r(1) = 0,

and r ⊥ Pk−2. Let U be the solution of the quadrature variant of the discontinuous

Galerkin method. Then

(2.58) U(t)− [U ]m−1r
( t− tm−1

τm

)

= p(t), t ∈ Im,

where p is the collocation polynomial obtained from the collocation method using

right Radau quadrature nodes as collocation points.

An alternative definition of Radau polynomial is that the zeros of r lie at (ref-

erence) right Radau quadrature nodes in (0, 1] and r(0) = 1. Using this property,

we can interpret (2.58). Although U 6= p, they are equal at quadrature points

tm−1 + τmci. Since ck = 1 it means that Um
− = p(tm) = Um.

The proofs of both the lemmas are essentially the same. For this reason we will

prove only the latter (more difficult) one. The original proof of Lemma 2.2 can be

found in [25].

P r o o f. Setting the test function

(2.59) vτh(t, x) = li

( t− tm−1

τm

)

wh(x),

with wh ∈ Xh arbitrary, we find that

(2.60) τmωiU
′(tm−1 + τmci) + τmωiAhU(tm−1 + τmci) + [U ]m−1li(0)

= τmωifh(tm−1 + τmci).

Comparing this relation with (2.46), we can see that this is almost what we want.

Now, it is only necessary to show that li(0) = −ωir
′(ci). Using the exactness of the

Radau quadrature for polynomials of degree 2k− 2, per-partes and properties of the

Radau polynomial, we get

(2.61) −ωir
′(ci) = −ωir

′(ci)li(ci) = −
∫ 1

0

r′(t)li(t) dt

=

∫ 1

0

r(t)l′i(t) dt− r(1)li(1) + r(0)li(0) = li(0).

�

Runge-Kutta methods equivalent to the quadrature version of continuous Galerkin

methods are known as Kuntzmann-Butcher (or Gauss-Legendre) methods, first intro-

duced in [26] and [5]. Runge-Kutta methods equivalent to the quadrature version of

discontinuous Galerkin methods are known as Radau IIA methods, first introduced

in [14].
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The next theorem comes from the famous paper [5]:

Theorem 2.3. Let the coefficients of the Runge-Kutta method satisfy (simplify-

ing order conditions)

k
∑

i=0

bic
q−1
i =

1

q
, q = 1, . . . , p,(2.62)

k
∑

j=1

ai,jc
q−1
j =

cqi
q
, i = 1, . . . , k, q = 1, . . . , p1,

k
∑

i=1

ai,jbic
q−1
i =

bj
q
(1− cqj), j = 1, . . . , k, q = 1, . . . , p2,

where p 6 p1 + p2 + 1 and p 6 2p1 + 2. Then the method is of order p.

In the next theorem we present the properties of Kuntzmann-Butcher methods

and Radau IIA methods.

Theorem 2.4. Kutzmann-Butcher methods (and equivalently collocation meth-

ods on Gauss quadrature nodes and the quadrature variant of continuous Galerkin

methods) have as their stability function the diagonal Padé approximations, order 2k

and are A-stable. Radau IIA Runge-Kutta methods (and right Radau collocation

methods and the quadrature variant of discontinuous Galerkin methods) have as

their stability function the first subdiagonal Padé approximations, order 2k − 1 and

are A-stable.

P r o o f. The proof is very similar for the two methods. For this reason we will

present only the Radau IIA variant of the proof. The coefficients ai,j and bi satisfy

the relations (2.47), where ci are right Radau quadrature nodes in (0, 1]. Then it

is obvious that the first relation of (2.62) is satisfied up to p = 2k − 1, since the

right Radau quadrature is accurate up to degree 2k − 2. For similar reasons we can

see that the second relation is satisfied up to p1 = k. Moreover, satisfying the first

relation up to p = 2k − 1 and the second up to p1 = k implies that the third is

satisfied up to p2 = k − 1, see e.g. [22]. Then following Theorem 2.3 we can confirm

that the order of Radau IIA methods is 2k − 1. Since ck = 1, we have ak,i = bi
and the degree of the nominator of the stability function is 6 k− 1. Comparing this

fact with Theorem 2.1 we conclude that the stability functions must be the Padé

approximations Rk−1,k. The A-stability then follows from Theorem 2.2. �

2.10. Order reduction. We have shown that Galerkin methods have (formally)

order 2k (continuous version) or 2k − 1 (discontinuous version). In the context of
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Galerkin methods these high orders are usually called superconvergence, see e.g. [1].

But lower order of convergence is often observed for stiff problems. This, the so-

called order reduction phenomenon, was studied first in [29]. We will show this

phenomenon on the numerical example motivated by [31].

E x am p l e 2.1. Let us consider the equation

(2.63) y′(t) + λy(t) = f(t), t ∈ (0, 2),

with parameter λ = 1, λ = 100 or λ = 105 and prescribed exact solution y(t) =

sin(2πt). We discretize this problem by 2-stages Radau IIA Runge-Kutta method

with equidistant time steps.

λ = 1 λ = 102 λ = 105

1/τ error rate error rate error rate

10 9.02E−3 – 7.78E−3 – 9.27E−6 –

20 1.09E−3 3.05 1.71E−3 2.19 2.64E−6 1.81

40 1.34E−4 3.02 3.12E−4 2.45 6.81E−7 1.96

80 1.67E−5 3.01 5.05E−5 2.63 1.71E−7 1.99

160 2.09E−6 3.00 7.40E−6 2.77 4.28E−8 2.00

320 2.61E−7 3.00 1.01E−6 2.87 1.07E−8 2.01

640 3.26E−8 3.00 1.33E−7 2.93 2.64E−9 2.01

1280 4.07E−9 3.00 1.70E−8 2.96 6.48E−10 2.03

2560 5.10E−10 3.00 2.16E−9 2.98 1.57E−10 2.05

5120 6.24E−11 3.03 2.70E−10 3.00 3.53E−11 2.15

Table 3. Errors and convergence rates at time t = 2.

Table 3 shows different behaviour of the order of the same method for different τλ.

The first column (λ = 1) represents the non-stiff case, where τλ is mainly influenced

by τ . In this case the experimental order of the Radau IIA method is 2k − 1 = 3.

On the other hand, the last column (λ = 105) represents a stiff problem. Here

τλ remains large even for quite small τ and the experimental order achieved is

k = 2. The interesting situation appears in the middle column (λ = 100), since

this column represents a transition state between the stiff and non-stiff problem.

For τ sufficiently large τλ remains large enough and the problem behaves as stiff.

Decreasing τ makes τλ smaller and the problem is fluently turned into non-stiff.

Here we shall explain the strange behaviour of orders in Example 2.1. We apply

a Runge-Kutta method with equidistant time step to problem (2.63):

g − 1Y m−1 + τλAg = τAF,(2.64)

Y m − Y m−1 + τλbTg = τbTF,
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where the elements of the vector F are f(tm−1 + τci). Similar relations hold also for

the exact solution:

y(tm−1 + τci)− ym = τ

k
∑

j=1

ai,jy
′(tm−1 + τcj) + ∆i, i = 1, . . . , k,(2.65)

ym − ym−1 = τ

k
∑

i=1

biy
′(tm−1 + τci) + ∆0.

The defects are ∆0 = O(τp+1), ∆i = O(τp1+1), where p and p1 are coefficients

from (2.62) and typically p1 6 p, e.g. Radau IIA methods have p = 2k − 1 and

p1 = k. It is important to notice that these orders are not influenced by the stiffness

of the problem, since λ is not present in (2.65). Setting ∆ = (∆1, . . . ,∆k)
T, we get

the local error equation

(2.66) em = R(τλ)em−1 + τλbT(I + τλA)−1∆−∆0,

where the term τλbT(I + τλA)−1∆ −∆0 plays the role of the local error. If order

conditions of Theorem 2.3 are satisfied then the local error can be estimated from

above by C(τλ)τp. For stiff problems the constant C(τλ) can be very high and such

a local error estimate is unrealistic. In general, it is possible to estimate the elements

of the vector zbT(I + zA)−1 by O(1). This estimate leads to suboptimal local order

(and afterwards global order) of convergence, namely min(p, p1). This reduced order

is sometimes called the stiff or effective order. The typical order reduction from

(non-stiff) order p to the stiff order p1 can be decreased, if additional assumptions

are satisfied.

Theorem 2.5. Let us consider the equation (1.1) and a time discretization of this

problem via the A-stable Runge-Kutta method. Let p and q be the non-stiff order

and the stiff order of the Runge-Kutta method, respectively. Let the exact solution

satisfy additional regularity assumptions

(2.67) u(s) ∈ L∞(0, T,Dom(Ap+1−s)), s = q, . . . , p+ 1.

Then the method has order p and the error can be estimated by

(2.68) ‖Um − um‖ 6 Cτp max
q+16s6p+1

‖Ap+1−su(s)‖,

where the constant C is independent of A.
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P r o o f. The proof can be found in [4]. �

Strange regularity conditions (2.67) in Theorem 2.5 are (up to a mild generaliza-

tion) necessary and sufficient conditions for achieving order p in stiff case, i.e. the

constant in the error analysis is independent of A or λ, see [4]. On the other hand,
it is possible to design some weaker version of these conditions to achieve order of

convergence between q and p, e.g. order q + 1 is discussed in [15]. It should be also

mentioned that regularity conditions (2.67) are usually considered unnatural, espe-

cially for higher orders. For example, in classical parabolic PDE case this means that

the time derivatives of the exact solution must satisfy some regularity with respect to

space and some higher order boundary conditions. Finally, assuming homogeneity,

i.e. f = 0, we can obtain by repeated differentiation of (1.1) that (2.67) is equivalent

to the traditional condition of boundedness of u(p+1).

2.11. Error analysis, parabolic problem. Now, we will summarize the results

obtained for one-step methods and apply them to the error analysis of time dis-

cretization of (1.4). Let us consider the A-stable Runge-Kutta discretization of stiff

order q = min(p, p1), where p and p1 are constants from (2.62). We shall assume the

exact solution to be sufficiently smooth, namely

(2.69) u ∈W q+1,∞(0, T,H) ∩W 1,∞(0, T, V ).

Then it is possible to prove

‖Rhu(tm−1 + τmci)− u(tm−1 + τmci)−Rhu
m−1 + um−1‖ 6 τmerr(h),(2.70)

∥

∥

∥

∥

u(tm−1 + τmci)− um−1 − τm

k
∑

j=1

ai,ju
′(tm−1 + τmcj)

∥

∥

∥

∥

6 Cτq+1
m ,

∥

∥

∥

∥

um − um−1 − τm

k
∑

i=1

biu
′(tm−1 + τmci)

∥

∥

∥

∥

6 Cτq+1
m .

The first relation comes from the approximation property of Rh. The second

and third relations are consequences of (2.62) and the constant C depends on

‖u‖W q+1,∞(0,T,H). Similarly to the analysis of Euler methods we decompose

the error into ξ and η. Let us denote the error at the inner stages eg,i =

gi − u(tm−1 + τmci) and its corresponding parts ξg,i = gi − Rhu(tm−1 + τmci),

ηg,i = Rhu(tm−1 + τmci)− u(tm−1 + τmci). Once again, the η terms can be directly

estimated by the properties of the space discretization, i.e. ‖ηm‖ 6 err(h). Our aim
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is providing the error estimate for ξm. From (2.28) and from

(2.71) (u(tm−1 + τmci)− um−1, vh) + τm

k
∑

j=1

ai,j(Au(tm−1 + τmcj), vh)

= τm

k
∑

j=1

ai,j(f(tm−1 + τmcj), vh) + (u(tm−1 + τmci)− um−1, vh)

− τm

k
∑

j=1

ai,j(u
′(tm−1 + τmcj), vh)

we can derive error equations for inner stages

(2.72) ξg,i − ξm−1 + τm

k
∑

j=1

ai,jAhξg,j = ∆m
i , i = 1, . . . , k,

where ‖∆m
i ‖ 6 Cτq+1

m + τmerr(h). Similarly we can derive the error equation for the

solution update

(2.73) ξm − ξm−1 + τm

k
∑

i=1

biAhξg,i = ∆m
0 ,

where ‖∆m
0 ‖ 6 Cτq+1

m + τmerr(h). Eliminating the inner stage errors ξg,i we obtain

the error equation

(2.74) ξm = R(τmAh)ξ
m−1 + locm = R(τmAh)

mξ0 +

m
∑

s=1

R(τmAh) loc
s

with

R(τmAh) = I − (bT ⊗ (τmAh))(I ⊗ I +A⊗ (τmAh))
−1(1⊗ I),(2.75)

locm = −(bT ⊗ (τmAh)(I ⊗ I +A⊗ (τmAh))
−1∆m +∆m

0 ),

where ∆m = (∆m
1 , . . . ,∆

m
k )T, I is the identity on Rk, I is the identity on Xh and ⊗

is the tensor product. Similarly to Section 2.10 it is possible to prove

(2.76) ‖locm‖ 6 C max
i=0,...,k

‖∆m
i ‖ 6 Cτm(τq + err(h)),

unless other regularity assumptions are satisfied, see Theorem 2.5. At last it is

necessary to estimate ‖R(τmAh)
m‖.

Theorem 2.6. Let a rational function R be bounded for Re z > 0. Let an

operator B : X → X∗ satisfy (Bu, u) > 0 for all u ∈ X . Then

(2.77) ‖R(B)‖ 6 sup
Re z>0

|R(z)|.
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P r o o f. The proof can be found in [35]. �

Since the method is A-stable and since Ah satisfies (1.2), applying Theorem 2.6

to (2.74), we immediately obtain

(2.78) ‖ξm‖ 6 ‖ξ0‖+ Ctm(τq + err(h)).

3. Linear multi-step methods

Higher order methods discussed so far have achieved their order by using compli-

cated relations among the inner stages. Another very popular approach for achieving

higher order is using the already computed solutions at the previous time levels in-

stead of inner stages.

3.1. Multi-step methods, basic description. For simplicity, we will only dis-

cuss equidistant time steps τ . Variable step-size multi-step methods and the related

analysis can be found in e.g. [8], [17], [18], [21].

Let coefficients αv and βv, v = 0, . . . , k, satisfy αk > 0 and |α0|+ |β0| > 0. Then

we define the linear k-step method applied to (1.4) by

(3.1)

k
∑

v=0

αvU
m+v + τ

k
∑

v=0

βvAhU
m+v = τ

k
∑

v=0

βvf
m+v
h .

To be able to compute Um+k it is necessary to know Um+v, v = 0, . . . , k − 1. Here

a problem arises at the beginning of the process when typically only U0 can be

directly obtained from the initial condition and the remaining Uv, v = 1, . . . , k − 1,

are unknown. In practice, these values are usually computed by some one-step

method. In our next consideration we will ignore the source of these values and on

the contrary provide an error analysis that takes into consideration the error at these

initial values.

Assuming Um+v, v = 0, . . . , k − 1, are known the question of solvability of sys-

tem (3.1) is equivalent to that of the nonsingularity of the matrix αkI+βkτAh. The

nonsingularity can be guaranteed with βk > 0. For this reason we restrict our next

considerations to the case βk > 0.

The method is called explicit if βk = 0, otherwise the method is called implicit.

A strange situation occurs when the generating polynomials

(3.2) α(ζ) =

k
∑

v=0

αvζ
v and β(ζ) =

∑

v=0k

βvζ
v
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have a common divisor. Dividing these polynomials by their common divisor results

in reduced polynomials α∗(ζ) and β∗(ζ) with coefficients α∗
v and β

∗
v , respectively.

These polynomials generate another k∗-step method with k∗ < k. Assuming that

both the methods are started from the same initial values Y 0, . . . , Y k∗

−1 and the

rest of the initial values of the former method are computed with the aid of the

new reduced method, both the methods produce exactly the same solution. For

this reason it is possible to show that both the methods have similar properties,

e.g. the same local order of convergence, and the former method is not of much use.

Therefore, we will always assume in the following text that the multi-step method is

irreducible.

3.2. Error analysis. Here we will focus on the analysis of the general linear

multi-step method (3.1) applied to Dahlquist’s equation (1.7). The resulting scheme

simplifies into

(3.3)

k
∑

v=0

αvY
m+v + τλ

k
∑

v=0

βvY
m+v =

k
∑

v=0

(αv + τλβv)Y
m+v = 0.

We define the local error

(3.4) locm =

k
∑

v=0

(αv + τλβv)y
m+v =

k
∑

v=0

αvy
m+v − τ

k
∑

v=0

βvy
′(tm+v).

This definition of local error is independent of λ and therefore, it is independent of

stiffness. Expanding ym+v and y′(tm+v) into Taylor series gives the following order

conditions:

Lemma 3.1. Let the coefficient of the multi-step method (3.1) satisfy

k
∑

v=0

αv = 0,(3.5)

k
∑

v=0

αvv
s = s

k
∑

v=0

βvv
s−1, s = 1, . . . , p.

Then the method has local order p, i.e. locm = O(τp+1).

To derive global error estimates of en+k = Y n+k − yn+k we will use a technique

presented in [11] and [23]. Let us simplify the notation of the coefficients: av =

av(τλ) = αv + τλβv. Then

(3.6) ake
m+k + ak−1e

m+k−1 + ak−2e
m+k−2 + . . .+ a0e

m = −locm.

161



Multiplying this relations by γn−m and summing over m = 1, . . . , n, we arrive at

(3.7) γ0ake
n+k + (γ0ak−1 + γ1ak)e

n+k−1 + . . .

+

( k
∑

v=0

γvav

)

en + . . .+

( k
∑

v=0

γn−k+vav

)

ek + . . .

+ (γn−1a0 + γna1)e
1 + γna0e

0 = −
n
∑

m=1

γn−mlocm.

Suitable coefficients γj can be defined by starting values γj = 0 for j 6 −1, γ0 = 1/ak
and by the difference equation

(3.8)

k
∑

v=0

γj+vav = 0.

Using such coefficients γj simplifies (3.7) into

(3.9) en+k +

(k−1
∑

v=0

γn+1−k+vav

)

ek−1 + . . .+ γna0e
0 =

n
∑

m=1

γn−m locm.

Motivated by (3.9) we define the stability of multi-step methods as the uniform

boundedness of {γj}j>0. Let

(3.10) ̺(ζ, z) =

k
∑

v=0

(αv + zβv)ζ
v =

k
∑

v=0

av(z)ζ
v = α(ζ) + zβ(ζ)

be the characteristic polynomial of the difference equation (3.8) or (3.3), respectively.

Let us denote by ζi = ζi(z), i = 1, . . . , l, the zeros of ̺(ζ, z) with multiplicities mi.

Then the solution of (3.8) can be expressed by

(3.11) γj = γj(z) =

l
∑

i=1

pi(j)ζ
j
i ,

where pi are polynomials of degree mi − 1. This implies that the sequence {γj}j>0

is bounded if and only if the zeros ζi are bounded by 1 in modulus and those with

modulus equal to 1 have multiplicity 1.

Definition 3.1. Let us consider a general multi-step method described by a char-

acteristic polynomial ̺(ζ, z). Let us denote the zeros of ̺(ζ, z) as ζi(z) and their

multiplicities as mi. Then the set

(3.12) S = {z ∈ C : |ζi(z)| 6 1, |ζi(z)| = 1 ⇒ mi = 1 ∀ i}
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is called the stability region. We say that the method is stable if τλ ∈ S. We call the

method unconditionally stable if the method is stable for arbitrary step-size τ > 0.

Otherwise, we call the method conditionally stable. We call the method A-stable,

if {z ∈ C : Re z > 0} ⊂ S, and we call the method D-stable, if 0 ∈ S. We call the

method strictly stable at z, if z ∈ S and |ζi(z)| = 1 implies ζi(z) = 1.

The restriction for the local order of D-stable methods is described by the First

Dahlquist’s Barrier:

Theorem 3.1. The order p of a D-stable k-step method satisfies

p 6 k + 2 if k is even,(3.13)

p 6 k + 1 if k is odd,

p 6 k if
βk
αk

6 0 (in particular if the method is explicit).

P r o o f. The proof can be found in [11] or in [21]. �

Moreover, from Definition 3.1 we can deduce that explicit multi-step methods

always have bounded stability regions. We can prove it by applying Vieta’s formulae

(3.14)
∑

16i1<i2<...<iv6k

(−1)vζi1(z)ζi2 (z) . . . ζiv (z) =
ak−v(z)

ak(z)
, v = 1, . . . , k.

Assuming z ∈ S, we can see that the left-hand side is always bounded by a constant

depending on k, but independent of z. On the other hand, there exists βk−v 6= 0 for

some v and therefore for this v the right-hand side tends to infinity as z → ∞.
In Chapter 2, we have been mainly interested in A-stable methods. In the context

of multi-step methods this condition is very strict as can be seen from the famous

Second Dahlquist’s Barrier:

Theorem 3.2. An A-stable multi-step method must be of order p 6 2.

P r o o f. There are several proofs in the literature, see e.g. [19] or [36]. �

According to Theorem 3.2, it is suitable to study some milder stability properties

for higher order multi-step methods. One of the options used most frequently is the

so-called A(α)-stability assuming the method is unconditionally stable for arbitrary

λ lying in the sector {z ∈ C : |arg z| 6 α}.

Lemma 3.2. Let the stability region of the multi-step method S be a closed subset

of C. Then there exists a constant C1 > 0 independent of z such that the sequence

163



{γj}j>0 defined by (3.8) and by initial conditions γ0(z) = 1/ak(z), γj(z) = 0, j 6 −1,

is bounded by

|γj(z)| 6 C ∀ z ∈ S, |z| 6 C1, j > 0,(3.15)

|γj(z)| 6
C

1 + |z| ∀ z ∈ S, |z| > C1, j > 0.(3.16)

The constant C is independent of j and z.

P r o o f. The proof follows the ideas presented in [9]. Since the complete proof

is quite long and technical we skip it. �

Now, we are going back to the global error estimate. Let us assume the multi-step

method of order p is stable for given τ and λ, i.e. τλ ∈ S. Then the global error

estimate is a direct consequence of (3.9) and Lemma 3.2, since all the terms in (3.9)

containing γj or γjav can be estimated uniformly by some constant C:

(3.17) |en+k| 6 C

(k−1
∑

s=0

|es|+
n
∑

s=1

|locs|
)

6 C

(k−1
∑

s=0

|es|+ τp
)

.

Using the results in [9] and [27] we can generalize the ideas from Lemma 3.2 which

are suited for Dahlquist’s equation (1.7) to the original parabolic problem (1.1).

Theorem 3.3. Let the regularity of the exact solution of (1.1) be

(3.18) u ∈ W p+1,∞(0, T,H) ∩W 1,∞(0, T, V ).

Let the multi-step method be A(α)-stable and strictly stable at zero and at infinity.

Let the multi-step method be of order p > 1. Let the eigenvalues λi of Ah lie in the

sector {z ∈ C : |arg z| 6 α′}, α′ < α. Then there exists a constant C > 0 such that

(3.19) ‖Um − um‖ 6 C

(

err(h) + τp +
k−1
∑

s=0

‖Us − us‖
)

,

where the constant C depends on T and α′, but is independent of m and A.

3.3. Examples of multi-step methods. In this section we present examples of

multi-step methods, namely Adams methods and BDF.
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3.3.1. Adams methods. Adams methods can be divided into explicit Adams-

Bashforth methods and implicit Adams-Moulton methods. Adams methods in gen-

eral are multi-step methods characterized by the choice αk = 1, αk−1 = −1, and the

remaining αv = 0. The usual interpretation of this choice is

(3.20) um+k
h −um+k−1

h =

∫

Im+k

u′h =

∫

Im+k

fh−Ahuh ≈ τ

k
∑

v=0

βv(f
m+v
h −Ahu

m+v
h ),

where the last integral on the right-hand side is difficult to evaluate exactly and

therefore, it is evaluated by an interpolation quadrature based on the values of uh

at tm+v, v = 0, . . . , k − 1 (explicit variant) and v = 0, . . . , k (implicit variant).

For k = 1 Adams methods become the familiar forward Euler method and the

Crank-Nicolson method. The coefficients for k = 1, 2, 3 are displayed in Table 4.

Adams-Bashforth Adams-Moulton

k = 1 k = 2 k = 3 k = 1 k = 2 k = 3

β0 1 − 1
2

5
12

1
2 − 1

12
1
24

β1 0 3
2 − 4

3
1
2

2
3 − 5

24

β2 – 0 23
12 – 5

12
19
24

β3 – – 0 – – 3
8

Table 4. Coefficients of Adams-Bashforth and Adams-Moulton methods k = 1, 2, 3.

The local order of convergence is directly connected with the order of interpolation

that directly depends on the number of interpolation nodes. Using this idea, it is

possible to determine that the order of k-step Adams-Bashforth methods is k and

the order of k-step Adams-Moulton methods is k + 1.

1− 0.5− 0 0.5 1 1.5 2 2.5
1.5−

1−

0.5−

0

0.5

1

1.5

Re

Im

k=1

k=2
k=3

k=4

Figure 4. Stability regions of Adams-Bashforth methods k = 1, 2, 3, 4.
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From Figure 4 and Figure 5 it is possible to see that the Adams methods with

the exception of the Crank-Nicolson method (Adams-Moulton, k = 1) have bounded

stability regions and therefore, these methods are not very useful for stiff problems.

2− 1− 0 1 2 3 4 5 6 7 8
4−

3−

2−

1−

0

1

2

3

4

Re

Im

k=1

k=2

k=3
k=4

Figure 5. Stability regions of Adams-Moulton methods k = 1, 2, 3, 4.

3.3.2. BDF is the often used abbreviation for Backward Differentiation Formu-

lae. These methods were introduced in [10] and since the work [16], they were often

considered as the method of the first choice for solving stiff ordinary differential

equations. In the past, the main reason for this was that even more robust im-

plicit Runge-Kutta methods were too expensive for practical use. In recent years

the situation is changing and the preference of BDF methods is not so obvious. For

a comparison of BDF methods and discontinuous Galerkin methods, see e.g. [13].

BDF methods are characterized by the choice of coefficients βk = 1 and the re-

maining coefficients βv = 0. The coefficients αv can be interpreted as the coefficients

of the higher order backward difference

(3.21)
k

∑

v=0

αvu
m+v
h ≈ τu′h(tm+k) = τfm+k

h − τAhu
m+k
h .

It is possible to derive an explicit formula for the BDF coefficients

αk =

k
∑

v=0

1

v
,(3.22)

αv = (−1)k−v

(

k

v

)

1

k − v
, v = 0, . . . , k − 1,

see [34]. The BDF method for k = 1 is in fact the backward Euler method. Sub-

stituting the coefficients (3.22) into the order conditions (3.5), it can be shown that

the k-step BDF method has local order k.
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Theorem 3.4. BDF methods are D-stable if and only if k 6 6.

P r o o f. The proof can be found in [19] or [21]. �

According to Theorem 3.4, BDF methods are applicable only up to the order 6.

Figure 6 shows that BDF methods are A-stable for k = 1, 2, which is in a good

agreement with the Second Dahlquist’s Barrier. The remaining BDF methods (k =

3, 4, 5, 6) are A(α)-stable only. The corresponding angle of stability is in Table 5.

15− 10− 5− 0 5
10−

8−

6−

4−

2−

0

2

4

6

8

10

Re

Im
k=1

k=2

k=3

k=4

k=5

k=6

Figure 6. Stability regions of BDF k = 1, 2, 3, 4, 5, 6.

k 1 2 3 4 5 6
α 90◦ 90◦ 86.03◦ 73.35◦ 51.84◦ 17.84◦

Table 5. The angles of stability of BDF methods.
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