Xue-Fang Wang; Zhenhua Deng; Song Ma; Xian Du
Event-triggered design for multi-agent optimal consensus of Euler-Lagrangian systems

* Kybernetika, Vol. 53 (2017), No. 1, 179–194

Persistent URL: [http://dml.cz/dmlcz/146715](http://dml.cz/dmlcz/146715)

**Terms of use:**

© Institute of Information Theory and Automation AS CR, 2017

Institute of Mathematics of the Czech Academy of Sciences provides access to digitized documents strictly for personal use. Each copy of any part of this document must contain these Terms of use.
EVENT-TRIGGERED DESIGN FOR MULTI-AGENT OPTIMAL CONSENSUS OF EULER–LAGRANGIAN SYSTEMS

XUE-FANG WANG, ZHENHUA DENG, SONG MA AND XIAN DU

In this paper, a distributed optimal consensus problem is investigated to achieve the optimization of the sum of local cost function for a group of agents in the Euler–Lagrangian (EL) system form. We consider that the local cost function of each agent is only known by itself and cannot be shared with others, which brings challenges in this distributed optimization problem. A novel gradient-based distributed continuous-time algorithm with the parameters of EL system is proposed, which takes the distributed event-triggered control mechanism into account. A sufficient condition is given to show that the performance of the global convergence to the optimal point can be guaranteed under the proposed method. Moreover, the Zeno behavior of triggering time can be excluded. Finally, to show the effectiveness of the presented algorithm, an example is given along with simulation results.
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1. INTRODUCTION

Distributed optimization has drawn much attention since it has wide application background. One of the standard optimization problems is optimal consensus, which means that all the agents solve a optimization problem in a consensus way. This problem has been studied and applied to many research areas such as smart grids and sensor networks. In this distributed optimization problem, each agent only knows its own local cost function, while the objective for the whole network is to optimize a global cost function in the form of the sum of all local cost functions cooperatively. So far, there have been many meaningful results in continuous-time cases. For example, developed gradient-based or subgradient-based algorithms to solve the constrained distributed optimization problem, while studied the distributed optimization problem with external disturbances. Moreover, designed an algorithm for distributed optimization problem with discrete-time communication. Additionally, provided various connectivity conditions to solve the distributed continuous-time convex intersection computation.
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In general, it should be noted that physical systems are indispensable part for achieving distributed optimization task, such as the cooperative search of radio sources [20], the optimization design of multiple mechanical agents [21] and the distributed optimal power flow [3]. Besides, Euler–Lagrangian (EL) systems have been widely studied, which are very powerful in the modeling and design for many physical systems such as mechanical/robotic systems [18, 19]. Up to now, EL systems have been widely applied to accomplish many complicated tasks by their cooperation like the cooperative search problem [20], the distributed tracking problem [17], and the set aggregation problem [23]. Because many practical tasks can be viewed as a special case of optimal consensus, it is very meaningful to study the optimization problem together with agent dynamics in the form of EL systems. For example, [9] designed a distributed optimization algorithm for multiple EL systems with global convergence, while [21] developed distributed algorithms for such system with semi-global stability.

On the other hand, the cooperation between agents is the basis of completing a distributed optimization task, which results in frequent communication among agents. However, in some practical situations, these agents may have limited energy or capacity. There are some strategies to deal with these problems including random sleep scheme [10] and event-triggered scheme [13]. In fact, the event-triggered strategy provides suitable rules to reduce the number of the communication rate and/or the actuator updates effectively. Following the ideas, event-triggered schemes have been used in multi-agent systems to reduce the cost of the communication between agents [11, 26]. However, few studies were done to pay attention to the reduction of communication for event-triggered control of optimal consensus problem, though some results can be found in [12, 14, 15, 16], where different distributed event-triggered optimization algorithms were presented for different situations.

The objective of this paper is to design a distributed event-triggered optimization algorithm to solve optimal consensus problem of EL agents for the reduction of communication. The contributions of this paper are summarized as follows. Different from many distributed optimization results with the agents in the single integrator form (such as [5, 6, 12, 14, 16]), a distributed event-triggered algorithm is designed for EL agents. Also, the set aggregation problem discussed in [23] is a special case of the optimization problem in this paper. In fact, the proposed algorithm of this paper can guarantee global convergence to the exact optimal solution by extending the result given in [9], which did not adopt any event-triggered strategy. Furthermore, the result of this paper is better than that of [16], in which the algorithm only achieved the exponential convergence to a neighborhood of the optimization point. Additionally, the proposed event-triggered strategy can not only reduce the cost of communication but also avoid the Zeno behavior of triggering time.

This paper is organized as follows. Section 2 formulates the problem and gives the preliminaries. Section 3 proposes the distributed optimization design process and shows the convergence results, and Section 4 gives an example to illustrate the effectiveness of the proposed algorithms. Finally, Section 5 gathers the conclusions.

Notations: $\mathbb{R}$ and $\mathbb{N}$ stand for the set of real and natural numbers, respectively. $\mathbb{R}^n$ is $n$-dimension Euclidean space. $\otimes$ and $\|\cdot\|$ denote the Kronecker product and the standard Euclidean norm, respectively. $A^T$ is the transpose of matrix $A$. $x_i$ is the $i$th element
of vector $x$, and $\text{col}(x_1, \ldots, x_n) = [x_1^T, \ldots, x_n^T]^T$. $I_n$ is $n \times n$ identity matrix. $1_n$ and $0_n$ are the column vectors of $n$ ones and zeros, respectively. $\lambda_{\max}(A)$ is the maximal eigenvalue of matrix $A$.

2. PRELIMINARIES AND FORMULATION

In this section, some basic concepts are introduced for convex analysis [24] and graph theory [25], and then the considered problem is formulated.

2.1. Convex analysis

The following knowledge about convex analysis can be found in [24]. A function $f(\cdot) : \mathbb{R}^m \rightarrow \mathbb{R}$ is said to be convex if

$$f(a\zeta_1 + (1 - a)\zeta_2) \leq af(\zeta_1) + (1 - a)f(\zeta_2), \quad \forall \zeta_1, \zeta_2 \in \mathbb{R}^m, \quad a \in [0, 1].$$

A differentiable function $f$ is convex over $\mathbb{R}^m$ if

$$f(\zeta_1) - f(\zeta_2) \geq \nabla f(\zeta_2)T(\zeta_1 - \zeta_2), \quad \forall \zeta_1, \zeta_2 \in \mathbb{R}^m,$$

and $f$ is strictly convex over $\mathbb{R}^m$ if the above inequality is strict whenever $\zeta_1 \neq \zeta_2$, and $f$ is $\omega$-strongly convex ($\omega > 0$) over $\mathbb{R}^m$ if

$$\nabla f(\zeta_1) - \nabla f(\zeta_2))T(\zeta_1 - \zeta_2) \geq \omega\|\zeta_1 - \zeta_2\|^2, \quad \forall \zeta_1, \zeta_2 \in \mathbb{R}^m. \quad (2)$$

A function $f : \mathbb{R}^m \rightarrow \mathbb{R}$ is Lipschitz with constant $\theta > 0$, or simply $\theta$-Lipschitz, if

$$\|f(\zeta_1) - f(\zeta_2)\| \leq \theta\|\zeta_1 - \zeta_2\|, \quad \forall \zeta_1, \zeta_2 \in \mathbb{R}^m.$$

2.2. Graph theory

An undirected graph $G = \{V, E\}$ consists of a finite vertex set $V = \{1, 2, \ldots, n\}$ and an edge set $E$. An edge $(i, j) \in E$ denotes that vertices $i, j$ can obtain each other’s information, that is, $i$ and $j$ are neighbors. $N_i = \{j : (j, i) \in E\}$ denotes the neighbors of vertex $i$. A path of length $\ell$ from vertex $i_1$ to vertex $i_{\ell + 1}$ is a sequence of $\ell + 1$ distinct vertices $i_1, \ldots, i_{\ell + 1}$ such that $(i_q, i_{q+1}) \in E$ for $q = 1, \ldots, \ell$, in which $i_0$ and $i_\ell$ are called the end nodes of the path. If there is a path between any two vertices of a graph $G$, then the graph is connected.

$A = [a_{ij}] \in \mathbb{R}^{n \times n}$ is the weighted adjacency matrix of $G$ with $a_{ij}$ as the weighting of edge $(i, j)$, where $a_{ii} = 0$, $a_{ij} > 0$ if $(i, j) \in E$, otherwise, $a_{ij} = 0$. $D = \text{diag}\{d_1, \ldots, d_n\} \in \mathbb{R}^{n \times n}$ is the degree matrix of $G$, where $d_i = \sum_{j=1}^{n} a_{ij}$ for $i = 1, \ldots, n$, and $L = D - A$ is the Laplacian matrix of $G$. The eigenvalues of $L$ are denoted by $\lambda_1, \ldots, \lambda_n$ with $\lambda_i \leq \lambda_j$ for $i \leq j$. Besides, $\lambda_1 = 0$ is an eigenvalue with $1_n$ as its corresponding eigenvector of $L$, and $\lambda_2 > 0$ if and only if the graph $G$ is connected. More details of graph theory can be found in [25].
2.3. Problem formulation

Consider a network of \(n\) agents with an interaction topology described by a graph \(\mathcal{G}\). Agent \(i\) is equipped with a local cost function \(f_i : \mathbb{R}^m \to \mathbb{R}\), only known by itself, and its dynamics is described by the following EL equation:

\[
M_i(q_i)\ddot{q}_i + C_i(q_i, \dot{q}_i)\dot{q}_i + G_i(q_i) = u_i, \quad i = 1, 2, \ldots, n, \tag{3}
\]

where \(q_i, \dot{q}_i \in \mathbb{R}^m\) denote the generalized position and velocity vectors, respectively; \(M_i(q_i) \in \mathbb{R}^{m \times m}\) is the positive definite inertia matrix; \(C_i(q_i, \dot{q}_i)\dot{q}_i \in \mathbb{R}^m\) is the Coriolis and centripetal forces vector; \(G_i(q_i) \in \mathbb{R}^m\) is the gravity vector; and \(u_i \in \mathbb{R}^m\) is the control force. It is known that an EL system satisfies the following properties [22]:

(i) \(\dot{M}_i(q_i) - 2C_i(q_i, \dot{q}_i)\) is skew symmetric.

(ii) For any \(x, y \in \mathbb{R}^m\), \(M_i(q_i)x + C_i(q_i, \dot{q}_i)y + G_i(q_i) = \Omega_i(q_i, \dot{q}_i, x, y)\varphi_i\), where \(\Omega_i(q_i, \dot{q}_i, x, y) \in \mathbb{R}^{m \times p}\) is a known regression matrix and \(\varphi_i \in \mathbb{R}^p\) is a constant vector consisting of the uncertain parameters of system (3).

As for the EL multi-agent system, agent \(i \in \mathcal{V}\) is presented with a local cost function \(f_i : \mathbb{R}^m \to \mathbb{R}\), only known by agent \(i\). The objective of the EL systems is to cooperatively solve the following distributed optimal consensus problem:

\[
\min_{p \in \mathbb{R}^m} f(p), \quad f(p) = \sum_{i=1}^{n} f_i(p), \tag{4}
\]

where \(f(p)\) is called the global cost function of the network. To be strict, we give the following definition.

**Definition 2.1.** The distributed optimization problem is solved for the system [3], if, for any initial condition \(q_i(0), \dot{q}_i(0) \in \mathbb{R}^m\) with \(i \in \mathcal{V}\), all the Euler–Lagrangian agents converge to the global optimal solution of problem (4), i.e.,

\[
\lim_{t \to \infty} q_i(t) = p^*, \quad \lim_{t \to \infty} \dot{q}_i(t) = 0_m, \quad i \in \mathcal{V}, \tag{5}
\]

where \(p^* = \arg \min_{p \in \mathbb{R}^m} f(p)\).

The following assumption is about the graph and the cost functions, which was used in [7] [9] [12] [16] [21].

**Assumption 2.2.** (a) The undirected graph \(\mathcal{G}\) is connected; (b) The local cost function \(f_i\) is \(w_i\)-strongly convex and differentiable, and its gradient is \(\theta_i\)-Lipschitz on \(\mathbb{R}^m\).

From Assumption 2.2, it is obvious that \(f(p)\) is strongly convex, which implies that problem (4) has a unique optimal solution \(p^* := \arg \min_{p \in \mathbb{R}^m} f(p)\). Here we consider the case of \(-\infty < \|p^*\| < +\infty\), i.e., the optimal solution is bounded.

The task in this paper is to design a control protocol \(u_i\) with concerning the reduction of communication cost such that the multi-agent system [3] still solves the optimization problem \(p^* = \arg \min_{p \in \mathbb{R}^m} f(p)\) by driving \(q_i\) to \(p^*\). To this end, an event-triggered scheme will be given, which is a nonsmooth scheme. Therefore, we need the following definition in the sequel.
**Definition 2.3.** The upper Dini derivative of continuous function \( g : \mathbb{R} \to \mathbb{R} \) is denoted by \( g'_+ \), defined as

\[
g'_+ \triangleq \limsup_{h \to 0^+} \frac{g(t + h) - g(h)}{h}.
\]

3. MAIN RESULT

In this section, we provide an event-based optimal consensus protocol for EL multi-agent systems with the optimization problem \([4]\).

For each agent \( i \), we assume that the system parameters are available, and then the following gradient-based event-triggered optimization controller is developed:

\[
\begin{align*}
    u_i &= C_i(q_i, \dot{q}_i) + G_i(q_i) - k M_i(q_i) \dot{q}_i - M_i(q_i) \sum_{j \in N_i} a_{ij}(q_i(t^i_k) - q_j(t^j_k)) \\
    \dot{v}_i &= \sum_{j \in N_i} a_{ij}(q_i(t^i_k) - q_j(t^j_k)) + \dot{q}_i(t^i_k) - \dot{q}_j(t^j_k), \quad i \in \mathcal{V}, \ t \in [t^i_k, t^i_{k+1}) \cup [t^i_l, t^i_{l+1}), \ (6)
\end{align*}
\]

where \( k \geq \theta(1 + \frac{\theta}{2 \omega}) + 2 + \frac{1}{2} \lambda_{\text{max}}(L), \theta = \max\{\theta_1, \ldots, \theta_n\} \), and \( \omega = \min\{\omega_1, \ldots, \omega_n\} \). \( t^i_k \) and \( t^i_l \) are the last event times of agent \( i \) \( j \) corresponding to \( q_\), respectively. \( t^i_l \) and \( t^i_l \) are the last event times of agent \( i \) \( j \) corresponding to \( \dot{q}_i \), respectively.

Combining \((3)\) and \((6)\), we obtain the following closed-loop system

\[
\begin{align*}
    \ddot{q}_i &= -k \dot{q}_i - \sum_{j \in N_i} a_{ij}(q_i(t^i_k) - q_j(t^j_k)) - \nabla f_i(q_i) - \dot{v}_i, \\
    \dot{v}_i &= \sum_{j \in N_i} a_{ij}(q_i(t^i_k) - q_j(t^j_k)) + \dot{q}_i(t^i_k) - \dot{q}_j(t^j_k). \quad (7)
\end{align*}
\]

Without loss of generality, we assume that the first event is generated at time \( t_0 \). Then the triggering time sequence \( \{t^i_{k}\} \) of position and sequence \( \{t^i_{l}\} \) of velocity for agent \( i \) are defined iteratively by

\[
\begin{align*}
    t^i_{k+1} &= \inf \{t : t > t^i_k, f_p^i(t) > 0 \}, \\
    t^i_{l+1} &= \inf \{t : t > t^i_l, f_v^i(t) > 0 \}, \quad (8)
\end{align*}
\]

where

\[
\begin{align*}
    f_p^i(t) &= ||e^i_p(t)|| - \alpha_1 \beta_1 \sum_{j \in N_i} a_{ij}(q_i(t^i_k) - q_j(t^j_k))|| - \beta_2 e^{-\gamma t}, \\
    f_v^i(t) &= ||e^i_v(t)|| - \alpha_2 \beta_3 ||\dot{q}_i(t^i_k)|| - \beta_4 e^{-\gamma t} \quad (9)
\end{align*}
\]

are said to be the trigger functions for positive real numbers \( \beta_1, \beta_2, \beta_3, \beta_4, \alpha \) (to be determined later) and \( \gamma \) satisfying \( \alpha \beta_1 < \frac{1}{d + a \sqrt{bn}}, \alpha \beta_3 < 1 \) and \( 0 < \gamma < \frac{\beta}{2 \lambda_{\text{max}}(V)} \) with
constant $\beta$ to be determined later, $d = \max \{d_i\}$, $a = \max \{a_{ij}\}$,
\[
\Phi = \begin{bmatrix}
\Phi_1 & \frac{1}{2}I_n & \frac{\alpha}{2} \left( \frac{0_{T_{n-1}^T}}{I_{n-1}} \right) \\
* & \frac{1}{2}I_n & 0_{n \times (n-1)} \\
* & * & \frac{1}{2}(U^T LU)^{-1} + \frac{\alpha}{2}I_{n-1}
\end{bmatrix},
\]
\[
\Phi_1 = \frac{1}{2}I_n + \frac{\alpha}{2} \left( \begin{array}{cc}
0 & 0_{T_{n-1}^T} \\
0 & I_{n-1}
\end{array} \right),
\]
e\_p(t) = q_i(t^*_k) - q_i(t) and e\_v(t) = \dot{q}_i(t^*_i) - \dot{q}_i(t). Therefore, e\_p(t) and e\_v(t) are reset to 0 at $t = t^*_k$ and $t = t^*_i$, respectively.

It is time to give the main result to show that the distributed optimal consensus of EL system (3) can be exponentially achieved under controller (6) with event-triggered condition (8).

**Theorem 3.1.** Consider the heterogeneous EL multi-agent system (3), and suppose that Assumption 1 holds. Then, for any initial conditions with $\sum_{i=1}^n v_i(0) = 0_m$, the distributed optimal consensus of system (3) can be achieved exponentially under the controller (6) with event-triggered condition (8). Furthermore, the Zeno behavior of the event-triggered strategies can be excluded.

**Proof.** Let
\[
\eta = \text{col}(\eta_1, \ldots, \eta_n) = q - q^*, \quad \xi = \text{col}(\xi_1, \ldots, \xi_n) = [\dot{q}_1^T, \ldots, \dot{q}_n^T]^T,
\]
\[
\vartheta = \text{col}(\vartheta_1, \ldots, \vartheta_n) = [v_1^T, \ldots, v_n^T]^T - \varphi^*, \quad h = \nabla_q \hat{f}(q) - \nabla_q \hat{f}(q^*),
\]
where $q = [q_1^T, \ldots, q_n^T]^T$, $q^* = 1_n \otimes p^*$, $\varphi^* = -\nabla_q \hat{f}(q^*)$, and $\hat{f}(q) := \sum_{i=1}^n f_i(q_i)$. Actually, one can find that $e\_p^i(t) = (q_i(t^*_k) - q^*) - (q_i(t) - q^*) = \eta_i(t^*_k) - \eta_i(t)$.

Then, for system (7), we have
\[
\dot{\eta}_i = \xi_i,
\]
\[
\dot{\xi}_i = -k \xi_i - \sum_{j \in N_i} a_{ij} (\eta_i(t^*_k) - \eta_j(t^*_j)) - \nabla f_i(q_i) - v_i,
\]
\[
\dot{\vartheta}_i = \sum_{j \in N_i} a_{ij} [(\eta_i(t^*_k) - \eta_j(t^*_j)) + (\xi_i(t^*_i) - \xi_j(t^*_j))].
\]

Moreover, it yields the compact form of system (10)
\[
\dot{\eta} = \xi,
\]
\[
\dot{\xi} = -k \xi - L(\eta + e\_p) - \vartheta - h,
\]
\[
\dot{\vartheta} = L(\eta + e\_p + \xi + e\_v).
\]

Since $L$ is the Laplacian matrix associated with $G$, we have $L1_n = 0_n$, and then $\sum_{i=1}^n \dot{v}_i = 0_m$, which implies that
\[
\sum_{i=1}^n v_i(t) = \sum_{i=1}^n v_i(0) = 0_m, \quad \forall t \geq 0.
\]
Since $\mathcal{G}$ is connected, zero is the simple eigenvalue of $L$ and all the other eigenvalues are positive. With singular value decomposition, there is an orthogonal matrix $P = (r, U) \in \mathbb{R}^{n \times n}$ such that $P^T LP = \text{diag}\{0, \lambda_2, \ldots, \lambda_n\}$, where $r = \frac{1}{\sqrt{n}}$ and $U \in \mathbb{R}^{n \times (n-1)}$. For convenience, we change some variables as follows:

\[
\hat{\eta} = (P^T \otimes I_m)\eta, \quad \hat{\xi} = (P^T \otimes I_m)\xi,
\]

\[
\hat{\vartheta} = (P^T \otimes I_m)\vartheta, \quad \hat{\vartheta}' = (P^T \otimes I_m)\vartheta', \quad \hat{e}_p = (P^T \otimes I_m)e_p,
\]

\[
\hat{e}_v = (P^T \otimes I_m)e_v,
\]

then system (11) can be rewritten as follows together with (12)

\[
\dot{\hat{\xi}} = -k\dot{\hat{\xi}} - (P^T \otimes I_m)(\hat{\eta} + \hat{e}_p) - (P^T \otimes I_m)(\hat{\vartheta} + \hat{\vartheta}' + \hat{e}_v),
\]

\[
\dot{\hat{\eta}} = \hat{\xi},
\]

\[
\dot{\hat{\vartheta}} = (P^T \otimes I_m)(\hat{\eta} + \hat{e}_p + \hat{\xi} + \hat{e}_v).
\]

Furthermore, system (14) can be written as follows.

\[
\dot{\hat{\xi}}_1 = -k\dot{\hat{\xi}}_1 - (r^T \otimes I_m)\vartheta,
\]

\[
\dot{\hat{\xi}}_{2:n} = -\dot{\xi}_{2:n} - (U^T L U \otimes I_m)(\hat{\eta}_{2:n} + \hat{e}_{p_{2:n}}) - \hat{\vartheta}_{2:n} - (U^T \otimes I_m)\vartheta,
\]

\[
\dot{\hat{\eta}}_1 = \hat{\xi}_1, \quad \dot{\hat{\eta}}_{2:n} = \hat{\xi}_{2:n},
\]

\[
\dot{\hat{\vartheta}}_1 = 0, \quad \dot{\hat{\vartheta}}_{2:n} = (U^T L U \otimes I_m)(\hat{\eta}_{2:n} + \hat{e}_{p_{2:n}} + \hat{\xi}_{2:n} + \hat{e}_{v_{2:n}}),
\]

where $\hat{\xi}_1, \hat{\eta}_1, \hat{\vartheta}_1 \in \mathbb{R}^m$ and $\hat{\xi}_{2:n}, \hat{\eta}_{2:n}, \hat{\vartheta}_{2:n} \in \mathbb{R}^{(n-1)m}$.

Take the following candidate Lyapunov function

\[
V = V_1 + \alpha V_2 = q_0^T (\Phi \otimes I_m)q_0, \quad q_0 = [\hat{\xi}^T, \hat{\eta}^T, \hat{\vartheta}_{2:n}^T]^T,
\]

where

\[
V_1 = \frac{1}{2}\|\hat{\xi}\|^2 + \frac{1}{2}\|\hat{\xi}_1\|^2 + \frac{k}{2}\|\hat{\eta}_1\|^2 + \frac{1}{2}\|\hat{\xi}_{2:n}\|^2 + \frac{k}{2}\|\hat{\eta}_{2:n}\|^2 + \frac{1}{2}\|\hat{\vartheta}_{2:n}\|^2,
\]

\[
V_2 = \frac{1}{2}(\hat{\xi}_{2:n} + \hat{\vartheta}_{2:n})^2.
\]

Then the derivative of $V_1$ along the trajectories of system (15) can be written as

\[
\dot{V}_1 = -(k - 1)\|\hat{\xi}\|^2 - (k - 1)\|\hat{\xi}_{2:n}\|^2 - (\xi + \eta)^T \vartheta - \hat{\xi}_{2:n}^T (U^T L U \otimes I_m)\hat{\eta}_{2:n}
\]

\[
-\hat{\xi}_{2:n}^T (U^T L U \otimes I_m)\hat{e}_{p_{2:n}} - \hat{\eta}_{2:n}^T (U^T L U \otimes I_m)\hat{\vartheta}_{2:n} - \hat{e}_{p_{2:n}}^T (U^T L U \otimes I_m)\hat{\eta}_{2:n}
\]

\[
+ \hat{\vartheta}_{2:n}^T \hat{e}_{p_{2:n}} + \hat{\vartheta}_{2:n}^T \hat{e}_{v_{2:n}}
\]

\[
= -(\hat{\eta}_{2:n} + \hat{\xi}_{2:n})^T (M \otimes I_m)(\hat{\eta}_{2:n} + \hat{\xi}_{2:n}) - (\alpha_0 + 1)\|\hat{\xi}_{2:n}\|^2 - (k - 1)\|\hat{\xi}\|^2 - (\xi + \eta)^T \vartheta
\]

\[
-\hat{\xi}_{2:n}^T (U^T L U \otimes I_m)\hat{e}_{p_{2:n}} - \hat{e}_{p_{2:n}}^T (U^T L U \otimes I_m)\hat{\vartheta}_{2:n} + \hat{\vartheta}_{2:n}^T \hat{e}_{p_{2:n}} + \hat{\vartheta}_{2:n}^T \hat{e}_{v_{2:n}},
\]
where \( \alpha_0 = \theta(1 + \frac{\theta}{4\omega}) \) and \( M = \begin{bmatrix} U^T L U & \frac{1}{2} U^T L U \\ * & (k - \alpha_0 - 2)I_{n-1} \end{bmatrix} \). According to Schur Complement Lemma, it is clear that \( M \) is nonnegative definite. Since \( \nabla f_i \) is \( \theta_i \)-Lipschitz,\n
\[-\xi^T h = - \sum_{i=1}^{n} \xi_i^T (\nabla f_i(\eta_i + p^*) - \nabla f_i(p^*)) \leq \theta \sum_{i=1}^{n} |\xi_i||\eta_i| \leq \theta(\frac{\theta}{4\omega} + 1)||\hat{\eta}||^2 + \frac{\theta\omega}{\theta + 4\omega}||\hat{\eta}||^2. \tag{19}\]

Moreover, since \( f_i \) is \( \omega_i \)-strongly convex, it follows that\n
\[\eta^T h = - \sum_{i=1}^{n} \eta_i^T (\nabla f_i(\eta_i + p^*) - \nabla f_i(p^*)) \geq \omega \sum_{i=1}^{n} ||\eta_i||^2 = \omega ||\eta||^2. \tag{20}\]

The trigger condition \([\theta] \) enforces that\n
\[||e_p|| \leq \alpha \beta_1 \left( \sum_{j \in N_i} a_{ij}(\eta_i(t_k) - \eta_j(t_k)) + \beta_2 e^{-\gamma t} \right) \]
\[\leq \alpha \beta_1 \left( \sum_{j \in N_i} a_{ij}||e_p|| + \sum_{j \in N_i} a_{ij}||\eta_i|| + \sum_{j \in N_i} a_{ij}||\eta_j|| + \sum_{j \in N_i} a_{ij}||e_p|| \right) + \beta_2 e^{-\gamma t}. \]

Then\n
\[||e_p||^2 \leq \frac{6\alpha^2 \beta_1^2 (d^2 + a^2 n)}{(1 - \alpha \beta_1 d)^2 - 6\alpha^2 \beta_1^2 a^2 n} ||\eta||^2 + \frac{2n \beta_2^2}{(1 - \alpha \beta_1 d)^2 - 6\alpha^2 \beta_1^2 a^2 n} e^{-2\gamma t}. \]

In the same way, we obtain\n
\[||e_v||^2 \leq \frac{2\alpha^2 \beta_3^2}{(1 - \alpha \beta_3)^2} ||\xi||^2 + \frac{2n \beta_2^2}{(1 - \alpha \beta_3)^2} e^{-2\gamma t}. \]

Furthermore, in view of \([13] \), it concludes that\n
\[||\hat{e}_p||^2 \leq \frac{6\alpha^2 \beta_1^2 (d^2 + a^2 n)}{(1 - \alpha \beta_1 d)^2 - 6\alpha^2 \beta_1^2 a^2 n} ||\hat{\eta}||^2 + \frac{2n \beta_2^2}{(1 - \alpha \beta_1 d)^2 - 6\alpha^2 \beta_1^2 a^2 n} e^{-2\gamma t}, \tag{21}\]

\[||\hat{e}_v||^2 \leq \frac{2\alpha^2 \beta_3^2}{(1 - \alpha \beta_3)^2} ||\hat{\xi}||^2 + \frac{2n \beta_2^2}{(1 - \alpha \beta_3)^2} e^{-2\gamma t}. \tag{22}\]

Therefore, combining \([19], [20], [21] \) and \([22] \), we conclude that

\[
\dot{V}_1 \leq -||\hat{\xi}_{2:n}||^2 - (k - 1 - \alpha_0)||\hat{\xi}_{2:n}||^2 + \alpha \frac{\beta}{2} ||\hat{\xi}_{2:n}||^2 - \frac{4\omega^2}{\theta + 4\omega}||\hat{\eta}||^2 + \frac{\alpha}{2} ||\bar{\eta}_{2:n}||^2 + \frac{\alpha}{12} ||\bar{\hat{\eta}}_{2:n}||^2 \\
+ \frac{6\alpha\lambda_{max}(L)\beta_1^2 (d^2 + a^2 (n-1))}{(1 - \alpha \beta_1 d)^2 - 6\alpha^2 \beta_1^2 a^2 (n-1)} ||\bar{\eta}_{2:n}||^2 + \frac{2(n - 1)\lambda_{max}(L)\beta_2^2}{\alpha(1 - \alpha \beta_1 d)^2 - 6\alpha^3 \beta_2^2 a^2 (n-1)} e^{-2\gamma t} \\
+ \frac{18\alpha \beta_1^2 (d^2 + a^2 (n-1))}{(1 - \alpha \beta_1 d)^2 - 6\alpha^2 \beta_1^2 a^2 (n-1)} ||\bar{\eta}_{2:n}||^2 + \frac{6(n - 1)\beta_2^2}{\alpha(1 - \alpha \beta_1 d)^2 - 6\alpha^3 \beta_2^2 a^2 (n-1)} e^{-2\gamma t} \\
+ \frac{\alpha}{12} ||\bar{\hat{\eta}}_{2:n}||^2 + \frac{6\alpha \beta_2^2}{(1 - \alpha \beta_3)^2} ||\hat{\xi}_{2:n}||^2 + \frac{6\beta_2^2 (n - 1)}{\alpha(1 - \alpha \beta_3)^2} e^{-2\gamma t}. \tag{23}\]

Likewise, we obtain
\begin{align*}
\dot{V}_2 &= -\|\dot{\xi}_{2:n}\|^2 - k\|\dot{\xi}_{2:n}\|^2 - (k + 1)\dot{T}_2:n\dot{\xi}_{2:n} - \xi_{2:n}^T(U^T \otimes I_m)h - \dot{T}_2:n(U^T \otimes I_m)h \\
&\quad + \xi_{2:n}^T(U^T LU \otimes I_m)\dot{\xi}_{2:n} + \dot{T}_2:n(U^T LU \otimes I_m)\dot{e}_{v2:n} \\
&\quad + \dot{\xi}_{2:n}^T(U^T LU \otimes I_m)\dot{e}_{v2:n} \\
&\leq -\frac{1}{4}\|\dot{\xi}_{2:n}\|^2 + 2\theta^2\|\dot{\eta}\|^2 + k_0\|\dot{\xi}_{2:n}\|^2 + \frac{1}{2}\|\xi_{2:n}\|^2 + \frac{13\alpha^2\lambda^2_{\max}(L)\beta^2_3}{(1 - \alpha\beta_3)^2}\|\xi_{2:n}\|^2 \\
&\quad + \frac{1}{24}\|\dot{\xi}_{2:n}\|^2 + \frac{13\lambda^2_{\max}(L)\beta^2_3(n - 1)}{(1 - \alpha\beta_3)^2}e^{-2\gamma t},
\end{align*}
where $k_0 = k^2 + k + \frac{5}{4} + \lambda^2_{\max}(L) + \lambda_{\max}(L)$. Then, in view of (23) and (24), we give
\begin{align*}
\dot{V} &= \dot{V}_1 + \alpha\dot{V}_2 \\
&\leq -\frac{\alpha}{24}\|\dot{\xi}_{2:n}\|^2 - R_1\|\dot{\xi}_1\|^2 - R_2\|\dot{\eta}\|^2 - R_3\|\dot{\xi}_{2:n}\|^2 + R_4e^{-2\gamma t},
\end{align*}
where
\begin{align*}
R_1 &= k - 1 - \alpha_0, \\
R_2 &= \frac{4\omega^2}{\theta + 4\omega} - \frac{6\alpha\lambda^2_{\max}(L)\beta^2_1(d^2 + a^2(n - 1))}{(1 - \alpha\beta_1d)^2 - 6\alpha^2\beta^2_1a^2(n - 1)} - \frac{\alpha}{2} \\
&\quad - \frac{18\alpha\beta^2_1(d^2 + a^2(n - 1))}{(1 - \alpha\beta_1d)^2 - 6\alpha^2\beta^2_1a^2(n - 1)} - 2\alpha\theta^2, \\
R_3 &= 1 - \alpha - \frac{6\alpha\beta^2_3}{(1 - \alpha\beta_3)^2} - k_0\alpha - \frac{13\alpha^3\lambda^2_{\max}(L)\beta^2_3}{(1 - \alpha\beta_3)^2}, \\
R_4 &= \frac{2(n - 1)\lambda^2_{\max}(L)\beta^2_2}{\alpha(1 - \alpha\beta_1d)^2 - 6\alpha^2\beta^2_1a^2(n - 1)} + \frac{6(n - 1)\beta^2_2}{\alpha(1 - \alpha\beta_3)^2} \\
&\quad + \frac{6\beta^2_3(n - 1)}{(1 - \alpha\beta_3)^2} + \frac{13\lambda^2_{\max}(L)\beta^2_3(n - 1)}{(1 - \alpha\beta_3)^2}.
\end{align*}
By taking $\alpha \left(1 + \frac{6\beta^2_3}{(1 - \alpha\beta_3)^2} + k_0 + \frac{13\alpha^2\lambda^2_{\max}(L)\beta^2_3}{(1 - \alpha\beta_3)^2}\right) < 1$ and
\begin{align*}
\alpha \left(\frac{6\lambda^2_{\max}(L)\beta^2_1(d^2 + a^2(n - 1))}{(1 - \alpha\beta_1d)^2 - 6\alpha^2\beta^2_1a^2(n - 1)} + \frac{18\beta^2_1(d^2 + a^2(n - 1))}{(1 - \alpha\beta_1d)^2 - 6\alpha^2\beta^2_1a^2(n - 1)}\right) + \alpha\left(\frac{1}{2} + 2\theta^2\right) < \frac{4\omega^2}{\theta + 4\omega},
\end{align*}
according to (16), we have
\begin{align*}
\dot{V}(t) &\leq -\beta\|q_0(t)\|^2 + R_4e^{-2\gamma t},
\end{align*}
where $\beta \triangleq \min\{\frac{\alpha}{27}, R_1, R_2, R_3\}$.
Then it results from (16) and (27) that
\begin{align*}
\|q_0(t)\|^2 &\leq \frac{\lambda_{\max}(\Phi)}{\lambda_{\min}(\Phi)}e^{-\sigma\frac{\alpha}{\lambda_{\max}(\Phi)}}t\|q_0(0)\|^2 + \frac{R_4\lambda_{\max}(\Phi)}{\lambda_{\min}(\Phi)(\beta - 2\gamma\lambda_{\max}(\Phi))}(e^{-2\gamma t} - e^{-\frac{\sigma}{\lambda_{\max}(\Phi)}t}).
\end{align*}
Further, by applying the condition \( 0 < \gamma < \frac{\beta}{2\lambda_{\max}(\Phi)} \) for \( t \geq 0 \), we can give the following result

\[
\|q_0(t)\|^2 \leq \left( \frac{\lambda_{\max}(\Phi)}{\lambda_{\min}(\Phi)}\|q_0(0)\|^2 + \frac{R_1\lambda_{\max}(\Phi)}{\lambda_{\min}(\Phi)(\beta - 2\gamma\lambda_{\max}(\Phi))} \right) e^{-2\gamma t},
\]

which implies that the optimal consensus can be achieved exponentially.

In the following, we will explain why the Zeno behavior can be avoided.

According to paper [26], we first show that Zeno behavior is free for the communication of the position. Compute the upper Dini derivative of \( \|e_p^i(t)\| \) over time interval \([t_k^i, t_{k+1}^i]\), then we can derive that

\[
D^+\|e_p^i(t)\| \leq \|\dot{e}_p^i(t)\| = \|\dot{q}_i(t)\| = \|\xi_i(t)\| = \|(P^{-T} \otimes I_m)\dot{\xi}_i(t)\| \leq \|\dot{\xi}_i(t)\|.
\]

By applying (28), we have

\[
D^+\|e_p^i(t)\| \leq \sqrt{N} e^{-\gamma t},
\]

where \( N = \frac{\lambda_{\max}(\Phi)}{\lambda_{\min}(\Phi)}\|q_0(0)\|^2 + \frac{R_1\lambda_{\max}(\Phi)}{\lambda_{\min}(\Phi)(\beta - 2\gamma\lambda_{\max}(\Phi))} \).

Combining (29) with \( e_p^i(t_k^i) = 0 \), it follows that

\[
\|e_p^i(t)\| \leq \frac{\sqrt{N}}{\gamma}(e^{-\gamma t_k^i} - e^{-\gamma t}), \quad t \in [t_k^i, t_{k+1}^i).
\]

The next communication will not be executed until the first trigger function of (9) crosses zero, i.e.,

\[
\alpha_1 \beta_1 \sum_{j \in N_i} a_{ij}(q_i(t_k^j) - q_j(t_k^j)) + \beta_2 e^{-\gamma t_{k+1}^i} = \|e_p^i(t_{k+1}^i)\| \leq \frac{\sqrt{N}}{\gamma}(e^{-\gamma t_k^i} - e^{-\gamma t_{k+1}^i}).
\]

Take \( T_k^i = t_{k+1}^i - t_k^i \), which yields

\[
\beta_2 e^{-\gamma T_k^i} \leq \frac{\sqrt{N}}{\gamma}(1 - e^{-\gamma T_k^i}).
\]

By (30), we obtain that \( \{T_k^i > 0 : \frac{\sqrt{N}}{\gamma}(1 - e^{-\gamma T_k^i}) - \beta_2 e^{-\gamma T_k^i} \geq 0\} \) is nonempty and \( T = \inf_k \{T_k^i\} \) > 0 for any \( i \), which implies that the Zeno behavior is excluded for any agent \( i \).

Next, we present that velocity communication is free of Zeno behavior.

With the same approach, we can derive the upper right-hand Dini derivative of \( \|e_v^i(t)\| \) described as follows:
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\[ D^+ \|e_v^i(t)\| \leq \|\dot{e}_v^i(t)\| = \|\dot{\xi}_i(t)\| = \|(P^{-T} \otimes I_m)\dot{\xi}_i(t)\| \leq \|\dot{\xi}_i(t)\| \]

\[ \leq k \|\dot{\xi}_i(t)\| + \lambda_{\max}(L)\|\dot{\eta}_i(t_k)\| + \|\ddot{\xi}_i\| + \|\ddot{h}_i\| \]

\[ \leq k\sqrt{N}e^{-\gamma t} + \lambda_{\max}(L)\|\dot{\eta}_i(t_k)\| + \sqrt{N}e^{-\gamma t} + \theta\|\dot{\eta}_i(t)\| \]

\[ \leq (k + 1 + \theta)\sqrt{N}e^{-\gamma t} + \lambda_{\max}(L)\|\dot{\eta}_i(t_k)\|, \quad t \in [t_i, t_{i+1}). \tag{31} \]

It follows from (31) and \(e_v^i(t_i) = 0\) that

\[ \|e_v^i(t)\| \leq \frac{(k + 1 + \theta)\sqrt{N}(e^{-\gamma t_i} - e^{-\gamma t}) + \lambda_{\max}(L)\|\dot{\eta}_i(t_k)\|(t - t_i)}{\gamma}. \]

In the same sense, the next event will not be triggered until the second trigger function of (9) crosses zero, i.e.,

\[ \alpha \beta_3 \|\xi_i(t_i)\| + \beta_4 e^{-\gamma t_{i+1}} = \|e_v^i(t_{i+1})\| \]

\[ \leq \frac{(k + 1 + \theta)\sqrt{N}(e^{-\gamma t_i} - e^{-\gamma t_{i+1}}) + \lambda_{\max}(L)\|\dot{\eta}_i(t_k)\|T_i}{\gamma}, \]

where \(T_i = t_{i+1} - t_i\).

Therefore,

\[ \beta_4 e^{-\gamma T_i} \leq \frac{(k + 1 + \theta)\sqrt{N}(1 - e^{-\gamma T_i}) + \lambda_{\max}(L)\|\dot{\eta}_i(t_k)\|T_i}{\gamma}. \tag{32} \]

By (32), we see that \(\{T_i > 0 : \frac{(k+1+\theta)\sqrt{N}(1-e^{-\gamma T_i})+\lambda_{\max}(L)\|\dot{\eta}_i(t_k)\|T_i-\beta_4 e^{-\gamma T_i} \geq 0\}\}

is nonempty and \(T = \inf_i\{T_i\} > 0\) for any agent \(i\), which implies no Zeno behavior. Thus, the conclusion follows. \(\square\)

**Remark 3.2.** In distributed optimization field, the dynamics of agents usually are with the form of single integrator as given in [3, 6, 12, 14, 15, 16], while the considered multi-agent system in this paper consists of multiple EL systems, which is more difficult than single integrator. Thus the algorithm design of this paper is more complex than that of single integrator. Moreover, compared with the results of [21] with exponential convergence in the sense of semi-globally, the algorithm of this paper, which basically extends the results given in [9] with global convergence, can also keep the global convergence to the exact optimal solution along with the reduction of communication among agents. Furthermore, the result of this paper is better than that of [16] since the algorithm of [16] only achieved the exponential convergence to a neighborhood of the optimal point. Additionally, the proposed event-triggered strategy can not only reduce the cost of communication but also avoid the Zeno behavior of triggering time.

4. EXAMPLE

In this section, an example is given to illustrate the effectiveness of the proposed control algorithm. Consider a network composed of five EL agents with all edge weights 1,
which is depicted by Figure 1 and their local cost functions are presented respectively as follows

\[
\begin{align*}
    f_1(q) & = (q_x - 2)^2 + (q_y - 2)^2, \\
    f_2(q) & = \frac{q_x^2}{\sqrt{q_x^2 + 1}} + \frac{q_y^2}{\sqrt{q_y^2 + 1}} + \|q\|^2, \\
    f_3(q) & = \frac{q_x^2}{\ln(q_x^2 + 2)} + \frac{q_y^2}{\ln(q_y^2 + 2)} + (q_x - 5)^2 + (q_y - 5)^2, \\
    f_4(q) & = \ln(e^{-0.05q_x} + e^{0.05q_x}) + \ln(e^{-0.05q_y} + e^{0.05q_y}) + \|q\|^2, \\
    f_5(q) & = \frac{q_x^2}{\sqrt{q_x^2 + 1}} + \frac{q_y^2}{\sqrt{q_y^2 + 1}} + q_x + q_y + \|q\|^2,
\end{align*}
\]

where \( q = [q_x, q_y]^T \) is a vector.

Fig. 1. The interaction topology of system.

Similar to [21, 22, 23], the system dynamics are

\[
\begin{bmatrix}
    m_{11,i} & m_{12,i} \\
    m_{21,i} & m_{22,i}
\end{bmatrix}
\begin{bmatrix}
    \dot{q}_{ix} \\
    \dot{q}_{iy}
\end{bmatrix}
+ \begin{bmatrix}
    c_{11,i} & c_{12,i} \\
    c_{21,i} & c_{22,i}
\end{bmatrix}
\begin{bmatrix}
    \dot{q}_{ix} \\
    \dot{q}_{iy}
\end{bmatrix}
= \begin{bmatrix}
    \tau_{ix} \\
    \tau_{iy}
\end{bmatrix}
\]

where \( m_{11,i} = \theta_{1i} + 2\theta_{2i} \cos q_{iy}, m_{12,i} = m_{21,i} = \theta_{3i} + \theta_{2i} \cos q_{iy}, m_{22,i} = \theta_{3i}, c_{11,i} = -\theta_{2i} \sin q_{iy} \dot{q}_{iy}, c_{12,i} = -\theta_{2i} \sin q_{iy} (\dot{q}_{ix} + \dot{q}_{iy}), c_{21,i} = \theta_{2i} \sin q_{iy} \dot{q}_{ix}, c_{22,i} = 0, \theta_{1i} = 1.301, \theta_{2i} = 0.256, \theta_{3i} = 0.096, \) and \( G_i(q_i) = [0 \ 0]^T, i = 1, \ldots, 5. \)

The initial conditions are set as follows: \( q_1(0) = [4 \ 3]^T, q_2(0) = [3 \ -5]^T, q_3(0) = [0 \ -2.5]^T, q_4(0) = [-1 \ -2]^T, q_5(0) = [-2 \ 4]^T, \) and \( \dot{q}_i(0) = [0 \ 0]^T \) with \( i = 1, \ldots, 5. \)

The parameters of controller are: \( \alpha = 0.0002, \beta_1 = 2, \beta_2 = 10, \beta_3 = 5, \beta_4 = 20, \gamma = 0.2, \theta = 2, \omega = 1.96 \) and \( k = 5. \) The simulation results are shown in Figures 2–4. From Figures 2 and 3 it is clear that, under (6), the state of each agent converges to the global optimal point \( q^* \), and meanwhile, the velocity of each agent tends to zero. Besides, Figure 4 shows that, the Zeno behavior of triggering time can be avoided.
Fig. 2. The position performance under control algorithm (6).

Fig. 3. The velocity performance under control algorithm (6).
5. CONCLUSIONS

In this paper, one of the distributed optimization problems, optimal consensus was studied for a group of multiple Euler–Lagrangian systems. A novel event-based distributed continuous-time controller was designed. With the proposed event-triggered condition to reduce the communication cost and also avoid the Zeno phenomena, the optimal consensus of the considered system was shown to be achieved globally under the given controller. An example with simulations was given to demonstrate the effectiveness of the algorithms.
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