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Abstract. G. B. Belyavskaya and G. L. Mullen showed the existence of a complement for a $k$-tuple of orthogonal $n$-ary operations, where $k < n$, to an $n$-tuple of orthogonal $n$-ary operations. But they proposed no method for complementing. In this article, we give an algorithm for complementing a $k$-tuple of orthogonal $n$-ary operations to an $n$-tuple of orthogonal $n$-ary operations and an algorithm for complementing a $k$-tuple of orthogonal $k$-ary operations to an $n$-tuple of orthogonal $n$-ary operations. Also we find some estimations of the number of complements.
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Introduction

Often in quasigroup theory, the term “orthogonality” refers to several different notions which are generalizations of orthogonality of binary operations. Here, we will follow the definition of orthogonality of $n$-ary operations from [3]. For a description of various notions of orthogonality, see also [4], [5] or [6] and the references therein.

The detailed review of the theory of orthogonal binary operations, i.e., for $n = 2$, is considered in [10]. But if $n > 2$, then many questions remain beyond attention, especially those which do not have analogues in binary case. One of these questions is orthogonality of retracts of operations which was given in [9] and described in [8]. Another important question is finding the complements of a $k$-tuple of orthogonal $n$-ary operations to an $n$-tuple of orthogonal $n$-ary operations, where $k < n$. In binary case, this problem has been solved. Besides, it has been shown that an operation has an orthogonal mate (an orthogonal complement) if and only if it is complete, therefore every method for constructing an orthogonal mate for an operation is a method of its complementing. In addition, if an operation is invertible (quasigroup), then it has an orthogonal quasigroup mate if and only if this quasigroup is admissible, see [10].

G. B. Belyavskaya and G. L. Mullen in [3] proved that for every $k$-tuple of orthogonal $n$-ary operations, where $k < n$, there exists a complement to an $n$-tuple of orthogonal $n$-ary operations. They proposed an algorithm for constructing
an \( n \)-tuple of orthogonal \( n \)-ary operations, however, no method for complementing was given. Also, other methods known to the author (see [2], [7], [13]) do not allow to find an orthogonal complement for a given tuple of orthogonal operations. The author and F. M. Sokhatsky in [9] suggested a generalization of G. B. Belyavskaya and G.L. Mullen’s algorithm, namely a block-wise recursive algorithm. This algorithm gives a possibility to construct a complement for a \( k \)-tuple of orthogonal \( n \)-ary operations to an \( n \)-tuple of orthogonal \( n \)-ary operations.

In Section 2, we give an algorithm for complementing a \( k \)-tuple of orthogonal \( n \)-ary operations to an \( n \)-tuple of orthogonal \( n \)-ary operations (Algorithm 1).

In Section 3, we describe retract orthogonality concept for hypercubes and illustrate the construction of orthogonal complements for orthogonal hypercubes (operations).

In Section 4, we prove necessary statements for finding some estimations of the number of complements for orthogonal operations of finite order, in particular, we find the number of all \( i \)-invertible \( n \)-ary operations (Lemma 8).

In Section 5, we find estimations for the number of trivial complements of a \( k \)-tuple of \( \delta \)-retractly orthogonal \( n \)-ary operations, where \(|\delta| = k\), to a \((k + r)\)-tuple of orthogonal \( n \)-ary operations (Theorem 11, Corollary 12, Corollary 13, Corollary 14), where \( 1 \leq r \leq n - k \).

In Section 6, we give an algorithm for complementing a \( k \)-tuple of orthogonal \( k \)-ary operations to an \( n \)-tuple of orthogonal \( n \)-ary operations (Algorithm 3) and we find the lower bound of the number of complements constructed by Algorithm 3.

1. Preliminaries

Throughout the article, all operations are defined on the same arbitrary fixed set which is called a carrier and is denoted by \( Q \).

An operation \( f \) is called \( i \)-invertible, if for arbitrary elements \( a_1, \ldots, a_{i-1}, b, a_{i+1}, \ldots, a_n \) there exists a unique element \( x \) such that

\[
f(a_1, \ldots, a_{i-1}, x, a_{i+1}, \ldots, a_n) = b.
\]

If \( f \) is \( i \)-invertible for all \( i \in \overline{1, n} := \{1, \ldots, n\} \), then it is called an invertible or a (quasigroup) operation.

For each invertible operation \( f \), a \( \sigma \)-parastrophe \( \sigma f \) is defined by

\[
\sigma f(x_1, \ldots, x_n) = x_{(n+1)\sigma} :\iff f(x_1, \ldots, x_n) = x_{n+1},
\]

where \( \sigma \) is a permutation of the set \( \overline{1, n+1} \). In particular, a \( \sigma \)-parastrophe is called

- an \( i \)th division, if \( \sigma = (i, n+1) \);
- principal, if \((n+1)\sigma = n + 1\).

It is clear that a principal \( \sigma \)-parastrophe can be defined by

\[
\sigma f(x_1, \ldots, x_n) = f(x_{1\sigma^{-1}}, \ldots, x_{n\sigma^{-1}}).
\]
Definition 1 ([3]). A tuple of n-ary operations \( f_1, \ldots, f_k \) defined on \( Q \), where \( n \geq 2, k \leq n \), and \( m := |Q| \), is called orthogonal, if a system

(3)

\[
\begin{align*}
\begin{cases}
  f_1(x_1, \ldots, x_n) &= b_1, \\
  \vdots \\
  f_k(x_1, \ldots, x_n) &= b_k
\end{cases}
\end{align*}
\]

has exactly \( m^{n-k} \) solutions for arbitrary \( b_1, \ldots, b_k \in Q \). If \( n = k \), then the system (3) has a unique solution. For \( k > n \), the operations are called orthogonal, if every \( n \)-subtuple of \( f_1, \ldots, f_k \) is orthogonal.

If \( k = 1 \), then orthogonality concept coincides with completeness concept, i.e., an operation \( f_1 \) is called complete, if an equation

\[
f_1(x_1, \ldots, x_n) = b_1
\]

has \( m^{n-1} \) solutions for all \( b_1 \in Q \).

It is well known that an operation has an orthogonal mate if and only if it is complete.

Theorem 1 ([3]). Every \( k \)-tuple of orthogonal \( n \)-ary operations (\( k < n \)) can be embedded into an \( n \)-tuple of orthogonal \( n \)-ary operations.

Definition 2 ([3]). Let \( k \leq n < s \). An \( s \)-tuple of \( n \)-ary operations is called \( k \)-wise orthogonal, if every \( k \)-tuple of distinct \( n \)-ary operations from this tuple is orthogonal.

Theorem 2 ([3]). Let \( 1 \leq k \leq n \). If \( k \)-tuple of \( n \)-ary operations is \( k \)-wise orthogonal, then the tuple is \( \ell \)-wise orthogonal for all \( \ell \) such that \( 1 \leq \ell < k \).

Let \( f \) be an \( n \)-ary operation defined on a set \( Q \) and let

\[
\delta := \{i_1, \ldots, i_k\} \subseteq \overline{I, n}, \quad \{j_1, \ldots, j_{n-k}\} := \overline{I, n} \setminus \delta, \quad \overline{a} := (a_{j_1}, \ldots, a_{j_{n-k}}).
\]

An operation \( f(\overline{a}, \delta) \) which is defined by

\[
f(\overline{a}, \delta)(x_{i_1}, \ldots, x_{i_k}) := f(y_1, \ldots, y_n),
\]

where \( y_i := \begin{cases} x_i & \text{if } i \in \delta, \\ a_i & \text{if } i \notin \delta, \end{cases} \), is called an \((\overline{a}, \delta)\)-retract or a \( \delta \)-retract of \( f \).

Operations \( f_1(\overline{a}_1, \delta), f_2(\overline{a}_2, \delta), \ldots, f_k(\overline{a}_k, \delta) \) are called similar \( \delta \)-retracts of \( n \)-ary operations \( f_1, f_2, \ldots, f_k \), if \( \overline{a}_1 = \overline{a}_2 = \cdots = \overline{a}_k \).

Definition 3 ([9]). A \( k \)-tuple of \( n \)-ary operations, where \( k > n \), is called \( \delta \)-retractly orthogonal, if all tuples of similar \( \delta \)-retracts of these operations are orthogonal.

If \( \delta = \{i\} \), then \( \delta \)-retract orthogonality of operation \( f_i \) degenerates into its \( i \)-invertibility. If \( \delta = \overline{I, n} \), then retract orthogonality of \( f_1, \ldots, f_n \) is orthogonality.
The symbol $S_A$ denotes the set of all permutations of the set $A \subseteq \mathbb{I}, n$, but $S_n$ refers to the set of all permutations of the set $\mathbb{I}, n$, where $n$ is a natural number. For $\tau \in S_n$, the symbol $(X)\tau$ denotes the image of a set $X$ under transformation $\tau$, i.e., $(X)\tau := \{x\tau : x \in X\}$ and

$$S_A^n := \{\tau \in S_n : (A)\tau = \{1, \ldots, |A|\}\}.$$ 

**Composition algorithm ([9]).** Let $\delta \subseteq \mathbb{I}, n$, $n \geq k$, and let $h_1, \ldots, h_k$ be $k$-ary operations, $p_1, \ldots, p_k$ be $(n - k + 1)$-ary operations, $\sigma \in S_n$.

Operations $\sigma f_1, \ldots, \sigma f_k$ are constructed by the following items:

1) operations $f_1, \ldots, f_k$ are defined by

$$f_1(x_1, \ldots, x_n) := p_1(h_1(x_1, \ldots, x_k), x_{k+1}, \ldots, x_n),$$

$$\vdots$$

$$f_k(x_1, \ldots, x_n) := p_k(h_k(x_1, \ldots, x_k), x_{k+1}, \ldots, x_n);$$

2) operations $\sigma f_1, \ldots, \sigma f_k$ are obtained from $f_1, \ldots, f_k$ using (2).

**Theorem 3.** Let $p_1, \ldots, p_k$ be 1-invertible $(n - k + 1)$-ary operations and let $h_1, \ldots, h_k$ be $k$-ary orthogonal operations, $\sigma^{-1} \in S_\delta$. Then operations $\sigma f_1, \ldots, \sigma f_n$ being constructed by composition algorithm are $\delta$-retractly orthogonal.

**$\pi$-block-wise recursive algorithm ([9]).** Let $\pi := \{\pi_1, \ldots, \pi_k\}$ be a partition of $\mathbb{I}, n$ and $f_1, \ldots, f_n$ be $n$-ary operations, $\tau_1 \in S_{\pi_1}$, $\tau_2 \in S_{\pi_1 \cup \pi_2}$, $\ldots$, $\tau_{k-1} \in S_{\pi_1 \cup \cdots \cup \pi_{k-1}}$.

Operations $g_1, \ldots, g_n$ are constructed by the following items:

1) the first block of the operations is

$$g_j(x_1, \ldots, x_n) := f_j(x_1, \ldots, x_n), \quad j \in \pi_1;$$

2) for every $i = 2, \ldots, k$, the $i$th block of the operations is

$$g_j(x_1, \ldots, x_n) := f_j(t_1, \ldots, t_n), \quad j \in \pi_i,$$

where

$$t_s := \begin{cases} 
 g_{s\pi_{i-1}}(x_1, \ldots, x_n) & \text{if } s \in \pi_1 \cup \cdots \cup \pi_{i-1}, \\
 x_s & \text{otherwise}.
\end{cases}$$

A tuple of operations $f_1, \ldots, f_n$ is called $\pi$-block retractly orthogonal, if for all $i \in \mathbb{I}, k$ a tuple $\{f_j : j \in \pi_i\}$ is $\pi_i$-retractly orthogonal.

**Theorem 4 ([9]).** Let operations $f_1, \ldots, f_n$ be $\pi$-block retractly orthogonal. Then the operations $g_1, \ldots, g_n$ constructed by $\pi$-block-wise recursive algorithm are orthogonal.
Theorem 5 ([8]). If for some $\delta \subseteq [1,n]$ a tuple of $n$-ary operations is $\delta$-retractly orthogonal, then the tuple is orthogonal.

Proposition 6 ([8]). Let $k < n$. Then there exist $k$-tuples of orthogonal $n$-ary operations such that for some $\delta \subseteq [1,n]$, $|\delta| = k$, they are not $\delta$-retractly orthogonal.

2. Construction of complements for orthogonal operations

Theorem 1 and Theorem 2 mean that for every $k$-tuple of orthogonal $n$-ary operations $f_1, \ldots, f_k$ there exists an $(n-k)$-tuple of orthogonal $n$-ary operations $f_{k+1}, \ldots, f_n$ such that $n$-tuple $f_1, \ldots, f_n$ is orthogonal. By virtue of Definition 1, every complete $n$-ary operation can be embedded into an $n$-tuple of orthogonal $n$-ary operations. For the complement of orthogonal operations, the method proposed in [3] can be used, but only in the case $k = 1$ and this complete operation has to be $n$-invertible. An algorithm for complementing a $k$-tuple of orthogonal $n$-ary operations is unknown. However for a $k$-tuple of retractly orthogonal $n$-ary operation, the algorithm from [9] is successfully applicable. Remark that the difference between orthogonality and retract orthogonality is described in Theorem 5 and Proposition 6, namely, retract orthogonality implies orthogonality, but the inverse statement is not true.

An arbitrary $k$-tuple of $\delta$-retractly orthogonal $n$-ary operations, where $|\delta| = k$, can be complemented to an $n$-tuple of orthogonal $n$-ary operations using a block-wise recursive algorithm.

Algorithm 1. Let $\delta = \{i_1, \ldots, i_k\} \subseteq [1,n]$, $|\delta| = k$ and $g_{i_1}, \ldots, g_{i_k}$ be $\delta$-retractly orthogonal $n$-ary operations.

Operations $g_{i_{k+1}}, \ldots, g_{i_n}$ are constructed by the following items:

1) choose arbitrary $n$-ary operations $f_{i_{k+1}}, \ldots, f_{i_n}$ such that for every $r \in [2,q]$ a tuple $\{f_j : j \in \pi_r\}$ is $\pi_r$-retractly orthogonal, i.e., the corresponding partition of $[1,n]$ is $\pi := \{\delta, \pi_2, \ldots, \pi_q\}$, and permutations $\tau_1 \in S_\delta$, $\tau_2 \in S_\delta \cup \pi_2$, $\ldots$, $\tau_{q-1} \in S_\delta \cup \pi_2 \cup \ldots \cup \pi_{q-1}$;

2) for every $j \in \pi_2$, the operation $g_j$ is constructed by (5)

$$g_j(x_1, \ldots, x_n) := f_j(t_1, \ldots, t_n),$$

where

$$t_s := \begin{cases} g_{s\tau_1}(x_1, \ldots, x_n) & \text{if } s \in \delta, \\ x_s & \text{otherwise;} \end{cases}$$

r) for every $j \in \pi_r$, $r = 3, \ldots, q$, the operation $g_j$ is constructed by (5), where

$$t_s := \begin{cases} g_{s\tau_{r-1}}(x_1, \ldots, x_n) & \text{if } s \in \delta \cup \pi_2 \cup \ldots \cup \pi_{r-1}, \\ x_s & \text{otherwise.} \end{cases}$$
Theorem 7. An \((n-k)\)-tuple of \(n\)-ary operations \(g_{i_k+1}, \ldots, g_{i_n}\) constructed by Algorithm 1 is a complement of a \(k\)-tuple of \(\delta\)-retractly orthogonal \(n\)-ary operations \(g_{i_1}, \ldots, g_{i_k}\) to an \(n\)-tuple of orthogonal \(n\)-ary operations.

Proof: The proof follows immediately from Theorem 4, if we take \(\delta\) as the first block of a defining partition of the set \(\overline{1,n}\) for a block-wise recursive algorithm. \(\Box\)

Note that Algorithm 1 gives a possibility to complement a given \(k\)-tuple of \(\delta\)-retractly orthogonal \(n\)-ary operations to a \((k+r)\)-tuple of orthogonal \(n\)-ary operations for all \(r \in \overline{1,n-k}\). This follows from Theorem 2.

3. Orthogonal complements for hypercubes

It is well known that to every \(n\)-ary operation of order \(m\) there corresponds an \(n\)-dimensional hypercube (\(n\)-cube) of order \(m\), i.e., an \(n\)-dimensional array on \(m\) distinct symbols; and to a \(k\)-tuple of orthogonal \(n\)-ary operations there corresponds a \(k\)-tuple of orthogonal \(n\)-cubes, \(k \leq n\), i.e., under their superimposition, each of the \(m^n\) ordered \(k\)-sequences of symbols occurs exactly \(m^{n-k}\) times, see [3].

Let \(\delta \subset \overline{1,n}\) and \(|\delta| = k\). A \(k\)-cube \(H_\delta\) is called a \(\delta\)-subhypercube of an \(n\)-cube \(H\), if it is obtained from \(H\) by fixing the \(n-k\) coordinates with indices from \(\overline{1,n} \setminus \delta\). To every \(k\)-ary retract of an \(n\)-ary operation there corresponds a \(k\)-dimensional subhypercube of the corresponding \(n\)-cube. If \(\delta = \{i,j\}\), then \(H_\delta\) is called an \(\{i,j\}\)-slice of \(H\). If \(\delta = \{i\}\), then a \(\delta\)-subhypercube is called an \(i\)-line. For each \(i \in \overline{1,n}\), there are \(m^{n-1}\) \(i\)-lines. If an \(i\)-line is a permutation of \(\overline{1,n}\), then the line is called Latin. If each of the \(i\)-lines of a hypercube is Latin one, then the corresponding operation is \(i\)-invertible.

For example in a square, 1-lines are columns and 2-lines are rows. There are \(m\) rows and \(m\) columns in a square of order \(m\). In a cube, 1-lines are obtained when the second and the third coordinates are fixed, 2-lines when the first and the third coordinates are fixed and 3-lines when the first and the second coordinates are fixed. The number of \(i\)-lines is \(m^2\) for every \(i \in \{1,2,3\}\) and the number of \(\{1,2\}\)-slices (\(\{1,3\}\)-slices, \(\{2,3\}\)-slices) is \(m\).

Every cube on \(Q\) can be presented by its \(\{i,j\}\)-slices for fixed \(i,j \in \{1,2,3\}\). Let \(G_{\{1,2,a\}}\) refer to the \(\{1,2\}\)-slice of \(G\) when the third coordinate is fixed by \(a \in Q\). For example, let us present cube \(G\) on the set \(\{1,2,3\}\) by \(\{1,2\}\)-slices:

\[
\begin{array}{ccc}
  G_{\{1,2,0\}} & G_{\{1,2,1\}} & G_{\{1,2,2\}} \\
0 & 0 & 1 & 0 & 2 & 1 & 0 & 0 & 2 \\
1 & 1 & 2 & 2 & 2 & 0 & 1 & 2 & 0 \\
2 & 0 & 2 & 1 & 0 & 1 & 1 & 2 & 1 \\
\end{array}
\]

Subhypercubes \(H_{1,\delta}, \ldots, H_{k,\delta}\) of order \(m\) of hypercubes \(H_1, \ldots, H_k\) are called similar, if each of them is defined by fixing all coordinates from \(\overline{1,n} \setminus \delta\) by the same elements.
Definition 3 can be reformulated for hypercubes: hypercubes $H_1, \ldots, H_k$ are called $\delta$-retractly orthogonal, if all their similar subhypercubes $H_{1,\delta}, \ldots, H_{k,\delta}$ are orthogonal. For example, cube $H$ on $\{1,2,3\}$ with its $\{1,2\}$-slices:

\[
H: \begin{array}{ccc}
0 & 2 & 2 \\
0 & 1 & 1 \\
0 & 1 & 2 \\
\end{array} \begin{array}{ccc}
0 & 0 & 0 \\
1 & 2 & 1 \\
2 & 2 & 1 \\
\end{array} \begin{array}{c}
1 & 0 & 1 \\
2 & 0 & 2 \\
0 & 2 & 1 \\
\end{array}
\]

and $G$ are $\{1,2\}$-retractly orthogonal. Indeed, let us superimpose the similar $\{1,2\}$-retracts of $G$ and $H$:

\[
\begin{array}{ccc|ccc|ccc}
00 & 02 & 12 & 00 & 20 & 10 & 01 & 00 & 21 \\
10 & 11 & 21 & 21 & 22 & 01 & 12 & 20 & 02 \\
20 & 01 & 22 & 12 & 02 & 11 & 10 & 22 & 11 \\
\end{array}
\]

In each of these squares, every pair occurs exactly once, i.e., the similar $\{1,2\}$-slices are orthogonal, therefore $G$ and $H$ are $\{1,2\}$-retractly orthogonal. $G$ and $H$ are orthogonal because in all these squares of pairs every pair occurs exactly thrice. Their orthogonality follows from Theorem 5 as well.

Note that all given statements can be reformulated for hypercubes. Thus, Algorithm 1 is applicable for the complement of orthogonal hypercubes. In the following example, we illustrate the construction of a complement for a pair of orthogonal cubes to a triplet of orthogonal cubes.

**Example 1.** Let $G$ and $H$ be the given $\{1,2\}$-retractly orthogonal cubes. In order to complement this pair to a triplet of orthogonal cubes according to step (1) of Algorithm 1, we have to choose an arbitrary cube, each of its 3-lines is Latin, for example, cube $L$ with its $\{1,2\}$-slices:

\[
L: \begin{array}{ccc}
0 & 0 & 2 \\
1 & 2 & 0 \\
2 & 1 & 1 \\
\end{array} \begin{array}{ccc}
1 & 2 & 1 \\
0 & 1 & 1 \\
0 & 2 & 2 \\
\end{array} \begin{array}{c}
2 & 1 & 0 \\
2 & 0 & 2 \\
1 & 0 & 0 \\
\end{array}
\]

Since $G$ and $H$ are $\{1,2\}$-retractly orthogonal, the first block of the corresponding partition for the algorithm is $\{1,2\}$ and then the second one is $\{3\}$, i.e., $\pi = \{\{1,2\}, \{3\}\}$.

Then by step (2) we have to construct cube $K$ by cube $L$ using the formula

\[
K(x, y, z) := L(G(x, y, z), H(x, y, z), z):
\]

\[
K: \begin{array}{ccc}
0 & 2 & 0 \\
1 & 2 & 1 \\
2 & 0 & 1 \\
\end{array} \begin{array}{ccc}
1 & 0 & 0 \\
2 & 2 & 2 \\
1 & 1 & 1 \\
\end{array} \begin{array}{c}
1 & 2 & 0 \\
2 & 1 & 0 \\
2 & 0 & 0 \\
\end{array}
\]
Let us superimpose cubes $G, H, K$:

\[
\begin{array}{ccc}
000 & 022 & 120 \\
101 & 112 & 211 \\
202 & 010 & 221 \\
\end{array}
\quad
\begin{array}{ccc}
001 & 200 & 100 \\
212 & 222 & 012 \\
121 & 021 & 111 \\
\end{array}
\quad
\begin{array}{ccc}
011 & 002 & 210 \\
122 & 201 & 020 \\
102 & 220 & 110 \\
\end{array}
\]

In the obtained cube, every ordered triplet occurs exactly once. This means orthogonality of $G, H, K$. By Theorem 7, they are orthogonal as well.

4. Additional statements

Let us define the function $p$ on pairs of positive integers:

\[p(1, s) := 1! \cdot 2! \cdot 3! \cdot \ldots \cdot s!.
\]

We can rewrite it in the following way

\[(6) \quad p(1, s) = 2^{s-1} \cdot 3^{s-2} \cdot \ldots \cdot (s - 1)^2 \cdot s.
\]

Thus, we have

\[1! \cdot 2! \cdot 3! \cdot \ldots \cdot s! = \prod_{j=1}^{s} j^{s-j+1}.
\]

Then

\[p(k, s) := k! \cdot (k + 1)! \cdot \ldots \cdot s!
\]

\[= 2^{s-k+1} \cdot \ldots \cdot k^{s-k+1} \cdot (k + 1)^{s-k} \cdot \ldots \cdot (s - 1)^2 \cdot s.
\]

Consequently,

\[(7) \quad k! \cdot (k + 1)! \cdot \ldots \cdot s! = \prod_{j=1}^{k} j^{s-k+1} \prod_{j=k+1}^{s} j^{s-j+1}.
\]

Formula (6) is a partial case of (7). If $k = 1$ in (7), then

\[\prod_{j=1}^{1} j^{s-j+1} = 1.
\]

**Lemma 8.** For every $i \in \overline{1, n}$, the number of $i$-invertible $n$-ary operations on a set $Q$ of order $m$ is $(m!)^{m^{n-1}}$, where $m > 1$ and $n \geq 1$.

**Proof:** Let $Q$ be an arbitrary set, $m := |Q| < \infty$ and $S_Q$ be a group of all bijective mappings of $Q$ upon $Q$. Therefore $|S_Q| = m!$. If $f$ is an $i$-invertible $n$-ary operation on $Q$, then the transformation $\alpha_i$ such that

\[\alpha_i(x) := f(a_1, \ldots, a_{i-1}, x, a_{i+1}, \ldots, a_n)
\]
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is a bijective mapping of $Q$ upon $Q$, i.e., every bijection from $S_Q$ has this form.

Define a mapping $\lambda_i : Q^{n-1} \to S_Q$ in the following way:

$$\lambda_i(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n)(x) := f(x_1, \ldots, x_{i-1}, x, x_{i+1}, \ldots, x_n).$$

This relationship establishes biunique correspondence between $i$-invertible $n$-ary operations on $Q$ and mappings of $Q^{n-1} \to S_Q$. It is clear that $|Q^{n-1}| = m^{n-1}$.

Therefore $|\Lambda_i| = (m!)^{m^{n-1}}$, where

$$\Lambda_i = \{\lambda_i : \lambda_i : Q^{n-1} \to S_Q\}.$$

We have shown that the number of all bijections from $\Lambda_i$ and the number of $i$-invertible $n$-ary operations on $Q$ are the same and it is $(m!)^{m^{n-1}}$. □

Example 2. For some cases, the truth of the statement of Lemma 8 is evident. In the case when $m$ is an arbitrary and $n = 1$, every invertible unary operation is a bijective mapping of $Q$ upon $Q$, so their number is $m!$. In the case $m = 2$ and $n = 2$, there exist exactly 6 complete binary Boolean operations (complete squares of order 2). There are 4 left (right) invertible operations among them, including 2 quasigroups. In the case $m = 2$ and $n = 3$, every slice of a cube of order two is a square of order two, therefore we can find all ternary 1-invertible Boolean operations using binary 1-invertible operations. Since their number is 4, the number of all 1-invertible ternary Boolean operations is $4^2 = 16$.

Note that intersection of all sets of 1-, 2-, ..., $n$-invertible $n$-ary operations on $Q$ is a class of all $n$-ary quasigroups on $Q$.

A $k$-tuple of $n$-ary operations $f_1, \ldots, f_k$, $k < n$, constructed by (4) is called prolongation of a $k$-tuple of orthogonal $k$-ary operations $h_1, \ldots, h_k$ to a $k$-tuple of $n$-ary operations, where $p_1, \ldots, p_k$ are arbitrary 1-invertible $(n - k + 1)$-ary operations. Besides, it is proved that each of the prolongations is a $k$-tuple of orthogonal $n$-ary operations, see [8].

Lemma 9. For every $s$-tuple of orthogonal $k$-ary operations on a set $Q$ of order $m$, $k \geq 2$, $s \leq k$, $k < n$, $m \geq 2$, there exist exactly $(m!)^s m^{n-k}$ different prolongations to an $s$-tuple of orthogonal $n$-ary operations.

In the case $k = n$, we obtain orthogonal $k$-ary operations again.

Proof: In order to prolong $s$-tuple of orthogonal $k$-ary operations on $Q$ of order $m$ by (4), we have to take an $s$-tuple of 1-invertible $(n - k + 1)$-ary operations, besides some operations of this tuple can coincide. By Lemma 8, the number of 1-invertible $(n - k + 1)$-ary operations is $(m!)^{m^{n-k}}$, therefore the number of $s$-tuples of 1-invertible $(n - k + 1)$-ary operations is $(m!)^s m^{n-k}$. □

If $s = k$, then there are $(m!)^k m^{n-k}$ different prolongations of a $k$-tuple of orthogonal $k$-ary operations to a $k$-tuple of orthogonal $n$-ary operations.
5. Estimations of the number of complements of $\delta$-retractly orthogonal operations

The number of complements of a given tuple of orthogonal $n$-ary operations to an $n$-tuple of orthogonal $n$-ary operations is unknown, but we can find some of its estimations.

Two complements of the same tuple of orthogonal operations will be called different, if they differ in at least one operation. For arbitrary $\sigma \in S_n$, $k$-tuples of operations $f_1, \ldots, f_k$ and $f_{1\sigma}, \ldots, f_{k\sigma}$ are assumed to be the same.

Trivial complements. The simplest and the most studied complements of orthogonal operations are trivial complements. To construct trivial complements, it is enough to have only operations which are one-sided invertible in all different places not belonging to $\delta$ and we add exactly one operation for every step. Recall that if $\pi = \{1\}, \{2\}, \ldots, \{n\}$ in Algorithm 1, then we have an algorithm for complementing an $n$-ary $n$-invertible operation to an $n$-tuple of orthogonal $n$-ary operations which trivially follows from the algorithm for construction of orthogonal operations from [3]. Some modifications of this algorithm were considered in [11], i.e., for all other trivial partitions of the set $1, n$. All these algorithms are partial cases of a block-wise recursive algorithm when the partitions are trivial and they are called trivial recursive algorithms.

Combining Algorithm 1 with a trivial recursive algorithm, we formulate an algorithm for trivial complementing.

Algorithm 2. Let $g_{i_1}, \ldots, g_{i_k}$ be $\delta$-retractly orthogonal $n$-ary operations, where $\delta = \{i_1, \ldots, i_k\} \subset 1, n$.

Operations $g_{i_{k+1}}, \ldots, g_n$ are constructed by the following items:

r$_0$) choose arbitrary $n$-ary operations $f_{i_{k+1}}, \ldots, f_i$ such that for all $r \in 1, n-k$ the operation $f_{i_{k+r}}$ is $i_{k+r}$-invertible and permutations $\tau_1 \in S_\delta$, $\tau_2 \in S_{\delta \cup \{i_{k+1}\}}$, $\tau_{n-k} \in S_{\delta \cup \{i_{k+1}\} \cup \cdots \cup \{i_{n-k}\}}$;

1) the first operation $g_{i_{k+1}}$ is constructed by

$$g_{i_{k+1}}(x_1, \ldots, x_n):= f_{i_{k+1}}(t_1, \ldots, t_n),$$

where

$$t_s := \begin{cases} g_{s\tau_1}(x_1, \ldots, x_n) & \text{if } s \in \delta, \\ x_s & \text{otherwise}; \end{cases}$$

r) the operation $g_{i_{k+r}}$, $r = 2, \ldots, n-k$, is constructed by

$$g_{i_{k+r}}(x_1, \ldots, x_n):= f_{i_{k+r}}(t_1, \ldots, t_n),$$

where

$$t_s := \begin{cases} g_{s\tau_{r-1}}(x_1, \ldots, x_n) & \text{if } s \in \delta \cup \{i_{k+1}\} \cup \cdots \cup \{i_{k+r-1}\}, \\ x_s & \text{otherwise}. \end{cases}$$
Corollary 10. Every $k$-tuple of $\delta$-retractly orthogonal $n$-ary operations, where $|\delta| = k$, is trivially complementable (i.e., by Algorithm 2) to an $n$-tuple of orthogonal $n$-ary operations.

Proof: If in Algorithm 1, blocks $\pi_2, \ldots, \pi_q$ are singletons, then $q = n - k + 1$. Denoting $\pi_2 := \{i_{k+1}\}, \ldots, \pi_{n-k+1} := \{i_n\}$, we have a defining partition $\pi' = \{\delta, \{i_{k+1}\}, \ldots, \{i_n\}\}$ of the set $\pi$. Algorithm 2 is obtained by reformulating Algorithm 1 for $\pi'$. By virtue of Theorem 7, a tuple of operations constructed by Algorithm 2 is a complement of a given $k$-tuple of $\delta$-retractly orthogonal $n$-ary operations to an $n$-tuple of orthogonal $n$-ary operations. Since for any integer $n$ and for any $k \in \pi$, there exists an $(n-k)$-tuple of $i_{k+1}$-...,$i_n$-invertible operations, every tuple of $\delta$-retractly orthogonal $n$-ary operations is complementable by Algorithm 2 to an $n$-tuple of orthogonal $n$-ary operations. $\square$

Estimation. Let $c_n(k,s;m)$ refer to the number of all different complements constructed by Algorithm 1 of a $k$-tuple of $\delta$-retractly orthogonal $n$-ary operations on $Q$ to an $s$-tuple of orthogonal $n$-ary operations, and $c_n(k,s;m)$ denote the number of all different trivial complements of a $k$-tuple of $\delta$-retractly orthogonal $n$-ary operations on a set $Q$ to an $s$-tuple of orthogonal $n$-ary operations, where $|Q| = m$, $|\delta| = k$, $k < s \leq n$.

Theorem 11. Let $m = |Q|$, $k = |\delta|$, $k \geq 1$, $n \geq 2$, $m \geq 2$ and $1 \leq r \leq n - k$. Then

$$\frac{(m!)^{rm^{n-1}}}{r!} < c_n(k,k+r;m) < \frac{(n-k)!(m!)^{rm^{n-1}}}{(n-k-r)!} \prod_{j=1}^{k} j^r \prod_{j=k+1}^{k+r} j^{k+r-j}.$$  

Proof: Suppose $\delta = \{i_1, \ldots, i_k\}$ and $(g_{i_1}, \ldots, g_{i_k})$ is an arbitrary fixed ordered $k$-tuple of $\delta$-retractly orthogonal $n$-ary operations on $Q$. By Theorem 5, this tuple of operations is orthogonal.

Let us find the lower bound of $c_n(k,k+r;m)$, where $1 \leq r \leq n - k$. Suppose for every $q \in \overline{1,r}$,

$$\Delta := \delta \cup \{i_{k+1}\} \cup \cdots \cup \{i_{k+r-1}\}.$$  

Note that if $q = 1$, then $i_{k+q-1} = i_k$. Therefore $i_k \in \delta$ implies $\Delta = \delta$.

For arbitrary $i_{k+q}$-invertible $n$-ary operation $f_{i_{k+q}}$, we construct $n$-ary operation $g_{i_{k+q}}$ by

$$g_{i_{k+q}}(x_1, \ldots, x_n) := f_{i_{k+q}}(t_1, \ldots, t_n), \quad q = 1, \ldots, r,$$

where $i_{k+q} \in \overline{1,n}\setminus\delta \cup \{i_{k+1}\} \cup \cdots \cup \{i_{k+r-1}\}$ and

$$t_i := \begin{cases} g_i & \text{if } i \in \Delta, \\ x_i & \text{if } i \notin \Delta. \end{cases}$$
By Algorithm 2 and Corollary 10, the tuple \((g_{i_1}, \ldots, g_{i_k}, g_{i_{k+1}}, \ldots, g_{i_{k+q}})\) is orthogonal. Remark that for every \(q \in \mathbb{T}, r\), we add exactly one operation using an \(i_{k+q}\)-invertible \(n\)-ary operation.

Suppose \((g_{i_1}, \ldots, g_{i_k}, g_{i_{k+1}}, \ldots, g_{i_{k+q-1}}, g'_{i_{k+q}})\) is another tuple of orthogonal operations, where \(g'_{i_{k+q}}\) is constructed by (8) from another \(i_{k+q}\)-invertible operation \(f'_{i_{k+q}}\):

\[
g'_{i_{k+q}}(x_1, \ldots, x_n) := f'_{i_{k+q}}(t_1, \ldots, t_n).
\]

Show that

\[
(g_{i_1}, \ldots, g_{i_k}, g_{i_{k+1}}, \ldots, g_{i_{k+q-1}}, g_{i_{k+q}}) \\
\neq (g_{i_1}, \ldots, g_{i_k}, g_{i_{k+1}}, \ldots, g_{i_{k+q-1}}, g'_{i_{k+q}})
\]

if and only if \(f_{i_{k+q}} \neq f'_{i_{k+q}}\).

Indeed, suppose

\[
(g_{i_1}, \ldots, g_{i_k}, g_{i_{k+1}}, \ldots, g_{i_{k+q-1}}, g_{i_{k+q}}) \\
= (g_{i_1}, \ldots, g_{i_k}, g_{i_{k+1}}, \ldots, g_{i_{k+q-1}}, g'_{i_{k+q}}),
\]

so \(g_{i_{k+q}} = g'_{i_{k+q}}, \quad \text{i.e.,} \quad f_{i_{k+q}}(t_1, \ldots, t_n) = f'_{i_{k+q}}(t_1, \ldots, t_n)\). Because the tuple \((g_{i_1}, \ldots, g_{i_k}, g_{i_{k+1}}, \ldots, g_{i_{k+q}})\) is orthogonal, it takes all values from \(Q^{k+q}\). This means that the tuple \((t_1, \ldots, t_n)\) takes all values from \(Q^n\). Therefore, \(f_{i_{k+q}} = f'_{i_{k+q}}\). The inverse statement is evident.

Thus for every \(q \in \mathbb{T}, r\), the number of all different complements of a \((k+q-1)\)-tuple of orthogonal operations constructed by (8) via \(i_{k+q}\)-invertible operation is equal to the number of all \(i_{k+q}\)-invertible \(n\)-ary operations on \(Q\) of order \(m\) and it is \((m!)^{n-1}\) according to Lemma 8. Consequently, there exist at least \((m!)^{n-1}\) different complements of a \((k+q-1)\)-tuple of orthogonal \(n\)-ary operations to a \((k+q)\)-tuple of orthogonal \(n\)-ary operations.

We iterate these steps \(r\) times until we reach a \((k+r)\)-tuple of orthogonal \(n\)-ary operations and therefore the number of tuples of the form

\[
(f_{i_1}, \ldots, f_{i_k}, g_{i_{k+1}}, \ldots, g_{i_{k+r}})
\]

is \((m!)^{n-1}\) \(r\). Suppose among constructed tuples of operations there exists one more tuple \((g'_{i_{k+1}}, \ldots, g'_{i_{k+r}})\) such that

\[
(g'_{i_{k+1}}, \ldots, g'_{i_{k+r}}) = (g_{i_{(k+1)\sigma}}, \ldots, g_{i_{(k+r)\sigma}}),
\]

where \(\sigma \in S_r\), i.e., we obtain the same complement twice. The maximal number of all possible repetitions is \(r!\). Consequently,

\[
c_n(k, k+r; m) > \frac{(m!)^{n-1}}{r!}.
\]
Now we consider the upper bound of $c_n(k, k + r; m)$. Using permutations from the sets $S_\delta, S_{\delta \cup \{i_{k+1}\}}, \ldots, S_{\delta \cup \{i_{k+r-1}\}}$, we also receive orthogonal operations by the block-wise recursive algorithm. Since

$$|S_\delta| = k!, \quad |S_{\delta \cup \{i_{k+1}\}}| = (k + 1)!, \quad \ldots, \quad |S_{\delta \cup \{i_{k+1}\} \cup \ldots \cup \{i_{k+r-1}\}}| = (k + r - 1)!,$$

we have also

$$k! \cdot (k + 1)! \cdot \ldots \cdot (k + r - 1)! = \prod_{j=1}^{k} j^r \prod_{j=k+1}^{k+r} j^{k+r-j}. \quad (7)$$

ways for constructing the complements.

For every $q \in \{1, r\}$, $k+q \in \{1, n \setminus \Delta\}$, therefore there exist $n - k - q + 1$ ways to choose $i_{k+q}$, i.e.,

$$(n - k) \cdot \ldots \cdot (n - k - r + 1) = \frac{(n - k)!}{(n - k - r)!}$$

ways to choose a tuple $(i_{k+1}, \ldots, i_{k+r})$ without repetitions of its elements. Since for every $i, j \in \{1, n\}, i \neq j$, the classes of $i$-invertible and $j$-invertible $n$-ary operations have a nonempty intersection, we have inequality

$$c_n(k, k + r; m) < \frac{(n - k)! (m!)^{rm_n - 1}}{(n - k - r)!} \prod_{j=1}^{k} j^r \prod_{j=k+1}^{k+r} j^{k+r-j}.$$

Therefore,

$$\frac{(ml)^{rm_n - 1}}{r!} = (ml)^{m_n - 1}$$

and

$$\frac{(n - k)! (ml)^{rm_n - 1}}{(n - k - r)!} \prod_{j=1}^{k} j^r \prod_{j=k+1}^{k+r} j^{k+r-j} = (n - k)! (ml)^{m_n - 1}.$$

□
For complementing an \((n - 1)\)-tuple of \(\delta\)-retractly orthogonal \(n\)-ary operations, where \(|\delta| = n - 1\), to an \(n\)-tuple of orthogonal \(n\)-ary operations, we find more precise estimations in the following statement.

**Corollary 13.** Let \(m = |Q|\), \(m \geq 2\), \(n \geq 2\) and \(|\delta| = n - 1\). Then

\[
(m!)^{n-1} \leq \mathcal{C}_n(n-1, n; m) \leq (n-1)!(m!)^{n-1}.
\]

**Proof:** In Theorem 11, the equality \(k = n - 1\) implies \(r = n - (n - 1) = 1\). In this case, any possible complementing is a trivial complementing. That is why \(\mathcal{C}_n(n-1, n; m) = \mathcal{C}_n(n-1, n; m)\). By Corollary 12, its lower bound is \((m!)^{n-1}\) and its upper bound is \((n-1)!(m!)^{n-1}\).

From the proof of Theorem 11, an \(n\)-ary operation \(g_{i_n}\) is uniquely constructible by an \(i_n\)-invertible operation \(f_{i_n}\). Consequently, an ordered tuple \((g_{i_1}, \ldots, g_{i_k})\) is uniquely complementable by (8). Therefore, we have non-strict inequalities for \(\mathcal{C}_n(n-1, n; m)\).

**Example 3.** Consider complements of binary Boolean operations. Putting \(n = 2\) and \(m = 2\) in (9), we have

\[4 \leq \mathcal{C}_2(1, 2; 2) \leq 4,\]

consequently, \(\mathcal{C}_2(1, 2; 2) = 4\).

This can also be easily verified using superimposition of the corresponding squares: every left (right) invertible binary Boolean operation has 4 complements. Since there are 4 left (right) invertible Boolean operations, these complements are constructible by Algorithm 2.

Also we specify Theorem 11 for estimations of the number of complements of a \(k\)-tuple of \(\delta\)-retractly orthogonal \(n\)-ary operations to an \(n\)-tuple of orthogonal operations.

**Corollary 14.** Let \(m = |Q|\), \(k = |\delta|\), \(k \geq 1\), \(n \geq 3\), \(m \geq 2\) and \(k < n\). Then

\[
\frac{(m!)^{(n-k)m^{n-1}}}{(n-k)!} \leq \mathcal{C}_n(k, n; m) \leq (n-k)!(m!)^{(n-k)m^{n-1}} \prod_{j=1}^k j^{n-k} \prod_{j=k+1}^n j^{n-j}.
\]

**Proof:** By Theorem 11, if \(k + r = n\), then

\[
\frac{(n-k)!(m!)^r m^{n-1}}{(n-k-r)!} \prod_{j=1}^{k+r} j^r \prod_{j=k+1}^{j+k+r-j} j^{k+r-j} = \frac{(n-k)!(m!)^{(n-k)m^{n-1}}}{(n-n)!} \prod_{j=1}^k j^{n-k} \prod_{j=k+1}^n j^{n-j}
\]

\[
= (n-k)!(m!)^{(n-k)m^{n-1}} \prod_{j=1}^k j^{n-k} \prod_{j=k+1}^n j^{n-j}.
\]
and
\[
\frac{(m!)^{r}m^{n-1}}{r!} = \frac{(m!)^{(n-k)m^{n-1}}}{(n-k)!}.
\]

As noted in the proof of Theorem 11, we cannot even calculate the number of trivial complements directly. If we suppose that for different parameters, some complements of the same tuple of operations coincide, then this leads to series of functional equations. Remark that solutions of some functional equations are given in [1] and on arbitrary set in [12].

In order to find the number of all complements of a \( k \)-tuple of \( \delta \)-rettractly orthogonal \( n \)-ary operations to an \( n \)-tuple of orthogonal \( n \)-ary operations, we have to calculate the number of complements for all possible partitions of \( \overline{1,n} \), where the first block is \( \delta \), and then to omit all repetitions.

Since Algorithm 1 is a partial case of Algorithm 2, Theorem 11 and its corollaries give also the lower bound of the number \( \mathfrak{C}(k, k + r; m) \) of all complements.

6. Complements of orthogonal operations to greater arity and their estimation

In view of the composition algorithm, an algorithm for complementing a \( k \)-tuple of orthogonal \( k \)-ary operations to an \( n \)-tuple of orthogonal \( n \)-ary operations can be formulated. Note that additional restrictions on a given \( k \)-tuple are not imposed.

If \( \delta = \{i_1, \ldots, i_k\} \subset \overline{1,n} \) and \( \sigma \in S_n \), then
\[
\sigma\delta := \{(i_1)\sigma^{-1}, \ldots, (i_k)\sigma^{-1}\}.
\]

Algorithm 3. Let \( \delta \subset \overline{1,n} \) and \( h_1, \ldots, h_k \) be \( k \)-ary orthogonal operations, where \( k \geq 2 \). Operations \( g_{i_{k+1}}, \ldots, g_{i_n} \) are constructed by the following items:

1) choose 1-invertible \((n-k+1)\)-ary operations \( p_1, \ldots, p_k \) and a permutation \( \sigma \in S_n \) such that \( \sigma^{-1}\delta = \overline{1,k} \);
2) operations \( f_1, \ldots, f_k \) are constructed by (4);
3) operations \( g_{i_1}, \ldots, g_{i_k} \) are obtained from \( f_1, \ldots, f_k \) in the following way:
\[
g_{i_1} := \sigma f_1, \ldots, g_{i_k} := \sigma f_k;
\]
4) implementation of Algorithm 1.

Theorem 15. Algorithm 2 constructs a complement for a \( k \)-tuple of orthogonal \( k \)-ary operations to an \( n \)-tuple of orthogonal \( n \)-ary operations. Besides, every \( k \)-tuple of orthogonal \( k \)-ary operations is complementable by Algorithm 3 to an \( n \)-tuple of orthogonal \( n \)-ary operations.
Proof: Steps 1)–3) of the Algorithm 3 construct a tuple of \( \delta \)-retractly orthogonal operations. By virtue of Algorithm 1 and Theorem 7, we can find a complement of this tuple to an \( n \)-tuple of orthogonal \( n \)-ary operations.

The second part of the theorem follows from the existence of a \( k \)-tuple of \((n - k + 1)\)-ary 1-invertible operations and Theorem 10.

Lemma 9 and Corollary 14 of Theorem 11 imply the following statement.

**Theorem 16.** Let \( k < n \), \( k \geq 2 \), \( n \geq 3 \) and \( m \geq 2 \). The number of all complements constructed by Algorithm 3 of a given \( k \)-tuple of orthogonal \( k \)-ary operations to an \( n \)-tuple of orthogonal \( n \)-ary operations is greater than

\[
\frac{(m!) (n-k)m^{n-1} + km^{n-k}}{(n-k)!}.
\]

**Proof:** In order to obtain \( \delta \)-retractly orthogonal operations from \( \overline{1, k} \)-retractly orthogonal operations by step 3) of Algorithm 3, we have to apply \( \sigma \in S_n \) such that \( ^\sigma \overline{1, k} = \overline{\delta} \). Suppose \( f_1, \ldots, f_k \) are \( \overline{1, k} \)-retractly orthogonal \( n \)-ary operations and \( g_1, \ldots, g_k \) are \( \delta \)-retractly orthogonal \( n \)-ary operations. The equality

\[
\{f_1, \ldots, f_k\} = \{^\sigma g_1, \ldots, ^\sigma g_k\}
\]

establishes biunique correspondence between the class of \( \overline{1, k} \)-retractly orthogonal \( n \)-ary operations and the class of \( \delta \)-retractly orthogonal \( n \)-ary operations. Consequently, the number of \( \overline{1, k} \)-retractly orthogonal \( n \)-ary operations and the number of \( \delta \)-retractly orthogonal \( n \)-ary operations are the same.

By Lemma 9, the number of different \( k \)-tuples of \( n \)-ary operations constructed by step 2) of Algorithm 3 is \( (m!)^{kn^{n-k}} \). According to Corollary 14 of Theorem 11, the lower bound of the number of complements of retractly orthogonal operations is

\[
\frac{(m!) (n-k)m^{n-1}}{(n-k)!}.
\]

These imply the truth of the theorem.

**Conclusion.** The found estimations can be improved in further research. Note that if \( n - k = 1 \), then more precise estimations are found in Corollary 13. For arbitrary \( k < n - 1 \), the problems of finding the upper bound of the number of all complements of

- a given \( k \)-tuple of \( \delta \)-retractly orthogonal \( n \)-ary operations to an \( n \)-tuple of orthogonal \( n \)-ary operations,
- a given \( k \)-tuple of orthogonal \( k \)-ary operations to an \( n \)-tuple of orthogonal \( n \)-ary operations

remain open.
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