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Abstract. A new hybrid of block-pulse functions and Boubaker polynomials is constructed
to solve the inequality constrained fractional optimal control problems (FOCPs) with qua-
dratic performance index and fractional variational problems (FVPs). First, the general
formulation of the Riemann-Liouville integral operator for Boubaker hybrid function is pre-
sented for the first time. Then it is applied to reduce the problems to optimization problems,
which can be solved by the existing method. In this way we find the extremum value of
FOCPs without adding slack variables to inequality trajectories. Also we show that if the
number of bases is increased, the used approximations in this method are convergent. The
applicability and validity of the method are shown by numerical results of some examples,
moreover, a comparison with the existing results shows the preference of this method.

Keywords: fractional optimal control problems; fractional variational problems; Riemann-
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1. Introduction

A branch of optimization theory is the calculus of variations and the queen Dido’s

problem has been considered as an important example. Some scientists such as

Newton and Galileo have worked on this problem and the calculus of variations of

a functional was proposed by some researchers such as Bernoulli brothers, Leibniz,

Euler and Lagrange to solve those problems. In a large number of problems arising in

physics, mechanics, geometry, control theory and others, it is necessary to determine

the maximum or minimum of a certain functional. Optimal control and variational

problems are two classes of these kinds of problems and the importance of these
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fields motivated many researchers to consider them. The problems of integer order

dynamic system have occurred in engineering, science, geometry and many other

fields and the researchers have widely worked on this topic [36], [43], [64], however

they have considered the area of fractional problems during last few decades. The

application of fractional optimal control problems can be found in engineering and

physics. For example, it has been shown that materials with memory and hereditary

effects, and dynamical processes, including gas diffusion and heat conduction, in

fractal porous media have more accurate models by fractional-order models than

integer-order models [23], [49], [57].

The general definition of an optimal control problem requires extremizing of a per-

formance index over an admissible set of control and state functions. The system

should be solved subject to constrained dynamics and state and control variables.

A great number of numerical methods for solving optimal control problems (OCPs)

have been considered and classified as direct methods or indirect ones. In the most

direct methods, OCPs are transformed to a nonlinear programming problem (NLP),

which can be solved numerically via collocation method. In fact the state and control

variables are approximated by a set of trial functions and then the dynamical sys-

tems and constraints are collocated at a specified set of points in the solution domain.

Among direct collocation nonlinear programming methods, pseudospectral methods

are more popular due to their simple structures and globally interpolated scheme.

The used collocation points are generally based on Gaussian quadrature rules in the

most pseudospectral methods while basic functions are commonly Chebyshev [19] or

Legendre [13]. Since costate variables for most direct methods are not estimated,

it is pretty hard to determine whether the obtained numerical solutions satisfy the

necessary conditions for optimal control problem. In contrast to direct methods, an

optimal control problem is transferred into a two-point boundary value problem in in-

direct methods using variational principle or Pontryagain’s maximum principle [11].

Some different methods such as shooting methods, generating function methods and

finite difference methods are proposed to solve the corresponding two-point boundary

value problem. To find further details refer to [22], [38], [48].

However, these suggested methods can be applied to solve nonlinear optimal con-

trol problems too, but the problem can also be converted into a sequence of quadratic

programming problems with help of quasilinearization techniques [31]. The conver-

gence of quasilinearization techniques depends on the initial guesses, and for most

practical engineering problems finding the good guesses is not easy. Penalty func-

tion methods and Lagrangian multiplier methods can be mentioned as two most

efficient methods to solve constrained optimal control problems. In penalty function

methods [24], the product of the penalty index and the penalty function is added

to the cost functional and a good choice requires lots of practical experience, so im-
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proper selection may make it difficult to converge. In Lagrangian multiplier methods,

constraints are added into the Hamiltonian function with help of Lagrangian multi-

pliers. Thus constraints can be strictly satisfied and can be taken as an advantage

over penalty function methods [31]. These methods can be expanded to solve the

fractional optimal control problems as well. The optimality conditions for fractional

optimal control problems have been under development by now, for example Agrawal

presented a general formulation for this problem with Riemann-Liouville derivative

in [2] and also a numerical algorithm to solve it in [6]. Since the dynamic constraints

of this problem involve fractional differential equations, finding exact analytic solu-

tions of the Hamiltonian system is difficult. Therefore, finding accurate numerical

methods to solve different types of fractional optimal control problems has gained

much attention recently. Some are listed as follow:

⊲ Quadratic numerical scheme (Agrawal, 2007 [3]).

⊲ Eigen functions method (Agrawal, 2008 [5]).

⊲ Bernstein polynomials operational matrices (Alipour et al., 2013 [7]).

⊲ A discrete method (Almeida and Torres, 2015 [8]).

⊲ Legendre operational technique (Bhrawy and Ezz-Eldien, 2016 [10]).

⊲ Bernoulli polynomials method (Keshavarz et al., 2016 [26]).

⊲ Legendre orthonormal basis method (Lotfi et al., 2013 [35]).

⊲ Hybrid of block-pulse functions and Bernoulli polynomials (Mashayekhi and Raz-

zaghi, 2018 [41]).

⊲ Bernstein operational matrix method (Nemati et al., 2016 [45]).

⊲ Boubaker polynomials method (Rabiei et al., 2017 [50]).

⊲ Fractional Boubaker method (Rabiei et al., 2018 [51]).

⊲ Bessel collocation method (Tohidi and Nik, 2015 [58]).

⊲ Rational approximation method (Tricaud and Chen, 2010 [59]).

⊲ The hybrid of block-pulse functions and Taylor polynomials method (Yonthanthum

et al., 2018 [65]).

⊲ Legendre multiwavelet collocation method (Yousefi et al., 2011 [67]).

⊲ A Legendre collocation method (Zaky, 2018 [68]).

However, few works are devoted to optimal control problems with only the in-

equality conditions and these sorts of problems are considered as examples of general

form in the most papers listed above, but the theory of trajectory inequality con-

straints was introduced by Dreus [14] and in [42] authors considered the difficulties

of the presence of an inequality constraint. These problems arise in many fields of

engineering such as human-operated bridge crane [29], design of robust nonlinear

controllers based on both the conventional and hierarchical sliding mode techniques

for double-pendulum overhead crane systems [60], optimal control of feedback lin-
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earizable dynamical systems [21], Van der Pol oscillator problem [34] and Breakwell

problem [62].

Regarding FVPs, Euler-Lagrange equations for the variational problems with frac-

tional derivatives were introduced by Riewe [53], [54] for the first time. In [1], the

fractional Euler-Lagrange equation has been obtained for fractional variational prob-

lems. In [44] the formulation of Hamiltonian equations for fractional variational prob-

lems is proposed. A general finite element formulation for a class of FVPs is proposed

by Agrawal. The necessary and sufficient optimality conditions for problems of the

fractional calculus of variations with a Lagrangian depending on the free-end-points

are achieved by Malinowska and Torres [37]. A discrete-time fractional calculus of

variations on the time scale is presented for solving FVPs in [9]. Necessary condi-

tions for fractional variational problems with completely free boundary conditions

are proposed by Yousefi et al. [66]. The fractional discrete Euler-Lagrange equation

and the fractional variational integrators for a class of fractional variational problems

are presented in [63]. A general fractional Chebyshev finite difference formulation

for solving FVPs is used in [28]. A wide classes of FVPs are solved via an approx-

imate formula for the Caputo fractional derivative using the Rayleigh-Ritz method

and the chain rule. In [18], the operational matrix of shifted Legendre orthonormal

polynomials is applied for solving FVPs.

In the present paper, we have considered our previous works [50] and [51], in which

Boubaker and fractional order Boubaker polynomials give a very good approximate

solution for fractional optimal control problems in comparison to the other polyno-

mials. This advantage results from the presence of fewer terms in each Boubaker

polynomial compared with the other polynomials and also the sparse operational

matrices of these polynomials. In addition we have noticed that these polynomials

are not a good choice for solving some problems and piecewise polynomial approxi-

mation will give better results than the smooth one and this fact has motivated us to

construct them and their operational matrices to show the effectiveness of piecewise

version of these polynomials. The organization of the current article is as follows.

We introduce some basic definitions needed later. Section 3 is devoted to the

Boubaker polynomials, constructing the new hybrid functions of block pulse, and to

Boubaker polynomials and their application to approximate functions. In Section 4

we find the Riemann-Liouville fractional integral operator on these functions without

using any approximation and this is the power point of this work. The problems

statement is presented in Section 5 and the analysis of the approximation error for

solving is stated in Section 6. Our numerical results and numerical examples are

included in Section 7. A conclusion is given in Section 8.
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2. Preliminaries and notation

In this section, some necessary definitions and mathematical preliminaries are

given.

Definition 2.1. The Laplace transform F (s) of a locally integrable function f(t)

is defined by [55]

(2.1) L[f(t)] =

∫ ∞

0

e−stf(t) dt,

where s is a complex number, and this operator has the following properties:

(1) L[λ1f1(t) + λ2f2(t)] = λ1L[f1(t)] + λ2L[f2(t)],

(2) L[f(t− a)u(t− a)] = e−asF (s),

(3) L[f ⋆ g] = L[f(t)]L[g(t)],

where λ1, λ2, and a are constants, u(t) is the Heaviside step function and f ⋆ g is

the convolution of two functions f and g.

Definition 2.2. The Riemann-Liouville fractional integral of order α is defined

as [30]

(2.2) Iαf(t) =







1

Γ(α)

∫ t

0

f(s)

(t− s)1−α
ds =

1

Γ(α)
tα−1 ⋆ f(t), α > 0, t > 0,

f(t), α = 0.

Definition 2.3. Caputo’s fractional derivative of order α is defined as [30]

(2.3) Dαf(t) =
1

Γ(n− α)

∫ t

0

f (n)(s)

(t− s)α+1−n
ds, n− 1 < α 6 n, n ∈ N,

with the following properties:

(1) IαDαf(t) = f(t)−
n−1
∑

i=0

f (i)(0)ti/i!,

(2) Dαc = 0,

(3) Dα(λ1f1(t) + λ2f2(t)) = λ1D
αf1(t) + λ2D

αf2(t),

where c, λ1, and λ2 are constants.
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3. Hybrid of block-pulse functions and Boubaker polynomials

In this section we define the hybrid of block-pulse functions and Boubaker poly-

nomials. Hybrid functions bnm(t), n = 1, 2, . . . , N , m = 0, 1, . . . ,M, are defined on

the interval [0, tf ) as

(3.1) bnm(t) =







Bm

(N

tf
t− n+ 1

)

, t ∈
[n− 1

N
tf ,

n

N
tf

)

,

0, otherwise,

where n and m are the orders of the block-pulse functions and the Boubaker poly-

nomials, respectively.

In equation (3.1), Bm(t) is the Boubaker polynomial of order m, which can be

defined by [25]

(3.2) Bm(t) =

⌊m/2⌋
∑

r=0

(−1)r
(

m− r

r

)

m− 4r

m− r
tm−2r, m > 1,

where ⌊·⌋ is the floor function.
The Boubaker polynomials also satisfy the recursive relation

Bm(t) = tBm−1(t)−Bm−2(t), m > 2,

and the first few Boubaker polynomials are

B0(t) = 1, B1(t) = t, B2(t) = t2 + 2, B3(t) = t3 + t, . . .

Theorem 3.1. Suppose that Θ(t) = [B0(t), B1(t), . . . , BM (t)]⊤ is the vector of

Boubaker polynomials. Then there is an (M + 1)× (M + 1) matrix Ω such that

Θ(t+ 1) = ΩΘ(t).

P r o o f. First we write

(3.3) Θ(t) = ΛTM (t),

where

TM (t) = [1, t, . . . , tM ]⊤,

and Λ = (Υi,j)
M
i,j=0 is an (M + 1)× (M + 1) matrix.
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In view of

Bi(t) =

i
∑

j=i−2⌊i/2⌋

(−1)(i−j)/2

( i+j
2

i−j
2

)

2j − i
1
2 (i+ j)

tj =

M
∑

j=0

Υi,jt
j ,

we can obtain the entries of the matrix Λ for i > 1, j = i− 2⌊i/2⌋, . . . , i, as in [51]

Υi,j =







0, if (i − j) is odd,

(−1)(i−j)/2

( i+j
2

i−j
2

)

2j − i
1
2 (i+ j)

, if (i − j) is even.

For B0(t) we have

Υ0,0 = 1, Υ0,j = 0, j = 1, . . . ,M.

Also we have

TM (t+ 1) = ΦTM (t),

where Φ is

Φ =















1 0 . . . 0

1 1 . . . 0

1 2 . . . 0
...

...
...
...

1
(

M
M−1

)

. . . 1















.

Hence, using equation (3.3), we can write

Θ(t+ 1) = ΛΦTM(t) = ΛΦΛ−1Θ(t).

�

Now it is enough to set Ω = ΛΦΛ−1.

3.1. Function approximation.

{b10(t), b20(t), . . . , bNM (t)} ⊂ L2[0, 1]

is a set of hybrid block-pulse functions and Boubaker polynomials and

Y = Span{b10(t), b20(t), . . . , bNM (t)}.

It is clear that Y is a complete subspace, so for an arbitrary element f(t) in L2[0, 1],

there is a unique best approximation f0(t) in Y such that (see [32])

∀ y ∈ Y, ‖f − f0‖ 6 ‖f − y‖.
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Since f0 ∈ Y, there exist unique coefficients a10, a20, . . . , aNM such that

(3.4) f(t) ≃ f0(t) =
M
∑

m=0

N
∑

n=1

anmbnm(t) = A⊤Ψ(t),

where A and Ψ(t) are N(M + 1)× 1 vectors given by

A⊤ = [a10, a20, . . . , aN0, a11, . . . , aN1, . . . , a1M , a2M , . . . , aNM ],

Ψ(t)⊤ = [b10(t), b20(t), . . . , bN0(t), b11(t), . . . , bN1(t), . . . ,(3.5)

b1M (t), b2M (t), . . . , bNM (t)].

Figure 1 shows graphs of Boubaker hybrid functions of the vector Ψ(t) for N = 4,

M = 2.

0.5

1

1.5

2

2.5

3

0.2 0.4 0.6 0.8 1
t

b1,i

b1,0

b1,1

b1,2

(a) The graphs of b1,i(t)

0.5

1

1.5

2

2.5

3

0.2 0.4 0.6 0.8 1
t

b2,i

b2,0

b2,1

b2,2

(b) The graphs of b2,i(t)

0.5

1

1.5

2

2.5

3

0.2 0.4 0.6 0.8 1
t

b3,i

b3,0

b3,1

b3,2

(c) The graphs of b3,i(t)

0.5

1

1.5

2

2.5

3

0.2 0.4 0.6 0.8 1
t

b4,i

b4,0

b4,1

b4,2

(d) The graphs of b4,i(t)

Figure 1. Curves of functions of Ψ(t) for N = 4, M = 2.
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4. Riemann-Liouville fractional integral for hybrid of block-pulse

functions and Boubaker polynomials

The Riemann-Liouville fractional integration of the vector Ψ(t) given in equa-

tion (3.5) is obtained by

(4.1) IαΨ(t) = Ψ̄(t),

where Ψ̄(t) is the N(M + 1)× 1 vector

Ψ̄(t)T = [Iαb10(t), I
αb20(t), . . . , I

αbN0(t), I
αb11(t), I

αb21(t), . . . ,

IαbN1(t), . . . , I
αb1M (t), Iαb2M (t), . . . , IαbNM (t)].

First, we write

bnm(t) = u(n−1)tf/N (t)Bm

(N

tf
t− n+ 1

)

− untf/N (t)Bm

(N

tf
t− n+ 1

)

,

where

uc(t) = u(t− c) =

{

1, t > c,

0, t < c.

Therefore,

(4.2) L[bnm(t)] = e−(n−1)tfs/NL
[

Bm

(N

tf
t
)]

− e−ntf s/NL
[

Bm

(N

tf
t+ 1

)]

.

Since the formula of Boubaker polynomials given in equation (3.2) is valid for m > 1,

we consider the following cases.

For m = 0,

L[bn0(t)] = e−(n−1)tfs/NL
[

B0

(N

tf
t
)]

− e−ntfs/NL
[

B0

(N

tf
t+ 1

)]

=
1

s
(e−(n−1)tfs/N − e−ntfs/N ),

and we have

L[Iαbn0(t)] =
1

sα+1
(e−(n−1)tf s/N − e−ntfs/N );

taking the Laplace inverse transform yields

Iαbn0(t) = L−1
[ 1

sα+1
(e−(n−1)tfs/N − e−ntf s/N )

]

=
(t− (n− 1)tf/N)α

Γ(α+ 1)
u(n−1)tf/N (t)− (t− ntf/N)α

Γ(α+ 1)
untf/N (t),
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which can be written as

Iαbn0(t) =































0, t ∈
(

−∞,
n− 1

N
tf

)

,

(t− (n− 1)tf/N)α

Γ(α+ 1)
, t ∈

[n− 1

N
tf ,

n

N
tf

]

,

(t− (n− 1)tf/N)α

Γ(α+ 1)
− (t− ntf/N)α

Γ(α+ 1)
, t ∈

[ n

N
tf ,∞

)

.

For m > 1, and the first term of the right-hand side of equation (4.2) we have

e−(n−1)tf s/NL
[

Bm

(N

tf
t
)]

= e−(n−1)tf s/NL

[⌊m/2⌋
∑

r=0

(−1)r
(

m− r

r

)

m− 4r

m− r

(N

tf

)m−2r

tm−2r

]

= e−(n−1)tf s/N

⌊m/2⌋
∑

r=0

(−1)r
(

m− r

r

)

m− 4r

m− r

(N

tf

)m−2r Γ(m− 2r + 1)

sm−2r+1
.

For the second term of the right-hand side of equation (4.2), it should be noticed

that we can write

Bm

(N

tf
t+ 1

)

=

M
∑

j=0

cmjBj

(N

tf
t
)

,

where cmj are the elements of the mth row of the matrix Ω obtained in Theorem 3.1.

Thus, we have

e−ntf s/NL
[

Bm

(N

tf
t+ 1

)]

= e−ntfs/NL

[

cm0 +

M
∑

j=1

cmjBj

(N

tf
t
)

]

= e−ntfs/N

(

cm0

s
+

M
∑

j=1

cmj

⌊j/2⌋
∑

r=0

(−1)r
(

j − r

r

)

j − 4r

j − r

(N

tf

)j−2r Γ(j − 2r + 1)

sj−2r+1

)

.

It is noticeable that cm0 cannot be combined with other coefficients cmj because of

the definition of equation (3.2), so for m > 1,

L[bnm(t)] = e−(n−1)tfs/N

⌊m/2⌋
∑

r=0

(−1)r
(

m− r

r

)

m− 4r

m− r

(N

tf

)m−2r Γ(m− 2r + 1)

sm−2r+1

− e−ntf s/N
cm0

s

− e−ntf s/N
M
∑

j=1

cmj

⌊j/2⌋
∑

r=0

(−1)r
(

j − r

r

)

j − 4r

j − r

(N

tf

)j−2r Γ(j − 2r + 1)

sj−2r+1
,
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and also,

L[Iαbnm(t)] = e−(n−1)tfs/N

⌊m/2⌋
∑

r=0

(−1)r
(

m− r

r

)

m− 4r

m− r

(N

tf

)m−2r Γ(m− 2r + 1)

sm−2r+1+α

− e−ntf s/N
cm0

sα+1

− e−ntf s/N
M
∑

j=1

cmj

⌊j/2⌋
∑

r=0

(−1)r
(

j − r

r

)

j − 4r

j − r

(N

tf

)j−2r Γ(j − 2r + 1)

sj−2r+1+α
.

Hence, using the Laplace inverse operator we have

Iαbnm(t) =

⌊m/2⌋
∑

r=0

(−1)r
(

m− r

r

)

m− 4r

m− r

(N

tf

)m−2r Γ(m− 2r + 1)

Γ(m− 2r + 1 + α)

×
(

t− (n− 1)tf
N

)m−2r+α

u(n−1)tf/N (t)

− cm0

Γ(α+ 1)

(

t− ntf
N

)α

untf/N (t)

−
M
∑

j=1

⌊j/2⌋
∑

r=0

cmj(−1)r
(

j − r

r

)

j − 4r

j − r

(N

tf

)j−2r

× Γ(j − 2r + 1)

Γ(j − 2r + 1 + α)

(

t− ntf
N

)j−2r+α

untf/N (t),

which can be written as

Iαbnm(t) =























0, t ∈
(

−∞,
n− 1

N
tf

)

,

(

t− (n− 1)tf
N

)α

dnm, t ∈
[n− 1

N
tf ,

n

N
tf

]

,

(

t− (n− 1)tf
N

)α

dnm −
(

t− ntf
N

)α

d̂nm, t ∈
[ n

N
tf ,∞

)

,

where

dnm =

⌊m/2⌋
∑

r=0

(−1)r
(m− r − 1)!

r!

m− 4r

Γ(m− 2r + 1 + α)

(N

tf

)m−2r(

t− (n− 1)tf
N

)m−2r

,

and

d̂nm =
cm0

Γ(α+ 1)

+

M
∑

j=1

⌊j/2⌋
∑

r=0

cmj(−1)r
(j − r − 1)!

r!

j − 4r

Γ(j − 2r + 1 + α)

(N

tf

)j−2r(

t− ntf
N

)j−2r

.
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Now, the obtained terms Iαbnm(t) and Iαbn0(t) are replaced in the vector introduced

in equation (4.1).

5. Problem statement

In the current section, we solve a class of fractional optimal control problems (a)

and the fractional variational problems (b).

(a) Consider the following class of nonlinear fractional systems with inequality

constraints
Dαx(t) = F (t, x(t), u(t)), 0 6 α < 1,

Sj(t, x(t), u(t)) 6 0, j = 1, 2, . . . , k,

x(0) = x0,

where

x(t) = [x1(t), x2(t), . . . , xl(t)]
⊤, u(t) = [u1(t), u2(t), . . . , uq(t)]

⊤,

are state and control vectors, respectively. The aim is to find the optimal control vec-

tor u(t) and the corresponding state functions satisfying this system and minimizing

the quadratic performance index, i.e.,

minimize J(x, u) =

∫ 1

0

(x⊤(t)R(t)x(t) + u⊤(t)Q(t)u(t)) dt,

where R(t) is a symmetric positive-semidefinite matrix and Q(t) is a symmetric

positive-definite matrix.

By considering tf = 1 and expanding the fractional derivative of the elements of

the state vectors and every component of the control vector in terms of hybrid of

block-pulse and Boubaker polynomials, we have

Dαxi(t) ≃
M
∑

m=0

N
∑

n=1

ainmbnm(t) = A⊤
i Ψ(t), i = 1, . . . , l,(5.1)

uj(t) ≃
M
∑

m=0

N
∑

n=1

bjnmbnm(t) = B⊤
j Ψ(t), j = 1, . . . , q,(5.2)

where Ai and Bj are the unknown coefficients vectors

Ai = [ai10, a
i
20, . . . a

i
N0, a

i
11 . . . a

i
N1 . . . a

i
1M . . . , aiNM ]⊤,

Bj = [bj10, b
j
20, . . . b

j
N0, b

j
11 . . . b

j
N1 . . . b

j
1M . . . , bjNM ]⊤.
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Also considering Property 1 of Definition 2.3 we can write

(5.3) xi(t) = IαDαxi(t) + xi(0) ≃ A⊤
i Ψ̄(t) + xi(0).

Now the fractional derivative of the state variable, the control and the state vectors

can be represented as

Dαx(t) ≃ [A⊤
1 Ψ(t), A⊤

2 Ψ(t), . . . , A⊤
l Ψ(t)]⊤ ≃ Ψ̂⊤(t)Â,

u(t) ≃ [B⊤
1 Ψ(t), B⊤

2 Ψ(t), . . . , B⊤
q Ψ(t)]⊤ ≃ Ψ̂⊤∗(t)B̂,

x(t) ≃ [A⊤
1 Ψ̄(t), A⊤

2 Ψ̄(t), . . . , A⊤
l Ψ̄(t)]⊤ + x(0) ≃ ˆ̄Ψ⊤(t)Â+ x(0),

where Ψ̂(t) , ˆ̄Ψ(t) and Ψ̂∗(t) are the following lN(M + 1) × l, lN(M + 1) × l and

qN(M + 1)× q matrices, respectively:

(5.4) Ψ̂(t) = Il ⊗Ψ(t), ˆ̄Ψ(t) = Il ⊗ Ψ̄(t), Ψ̂∗(t) = Iq ⊗Ψ(t),

where Il and Iq are l× l and q× q identity matrices, respectively, and ⊗ denotes the
Kronecker product [33] and Â, B̂ are vectors of order lN(M+1)×1 and qN(M+1)×1

respectively, given by

Â = [A1, A2, . . . , Al]
⊤, B̂ = [B1, B2, . . . , Bq]

⊤.

Substituting these approximations into the problem yields

(5.5) J [Â, B̂] =

∫ 1

0

[( ˆ̄Ψ(t)⊤Â+ x(0))⊤R(t)( ˆ̄Ψ(t)⊤Â+ x(0))

+ (Ψ̂⊤∗(t)B̂)⊤Q(t)(Ψ̂⊤∗(t)B̂)] dt,

which can be solved numerically by the Gauss-Legendre integration method, subject

to

Ψ̂⊤(t)Â− F (t, ˆ̄Ψ⊤(t)Â+ x(0), Ψ̂⊤∗(t)B̂) = 0,(5.6)

Sj(t,
ˆ̄Ψ⊤(t)Â+ x(0), Ψ̂⊤∗(t)B̂) 6 0, j = 1, 2, . . . , k.(5.7)

In the present method adding slack variables to converting inequality constraints is

not needed and the optimal control problem has now been reduced to an optimization

problem and we need to find Â and B̂ satisfying equations (5.6) and (5.7) and in

addition minimizing the functional stated in equation (5.5).

For this purpose we collocate equations (5.6) and (5.7) at Newton-Cotes nodes ti
defined by

ti =
i+ 1

2N(M + 1)
, i = 0, 1, . . . , 2NM.
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Many well-developed nonlinear programming techniques such as the SQP method

can be used to solve this extremum problem (see [16], [56]).

(b) Consider the fractional variational problem:

minimize J [y(t)] =

∫ 1

0

F (t, y(t), Dαy(t)) dt, 0 6 α < 1,

with the boundary conditions

y(0) = y0, y(1) = y1.

Here F is a linear or nonlinear function. For solving this problem we set

Dαy(t) ≃
M
∑

m=0

N
∑

n=1

cnmbnm(t) = C⊤Ψ(t),

where C is the following unknown coefficients vector:

C = [c10, c20, . . . , cN0, c11, . . . , cN1, . . . , c1M , . . . , cNM ]⊤,

Also considering property (1) of Definition 2.3, we can write

y(t) = IαDαy(t) + y(0) ≃ C⊤Ψ̄(t) + y0.

Substituting these approximations into the functional yields

J [C] =

∫ 1

0

F [(t, C⊤Ψ̄(t) + y0, C
⊤Ψ(t))] dt,

which should be solved numerically and minimized subject to the condition.

C⊤Ψ̄(1)− y1 = 0.

The rest of the method for solving this problem is similar to problem (a).
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6. Approximation error

In this section we focus on equations (5.1), (5.2), and (5.3) and obtain error bounds

for these approximations in terms of Sobolev norms and then show that the numerical

value of the cost function converges to the exact value.

Sobolev norm of integer order µ in the interval (a, b) is defined by

‖f‖Hµ(a,b) =

( µ
∑

k=0

∫ b

a

|f (k)(x)|2 dx
)2

=

( µ
∑

k=0

‖f (k)‖2L2(a,b)

)2

,

where f (k) denotes the kth derivative of f . Furthermore, |f |Hµ;M (0,1) given in [12] is

defined as

|f |Hµ;M (0,1) =

( µ
∑

k=min(µ,M+1)

‖f (k)‖2L2(0,1)

)2

.

It is convenient to recall the following seminorm introduced in [40] for f ∈ Hµ(0, 1),

0 6 r 6 µ, M > 0, and N > 1:

|f |Hr;µ;M;N (0,1) =

( µ
∑

k=min(µ,M+1)

N2r−2k‖f (k)‖2L2(0,1)

)2

.

Obviously, whenever M > µ− 1, we have

(6.1) |f |Hr;µ;M;N (0,1) = N r−µ‖f (µ)‖L2(0,1).

Theorem 6.1. Suppose f ∈ Hµ(0, 1) with µ > 1, and M > 0, while f (M,N) is

the best approximation of f as

f(t) ≃ f (M,N)(t) =

M
∑

m=0

N
∑

n=1

anmbnm(t).

Then

‖f − f (M,N)‖L2(0,1) 6 cM−µ|f |H0;µ;M;N (0,1),

and for 1 6 r 6 µ,

‖f − f (M,N)‖Hr(0,1) 6 cM2r−µ−1/2|f |Hr;µ;M;N (0,1),

where c depends on µ.

P r o o f. This theorem was proved in [40] for hybrid functions and since the best

approximation is unique, we can have the same results for Boubaker hybrid. The

proof in this case is straightforward and similar to [40]. �
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R em a r k 6.1. Suppose f ∈ Hµ(0, 1) and µ > 1. By setting M > µ − 1, and

considering equation (6.1), we get

‖f − f (M,N)‖L2(0,1) 6 cM−µN−µ‖f (µ)‖L2(0,1),

and for r > 1,

‖f − f (M,N)‖Hr(0,1) 6 cM2r−µ−1/2N r−µ‖f (µ)‖L2(0,1).

This theorem shows that the rate of convergence of f (M,N) to f is faster than 1/N

to the power of M + 1− r and 1/M to the power of M + 3
2 − r, which is superior to

the classical spectral method [12].

Corollary 6.1. In the relation

Dαxi(t) ≃
M
∑

m=0

N
∑

n=1

ainmbnm(t) = A⊤
i Ψ(t),

uj(t) ≃
M
∑

m=0

N
∑

n=1

bjnmbnm(t) = B⊤
j Ψ(t),

A⊤
i Ψ(t) and B⊤

j Ψ(t) are the best approximations of Dαxi(t) and A⊤
i Ψ(t) so by

considering Theorem 6.1 we can conclude that if we increaseM or N then (Dαxi(t)−
A⊤

i Ψ(t)) and (uj(t)−B⊤
j Ψ(t)) tend to zero.

Since

xi(t) = IαDαxi(t) + xi(0) ≃ IαA⊤
i Ψ(t) + xi(0) = A⊤

i Ψ̄(t) + xi(0),

the following theorem shows that the error in xi(t) tends to zero when the dimension

of the basis functions is increased.

Theorem 6.2. Suppose f ∈ Hµ(0, 1) with α > 0, while f (M,N) is the best ap-

proximation of f . Then

‖Iαf − Iαf (M,N)‖L2(0,1) 6
1

Γ(α)
cM−µN−µ‖f (µ)‖L2(0,1),

P r o o f.

‖Iαf − Iαf (M,N)‖L2(0,1) =

∥

∥

∥

∥

1

Γ(α)

∫ t

0

(t− s)α−1(f(s)− f (M,N)(s)) ds

∥

∥

∥

∥

L2(0,1)

6
1

Γ(α)

∫ t

0

‖f(s)− f (M,N)(s)‖L2(0,1) ds;

now Theorem 6.1 completes the proof. �
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It should be noticed that problem (b) is a simpler case of problem (a) and so the

used approximations in problem (b) are convergent too.

7. Numerical examples

In this section, numerical examples are presented to demonstrate the applicability

and accuracy of the proposed technique of Section 5. Since many physical phe-

nomena do not follow a continuous pattern, smooth approximation does not give

acceptable numerical results, so piecewise approximation like using hybrid functions

should be applied to achieve more accurate numerical findings (Example 7.1). In

addition, however the exact solutions of some test problems are polynomial the pre-

vious works on these examples have not obtained the exact values because of the

fact that some approximations and operational matrices are used in their methods,

while in our current work we have achieved the integration operator without any

approximation and the exact solutions are calculated using this proposed method

(Examples 7.4, 7.5). All numerical computations have been done using Mathematica

software.

E x am p l e 7.1. Consider the performance index [15], i.e.,

minimize J =

∫ 1

0

[x2(t) + u2(t)] dt,

subject to

Dαx(t) = u(t), 0 < α 6 1, u(t) 6 1, x(0) =
1 + 3e

2− 2e
.

The problem for α = 1 has the optimal solution

u(t) =







1, 0 6 t 6 1
2 ,

et − e2−t

√
e(1− e)

, 1
2 6 t 6 1.

and

J =
55e2 − 2e− 5

24(e− 1)2
= 5.587955.

This problem was solved in [15] by the Chebyshev finite difference method for α = 1,

and the best result reported is J = 5.58797, for M = 13, with 16 iterations and

CPU time = 52.78.
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Table 1 shows our results for different values ofM and N and we can see the same

accuracy of J is obtained by 6 hybrid functions with less calculation and time. Since

the exact solution of this example is a piecewise function, it can be expected that

the hybrid approximation will give better results than smooth approximation.

N M J CPU time

1 2 5.60276 0.405

1 3 5.59196 0.422

2 2 5.58796 0.608

Table 1. The estimated value of J for α = 1, for Example 7.1.

Figure 2 shows the approximation curve of the control function obtained by the

present method and the exact values of u(t) over [0, 1] for N = 2,M = 2 and Table 2

shows the convergence between the values of J for different α as α approaches 1.
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1

1
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u

exact

α = 1

α = 0.9

α = 0.8

α = 0.7

Figure 2. Exact and numerical values of control function for Example 7.1.

α = 0.7 α = 0.8 α = 0.9 α = 1

N = 1, M = 2 5.0808 5.2610 5.4359 5.6027

N = 1, M = 3 5.0496 5.2340 5.4160 5.5919

N = 2, M = 2 5.0566 5.2487 5.4174 5.5879

Table 2. The estimated value of J for different α for Example 7.1.

E x am p l e 7.2. Consider the problem [7], i.e.,

(7.1) minimize J =
1

2

∫ 1

0

[x2
1(t) + u2(t)] dt,

s.t.
Dαx1(t) = x2(t), 0 6 α < 1,

Dαx2(t) = −x2(t) + u(t), |u(t)| 6 1,
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and the initial conditions

x1(0) = 0, x2(0) = 10.

Table 3, shows the values of J obtained by the hybrid functions [39], the Ratio-

nalized Haar Functions [47] and the method proposed in [7] for α = 1, together with

the present method. Comparing the values of J shows that our approach can solve

the problem effectively.

methods J

Hybrid functions [39] N = 4, M = 3 8.07059

N = 4, M = 4 8.07056

Rationalized Haar functions [47] K = 4 8.07473

K = 8 8.07065

Bernstein polynomials [7] M = 7 8.07061

M = 9 8.07059

Presented method N = 3, M = 2 8.07417

N = 3, M = 3 8.07073

N = 4, M = 2 8.07272

N = 4, M = 3 8.07055

Exact 8.07054

Table 3. The values of J with α = 1, for Example 7.2.

Table 4 shows the convergence between the values of J for different α as α ap-

proaches to 1 for N = 2, M = 2.

α = 0.7 α = 0.8 α = 0.9 α = 1

J 9.8634 9.2632 8.9045 8.0769

Table 4. The estimated value of J for different α for Example 7.2.

Moreover, Figure 3 shows the graphs of state functions for different values of α

and N = 2, M = 2.
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α = 1

α = 0.9

α = 0.8

α = 0.7

0.2 0.4 0.6 0.8 1
t

x1

0.2 0.4 0.6 0.8 1
t

4

6

8

10

x2

α = 1

α = 0.9

α = 0.8
α = 0.7

Figure 3. Curves for α = 0.7, 0.8, 0.9, 1, Example 7.2.
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E x am p l e 7.3. Consider the two dimensional fractional optimal control prob-

lem [17], i.e.,

(7.2) minimize J =

∫ 1

0

(x2
1(t) + x2

2(t) + 0.005u2(t)) dt,

s.t.
Dαx1(t) = x2(t), 0 < α 6 1, Dαx2(t) = −x2(t) + u(t),

x1(0) = 0, x2(0) = −1,

subject to inequality conditions

x1(t) 6 8(t− 0.5)2 − 0.5.

The resulting values of J together with the solutions obtained by [61] using Cheby-

shev polynomials, results reported in [20] using interpolating scaling functions and

the method presented in [17] are summarized in Table 5.

methods J

Chebyshev polynomials [61] N = 5, K = 12 0.766

N = 10, K = 20 0.748

N = 13, K = 28 0.740

The Pseudospectral Legendre Method [17] M = 5 0.743013

M = 9 0.740962

Interpolating scaling functions [20] N = 5, r = 4 0.746

N = 3, r = 4 0.738

N = 5, r = 5 0.737

Presented method N = 1, M = 2 0.864076

N = 2, M = 2 0.712148

N = 3, M = 2 0.707853

N = 5, M = 2 0.696027

Table 5. The values of J with α = 1, for Example 7.3.

One can observe that our method gives state and control functions satisfying the

constraints while achieving a lower value of J in comparison with the other methods.

Also the values of the estimated J for various α are presented in Table 6 for N = 1,

M = 2 to show convergence of the estimated values of J as α approaches 1.

α = 0.5 α = 0.8 α = 0.9 α = 1

J 0.4913 0.72703 0.8459 0.8640

Table 6. The estimated values of J for different α for Example 7.3.
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E x am p l e 7.4. Consider the FVP [28], i.e.,

minimize J [y(t)] =
1

2

∫ 1

0

(Dαy(t))2 dt, 0 6 α < 1,

with the boundary conditions

y(0) = 0, y(1) = 1.

A closed-form solution for this problem is given by

1

2α− 1

∫ t

0

dx

[(1− x)(t − x)]1−α
,

and so for α = 1 the exact solution is y(t) = t. This problem was solved in [28], [46],

[4], and [27]. The best results for the absolute error of y(t) are of order 10−17 with

m = 4 and α = 1, reported in [46], while by using our proposed method for M > 1

and arbitrary N we have obtained y(t) = t, and J = 1
2 , which is the exact solution

of this problem.

The validity of this method for different values of α is demonstrated by Figure 4.

It shows the approximate and exact curves of y(t) obtained by the present method

over [0, 1] for N = 2, M = 3 and α = 0.7, 0.8, 0.9, 1.
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α = 0.8
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Figure 4. Exact and numerical values of y(t) for Example 7.4.

E x am p l e 7.5. Consider the FVP [46], i.e.,

minimize J [y(t)] =

∫ 1

0

[ 12 (D
αy(t))2 − y(t)] dt, 0 6 α < 1,
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with the boundary conditions

y(0) = y(1) = 0.

For α = 1 the exact solution is y(t) = 1
2 (1− t)t. This problem was solved in [46], [4]

and [63], and [46] has presented the best results for the absolute error of y(t) which

are of order 10−17 with m = 2 and α = 1. In our method for M > 2 and any N

we have obtained y(t) = 1
2 (1 − t)t and J = − 1

24 , which is the exact solution of this

problem. The exactness of our numerical solution for this problem results from the

accurateness of suggested Riemann-Liouville fractional integration operator.
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Figure 5. Exact and numerical values of y(t) for Example 7.5.

Since the exact solution is not known for fractional case, we have measured the

convergence of solutions by their curves. Figure 5 shows the approximate and exact

curves of y(t) obtained by the present method over [0, 1] for N = 2,M = 3 and

α = 0.7, 0.8, 0.9, 1. We can see that approximate solutions by the present method

approach the exact solution, when α approaches 1.

E x am p l e 7.6. Consider the FVP [46], i.e.,

minimize J [y(t)] =

∫ 1

0

[(Dαy(t))2 + tDαy(t) + y(t)2] dt, 0 6 α < 1,

with the boundary conditions

y(0) = 0, y(1) =
1

4
.

Table 7 gives the approximate values of y(t) using the Legendre wavelet method

of [52], for M = 3, k = 3, Müntz Legendre method [46] for m = 5, and the present

technique for M = 3, N = 2, together with the exact solution.

562



t Legendre wavelet Müntz Legendre our method exact

k = 3,M = 3 m = 5 M = 3, N = 2

0 0.000000 0.000000 0.000000 0.000000

0.1 0.041949 0.041950 0.041950 0.041950

0.2 0.079315 0.079317 0.079317 0.079316

0.3 0.112471 0.112473 0.112473 0.112472

0.4 0.141749 0.141751 0.141750 0.141750

0.5 0.167443 0.167443 0.167442 0.167442

0.6 0.189807 0.189807 0.189806 0.189806

0.7 0.209064 0.209066 0.209066 0.209065

0.8 0.225411 0.225414 0.225413 0.225412

0.9 0.239010 0.239013 0.239012 0.239011

1 0.249999 0.250000 0.250000 0.250000

Table 7. Comparison of estimated and exact values of y(t) for Example 7.6.

In Figure 6, we present the behavior of the numerical solutions of the problem at

M = 3, N = 2, for different values of α = 0.7, 0.8, 0.9, 1.
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Figure 6. Exact and numerical values of y(t) for Example 7.6.

8. Conclusion

In this article, we introduce an efficient and accurate method to solve a class

of fractional optimal control problems and fractional variational problems. First

we have constructed the hybrid functions of block-pulse and Boubaker polynomials

for the first time and then the general formulation of Riemann-Liouville fractional

integral operator for these functions is presented and used to convert the mentioned
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problems to an optimization problem. To solve the optimization problem we find the

minimum of the functional under a system of algebraic equations and inequalities

which are collocated at Newton-Cotes points. Our numerical results are compared

with exact solution and the findings of other methods.
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