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SOLUTIONS OF SEMI-MARKOV CONTROL MODELS WITH RECURSIVE DISCOUNT RATES AND APPROXIMATION BY $\epsilon$–OPTIMAL POLICIES
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This paper studies a class of discrete-time discounted semi-Markov control model on Borel spaces. We assume possibly unbounded costs and a non-stationary exponential form in the discount factor which depends on a rate, called the discount rate. Given an initial discount rate the evolution in next steps depends on both the previous discount rate and the sojourn time of the system at the current state. The new results provided here are the existence and the approximation of optimal policies for this class of discounted Markov control model with non-stationary rates and the horizon is finite or infinite. Under regularity condition on sojourn time distributions and measurable selector conditions, we show the validity of the dynamic programming algorithm for the finite horizon case. By the convergence in finite steps to the value functions, we guarantee the existence of non-stationary optimal policies for the infinite horizon case and we approximate them using non-stationary $\epsilon$–optimal policies. We illustrated our results a discounted semi-Markov linear-quadratic model, when the evolution of the discount rate follows an appropriate type of stochastic differential equation.
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1. INTRODUCTION

The theory of discrete-time discounted semi-Markov control models (SMCMs) has been widely developed in many directions. The first assumptions to guarantee the existence of optimal policies in this type control models was initially formulated on finite spaces by [6], [15], [16], [20], later, on denumerable state spaces and compact control spaces in [3], [8] (also know as Markov chains), and generalized to Borel spaces by [3], [17]. Applications and other contributions can also be seen in [18], [19], [11], [13], [7], [14], and the references therein. However, there are very few SMCMs with a non-constant discount factor. A work with some similar conditions was proposed by Zagst in [23], where a particular separable Bayesian SMCM is considered on Borel spaces with variable discount factor that depends of the observation and the control. He proves the existence

DOI: 10.14736/kyb-2019-3-0495
of non-stationary optimal policies under the so-called Blackwell- sufficiency order of probability measures.

We consider here a discounted SMCM in discrete-time where the discount factor has an exponential form and depends on a non-stationary rate which is obtained recursively from an initial discount rate and is dependent of the control. We refer to this model as discounted Semi-Markov Control Model with recursive discount rates. The discount rates in each step are obtained by applying a different recursive function, depending on the previous discount rate and a non-negative random variable which represents the current sojourn time of the system. More precisely, if the initial state and the initial discount rate are \( x_0 \) and \( r_0 \), respectively, then recursive relation of the discount rate in this SMCM takes the form

\[
r_{n+1} := E[R_n(r_n, \delta_{n+1}) \mid x_n, r_n, a_n], \quad n = 0, 1, 2, \ldots,
\]

where \( E \) is the expectation respect to the random variable \( \delta_{n+1} \) on \((0, \infty)\) that represents the sojourn time of the system state at step \( n \) conditioned by \((x_n, r_n, a_n)\). The above dependence can be used in the modeling of semi-Markov control systems where the discount rate is oscillating around an ideal value. So this model be more realistic than the case when the discount factor is considered as constant; for example, to find optimal actions of big investors or monopolies.

The main contribution focuses in give conditions and prove on both the existence of non-stationary optimal policies as the possibility of approximation with \( \epsilon \)–optimal policies for this type of discounted case when the horizon is finite or infinite.

The rest of paper has been organized as follows. In Section 2 we introduce the components of the SMCM, the sets of histories and admissible policies, the regularity condition to guarantee that the process does not collapse in finite time, and the canonical construction. In Section 3, the value function and the optimal control problem with finite horizon are defined. Also, to guarantee the existence of non-stationary optimal policies for the SMCM, the inf-compactness, continuity respect to controls, and the regularity condition assumption are supposed. The existence of a non-stationary optimal policy for finite case is obtained from a version of the Dynamic Programming Theorem. In Section 4 we discussed the case of SMCM, of the finite horizon value functions to the discounted optimal value with infinite horizon. We also prove the non-stationary optimal policy can be approximated by non-stationary \( \epsilon \)–optimal policies. In Section 5, we give an example of a recursive discount rate whenever the discount rate evolution follows a stochastic differential equation (SDE). Finally, in Section 6, a semi-Markov linear-quadratic model is presented as an example.

2. CONTROL MODEL

Let \( X \) and \( Y \) be Borel spaces. A stochastic kernel on \( X \) given \( Y \) is a function \( P(\cdot \mid \cdot) \) such that \( P(\cdot \mid y) \) is a probability measure on \( X \) for each \( y \in Y \), and \( P(A \mid \cdot) \) is a measurable function on \( Y \) for each fixed \( A \in \mathcal{B}(X) \). The Borel sigma algebra of subsets of \( X \), denoted by \( \mathcal{B}(X) \), is the smallest sigma algebra that contains the open sets of \( X \). The function \( f : X \rightarrow Y \) is measurable if for any open set \( B \) on \( Y \), the inverse image \( f^{-1}(B) \) is a Borel set in \( X \). For any measurable set \( X \), we denote by \( \mathbb{P}(X) \) the collection
of all probability measures over on $X$. $\mathbb{P}(X)$ is a Borel space when $X$ is a Borel space (see for instance [2], or [4, chapter 7]).

The SMCM we deal with is

$$M = \left( X', \{R_n \mid n = 0, 1, 2, \ldots \}, A, \{A(x, r) \mid (x, r) \in X'\}, F, Q, D, d \right),$$

(2)

where:

- The set $X' := X \times [d_1, d_2]$, where $X$ is the Borel state space. The interval $[d_1, d_2]$, where $0 < d_1 \leq d_2$, is the discount rate space. The transitions of system state in the time occur in the steps $n = 0, 1, 2, \ldots$. The holding time of SMCM at any state, between step $n$ and step $n + 1$, is a random variable $\delta_n$ which takes values on $(0, \infty)$. In addition, $\delta_0 := 0$ and $T_n := \delta_0 + \cdots + \delta_n$ represents the accumulated time up to step $n$, $n = 0, 1, 2, \ldots$

- $\{R_n \mid n = 0, 1, 2, \ldots \}$ is a sequence of measurable functions (called the recursive discount rate functions)

$$R_n : [d_1, d_2] \times (0, \infty) \to [d_1, d_2], \ n = 0, 1, 2, \ldots$$

From which generates in each period the discount rate according to (1).

- $A$ is a Borel space and represents the set of controls.

- The family $\{A(x, r) \mid (x, r) \in X'\}$ of non-empty measurable subsets of $A$, where $A(x, r)$ is the subset of admissible controls for $(x, r) \in X'$, such that,

$$\mathbb{K} := \{(x, r, a) \mid a \in A(x, r), (x, r) \in X'\},$$

(3)

is a measurable subset $X' \times A$.

- The continuous function $t \to F(t \mid x, a, x')$ is a probability distribution function for each $(x, a, x') \in X \times A \times X$, and we assume that $F(t \mid \cdot)$ is jointly measurable for each real number $t$.

- The stochastic kernel $Q$ on $X$ given $\mathbb{K}$ is the transition law between states.

- The measurable function $D : X \times A \to \mathbb{R}$, denotes the immediate cost that the system incurs when the state is $x_n$ and a control $a_n$ is chosen. The measurable function $d : X \times A \to \mathbb{R}$ stands for the holding cost of the system at state $x_n$ when the discount rate is $r_n$ and the control is $a_n$.

Form of $F$ and $Q$ we can define the distribution function of the sojourn time $\delta_{n+1}$ of system conditional to $(x_n, r_n, a_n) \in \mathbb{K}$ (see [22], Section 1.2) as

$$G(t \mid x_n, r_n, a_n) := P(\delta_{n+1} \leq t \mid x_n, r_n, a_n) = \int_X F(t \mid x_n, a_n, x')Q(dx' \mid x_n, r_n, a_n)$$

(4)
for \( t \in \mathbb{R} \), \( n = 0, 1, 2, \ldots \), \( x' \in X \). To simplify the notation we will denote by \( Q_{n+1} \), \( n = 0, 1, 2, \ldots \), the transitions between the pairs state-discount rate in each step that now can be write as
\[
Q_{n+1}(B \times F \mid x_n, r_n, a_n, \delta_{n+1}) := Q(B \mid x_n, r_n, a_n) I_F[R_n(r_n, \delta_{n+1})],
\] (5)

\( B \in \mathcal{B}(X) \), \( F \in \mathcal{B}([d_1, d_2]) \), \( n = 0, 1, 2, \ldots \), where \( I_F(\cdot) \) is the indicator function on the set \( F \).

**Assumption 2.1.** The set \( \mathbb{K} \) contains the graph of a measurable function \( f \) from \( X' \) to \( A \), such that, \( f(x, r) \in A(x, r) \), for all \((x, r) \in X'\).

For the SMCM (2), the total holding cost function between step \( n \) and step \( n + 1 \) is given by
\[
c(x_n, r_n, a_n) = D(x_n, a_n) + d(x_n, a_n) \int_0^\infty e^{-r_n s} ds G(dt \mid x_n, r_n, a_n),
\] (6)
for \( n = 0, 1, 2, \ldots \)

2.1. Interpretation

Suppose the initial state and the initial discount rate of the system are \( x_0 = x \) and \( r_0 = r \) respectively. The initial discount rate \( r_0 \in [d_1, d_2] \) is given. The initial control \( a_0 = a \in A(x_0, r_0) \) is chosen. Therefore, the system generates the immediate cost \( D(x_0, a_0) \) at time \( T_0 \), and remains in the state \( x_0 = x \) during a (non-negative) random time \( \delta_1 := T_1 - T_0 \) with distribution \( G(\cdot \mid x, r, a) \). Additionally, the system generates the initial cost \( d(x_0, a_0) \) of sojourn during the time interval \([T_0, T_1]\) in the state \( x_0 \) when control \( a_0 \) was selected. Then, the total holding cost function between step \( n = 0 \) and \( n = 1 \) is
\[
c(x_0, r_0, a_0) = D(x_0, a_0) + d(x_0, a_0) \int_0^\infty e^{-r_0 s} ds G(dt \mid x_0, r_0, a_0),
\] (7)
and the system is moved to state \( x_1 = y \) according to the distribution \( Q(\cdot \mid x_0, r_0, a_0) \) at time \( T_1 = T_0 + \delta_1 \). The discount rate of step 1 is
\[
r_1 = E[R_0(r_0, \delta_1) \mid x_0, r_0, a_0],
\] (8)
where \( R_0 \) is the discount rate recursive function. This evolution continues in the same way throughout the horizon.

2.2. Histories and Policies

The set of admissible histories at step \( n \) is denoted by \( H_n \), and is defined in the usual way
\[
H_0 := X', \quad H_n := (\mathbb{K} \times (0, \infty))^n \times X', \quad n = 1, 2, \ldots,
\] (9)
where $\mathbb{K}$ is defined in $[3]$. An $n$–admissible history $h_n \in H_n$ is a vector
\[(x_0, r_0, a_0, \delta_1, x_1, r_1, a_1, \delta_2, \ldots, x_{n-1}, r_{n-1}, a_{n-1}, \delta_n, x_n, r_n),\]
with $(x_i, r_i, a_i) \in \mathbb{K}$, for $i = 0, \ldots, n - 1$, and $(x_n, r_n) \in X'$.


(a) A policy is a sequence of stochastic kernels $\pi = \{\pi_n\}_{n \in \mathbb{N}}$ on $A$ given $H_n$, such that,
\[\pi_n(A(x_n, r_n) | h_n) = 1, \quad \forall h_n \in H_n, \quad n = 0, 1 \ldots\]
The set of all policies is denoted by $\Pi$.

(b) A policy $\pi$ is a Markov policy if exists a sequence of stochastic kernels $\{\phi_n\}_{n \in \mathbb{N}}$ on $A$ given $X'$ that satisfies
\[\pi_n(D | h_n) = \phi_n(D | x_n, r_n),\]
for all $h_n \in H_n$, $D \in \mathcal{B}(A)$, and $n \in \mathbb{N}$. The set of all Markov policies is denoted $\mathbb{M}$.

(c) A Markov policy $\pi$ is non-stationary deterministic if exists a sequence of stochastic kernels $\{g_n\}_{n \in \mathbb{N}}$ of measurable functions (or *selectors*) $g_n : X' \to A$ such that
\[\phi_n(D | x_n, r_n) = \mathbb{I}_D[g_n(x_n, r_n)],\]
for all $(x_n, r_n) \in X'$, $D \in \mathcal{B}(A)$, and $n \in \mathbb{N}$. The set of all deterministic policies is denoted $\mathbb{D}$.

Clearly $\mathbb{D} \subset \mathbb{M} \subset \Pi$.

### 2.3. The canonical construction of an SMCM

Let $(\Omega, \mathcal{F})$ be the measurable space of all trajectories where $\Omega := (X' \times A \times (0, \infty))^\infty$ and $\mathcal{F}$ is the respective $\sigma$-algebra of subsets of $\Omega$. The subset $H_\infty := (\mathbb{K} \times (0, \infty))^\infty$ of $\Omega$ is the set of all admissible trajectories.

Given a policy $\pi = \{\pi_n\}$ and the initial pair $(x_0, r_0) \in X'$, the Ionescu Tulcea Theorem (see $[4]$, Proposition 7.28) guarantees the existence of a probability measure $P^\pi_\nu$ on $(\Omega, \mathcal{F})$ such that
\[
P^\pi_\nu(dx_0 dr_0 da_0 d\delta_1 dx_1 dr_1 da_1 d\delta_2 \cdots) := \nu(dx_0, dr_0) \pi_0(da_0 | x_0, r_0) G(d\delta_1 | x_0, r_0, a_0) \cdot \mathcal{Q}_1(dx_1, dr_1 | x_0, r_0, a_0, \delta_1) \pi_1(da_1 | x_1, r_1) \cdots ,
\]
where $\nu$ is an arbitrary initial distribution for $(x_0, r_0)$. $P^\pi_\nu$ satisfies the following properties:

For all $B \in \mathcal{B}(X)$, $F \in \mathcal{B}([d_1, d_2])$, $D \in \mathcal{B}(A)$, $t \in \mathbb{R}$, and $h_n \in H_n$, $n = 0, 1, \ldots$
\[
P^\pi_\nu((x_0, r_0) \in B \times F) = \nu(B \times F),
\]
\[ P^\pi_n(x_{n+1} \in B \mid h_n, a_n) = Q(B \mid x_n, r_n, a_n), \]  
(12)

\[ P^\pi_n((x_{n+1}, r_{n+1}) \in B \times F \mid h_n, a_n, \delta_{n+1}) = \overline{Q}_{n+1}(B \times F \mid x_n, r_n, a_n, \delta_{n+1}), \]  
(13)

\[ P^\pi_n(a_n \in D \mid h_n) = \pi_n(D \mid x_n, r_n), \]  
(14)

\[ P^\pi_n(\delta_{n+1} \leq t \mid h_n, a_n) = G(t \mid x_n, r_n, a_n). \]  
(15)

For each \( \pi \in \Pi \) and \( \nu \in \mathbb{P}(X') \) the stochastic processes \( \{x_n, r_n, a_n, \delta_{n+1}\}, \ n = 0, 1, \ldots \), defined on

\( (\Omega, \mathcal{F}, P^\pi_\nu) \)

is called the semi-Markov control processes. Denote by \( P^\pi_{(x,r)} \) when \( \nu \) is concentrated at \((x, r)\) and the conditional expectation operator associated with \( P^\pi_{(x,r)} \) is denoted by \( E^\pi_{(x,r)} \).

**Assumption 2.3.** (Regularity condition) There exist real numbers \( \epsilon > 0 \) and \( \gamma > 0 \) such that

\[ G(\gamma \mid x, r, a) \leq 1 - \epsilon, \quad \text{for all } (x, r, a) \in X' \times A. \]  
(16)

**Definition 2.4.** For each \((x, r, a) \in K\), let us define

\[ \Delta(x, r, a) := \int_0^\infty e^{-rt}G(dt \mid x, r, a) \]  
(17)

and

\[ \tau(x, r, a) := \frac{1 - \Delta(x, r, a)}{r}. \]  
(18)

From (17) and (18), the total sojourn cost function (6) can be rewritten as

\[ c(x, r, a) = D(x, a) + \tau(x, r, a)d(x, a), \quad (x, r, a) \in K. \]  
(19)

**Remark 2.5.** Note that, by (15), is valid for all \( t_n > 0, \ n = 0, 1, 2, \ldots \)

\[ P(\delta_1 \leq t_1, \delta_2 \leq t_2, \ldots, \delta_{n+1} \leq t_{n+1} \mid h_n) = \prod_{i=0}^{n} G(t_{i+1} \mid x_i, r_i, a_i). \]  
(20)

**Proposition 2.6.** Suppose that the Assumption 2.3 holds. Then for any \( n = 1, 2, \ldots \)

(i) \( \rho := \sup_K \Delta(x, r, a) < 1. \)

(ii) \( P^\pi_{(x,r)} \left[ \sum_{n=1}^{\infty} \delta_n = \infty \right] = 1, \quad \forall (x, r) \in X'. \)

**Proof.** Let \( \epsilon \) and \( \gamma \) satisfy Assumption 2.3.
(i) By Riemann-Stieltjes formula (integration by parts)
\[
\int_\alpha^\beta f(t)dg(t) + \int_\alpha^\beta g(t)df(t) = f(\beta)g(\beta) - f(\alpha)g(\alpha),
\]
and using the functions \( f(t) = e^{-rt} \) and \( g(t) = G(t \mid x, r, a) \), and the values \( \beta = \infty, \alpha = 0 \), we obtain
\[
\int_0^\infty e^{-rt}G(dt \mid x, r, a) + \int_0^\infty G(t \mid x, r, a)(de^{-rt}) = 0.
\]
Hence
\[
\Delta(x, r, a) = \int_0^\infty e^{-rt}G(dt \mid x, r, a)
= r \int_0^\infty e^{-rt}G(t \mid x, r, a)dt
= r \int_0^\gamma e^{-rt}G(t \mid x, r, a)dt
+ r \int_\gamma^\infty e^{-rt}G(t \mid x, r, a)dt.
\]
By the regularity condition \( 2.3 \) we obtain
\[
r \int_0^\gamma e^{-rt}G(t \mid x, r, a)dt \leq r(1 - \epsilon) \int_0^\gamma e^{-rt}dt \leq (1 - \epsilon)(1 - e^{-r\gamma}),
\]
and since \( G(t \mid x, r, a) \leq 1 \),
\[
r \int_\gamma^\infty e^{-rt}G(t \mid x, r, a)dt \leq \int_\gamma^\infty e^{-rt}dt \leq e^{-r\gamma},
\]
for all \((x, r, a) \in \mathbb{K}\). Then, combining \( 22 \) and \( 23 \) we have
\[
\Delta(x, r, a) \leq (1 - \epsilon)(1 - e^{-r\gamma}) + e^{-r\gamma}
= 1 - \epsilon(1 - e^{-r\gamma})
\leq 1 - \epsilon(1 - e^{-d_1\gamma})
\]
for every \((x, r, a) \in \mathbb{K}\), and hence
\[
\rho := \sup_{\mathbb{K}} \Delta(x, r, a) \leq 1 - \epsilon(1 - e^{-d_1\gamma}) < 1.
\]
(ii) Let \( \pi \in \Pi \) and \((x_0, r_0, a_0, \delta_1, x_1, r_1, a_1, \delta_2, \ldots) \in H_\infty\). Since that for all \( n = 0, 1, 2, \ldots \), the discount rate \( r_n \in [d_1, d_2] \),
\[
E_{(x, r)}^\pi \left[ \prod_{n=0}^\infty \Delta(x_n, r_n, a_n) \right]
\]
\[ = E_{(x,r)}^\pi \left[ \prod_{n=0}^{\infty} \int_0^{\infty} e^{-r_n t} G(dt \mid x_n, r_n, a_n) \right] \]

\[ = E_{(x,r)}^\pi \left[ \prod_{n=0}^{\infty} E_{(x,r)}^\pi \left[ e^{-r_n \delta_{n+1}} \mid x_n, r_n, a_n \right] \right] \]

\[ \geq E_{(x,r)}^\pi \left[ \prod_{n=0}^{\infty} E_{(x,r)}^\pi \left[ e^{-d_2 \delta_{n+1}} \mid x_n, r_n, a_n \right] \right] \]

\[ = E_{(x,r)}^\pi \left[ E_{(x,r)}^\pi \left[ \exp \left\{ - \sum_{n=0}^{\infty} d_2 \delta_{n+1} \right\} \mid x_0, r_0, a_0, x_1, r_1, a_1, \cdots \right] \right], \tag{24} \]

where the last equality is consequence of (20). On the other hand, by part (i), \( \Delta(x, r, a) \leq \rho < 1 \) for all \((x, r, a) \in K\), then

\[ \prod_{k=0}^{n} \Delta(x_k, r_k, a_k) \leq \rho^n, \forall n. \]

Thus, \( \prod_{k=0}^{n} \Delta(x_k, r_k, a_k) \) tends to zero as \( n \to \infty \), and therefore

\[ E_{(x,r)}^\pi \left[ \prod_{n=0}^{\infty} \Delta(x_n, r_n, a_n) \right] = 0. \tag{25} \]

By (24) and (25)

\[ 0 \leq E_{(x,r)}^\pi \left[ \exp \left\{ -d_2 \sum_{n=1}^{\infty} \delta_n \right\} \mid x_0, r_0, a_0, x_1, r_1, a_1, \cdots \right], \]

\[ \leq E_{(x,r)}^\pi \left[ \prod_{n=0}^{\infty} \Delta(x_n, r_n, a_n) \right] \]

\[ = 0, \]

and by no-negativity of the exponential function

\[ P_{(x,r)}^\pi \left[ \sum_{n=1}^{\infty} \delta_n = \infty \right] = 1, \forall (x, r) \in X', \pi \in \Pi. \]

\[ \square \]

3. THE FINITE HORIZON SEMI-MARKOV CONTROL PROBLEM

Let us consider the SMCM in (2) and assume the admissible set of policies \( \Pi \) to be nonempty. Define the function \( J : \Pi \times X' \to \mathbb{R} \) by

\[ J(\pi, x, r) := E_{(x,r)}^\pi \left[ \sum_{n=0}^{N} e^{-S_n c(x_n, r_n, a_n)} \right], \quad (x, r) \in X', \] \tag{26}
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where $S_0 := 0$, and

$$S_n := \sum_{i=0}^{n-1} r_i \delta_{i+1}, \quad n = 1, 2, \ldots$$

(27)

The measurable function $J$ is called the expected discounted total cost with recursive discount rate, or simply, the discounted total index.

The expression

$$J^*(x, r) := \inf_{\Pi} J(\pi, x, r), \quad (x, r) \in X',$$

(28)

denotes the discounted optimal value of the system when the optimization horizon is $N$.

The semi-Markov control problem consists to finding the policy $\pi^*$ such that

$$J(\pi^*, x, r) = J^*(x, r), \quad (x, r) \in X'.$$

Now we introduce the semicontinuous - semicompactness conditions (see [12] subsection 3.3) on the SMCM that guarantee the existence of measurable selectors and, furthermore, the existence of optimal policies:

**Definition 3.1.** A function $\nu : K \to \mathbb{R}$ is called inf-compact on $K$, if for each $(x, r) \in X'$ and $z \in \mathbb{R}$, the set

$$\{a \in A(x, r) : \nu(x, r, a) \leq z\}$$

is compact.

**Assumption 3.2.**

1. For each $(x, r) \in X'$, the total sojourn cost $c$ is such that $c(x, r, \cdot)$ is lower-semicontinuous function on $A(x, r)$, bounded below and inf-compact on $K$.

2. For each $n = 0, 1, 2, \ldots$ the transition law $\overline{Q}_{n+1}$ is strongly continuous, that is, the function

$$\bar{u}_{n+1}(x, r, a) := \int_{X'} u(y, r') \overline{Q}_{n+1}(dy, dr' | x, r, a)$$

(29)

is continuous and bounded on $K$, for every measurable bounded function $u$ on $X'$.

Note that by Assumption 3.2 and the continuity of $F$, the functions $\Delta(x, r, \cdot)$ and $\tau(x, r, \cdot)$ are continuous for all $(x, r) \in X'$.

**Assumption 3.3.** There exists a policy $\pi \in \Pi$ such that $J(\pi, x, r) < \infty$ for any $x \in X$ and $r$. The set of policies that satisfy this condition is denoted by $\Pi^0$.

### 3.1. Dynamic programming algorithm

The Semi-Markov control problem with finite horizon $N$ is solved with the next version of the Dynamic Programming Theorem:
Theorem 3.4. Let, for \((x, r) \in X'\),
\[
J_N(x, r) := \min_{a \in A(x, r)} c(x, r, a),
\]
and for \(n = 0, 1, \ldots, N - 1\),
\[
J_n(x, r) := \min_{a \in A(x, r)} \left[ c(x, r, a) + \int_X \int_0^\infty e^{-rt} J_{n+1}(y, R_n(r, t)) G(dt \mid x, r, a) \right] \cdot Q(dy \mid x, r, a),
\]
for \((x, r) \in X'\). Under Assumptions 3.2 the functions \(J_n\) are measurable for each \(n = 0, 1, 2, \ldots, N\), and exist measurable selectors \(f_n \in \mathbb{D}\), such that
\[
J_n(x, r) = c(x, r, f_n) + \int_X \int_0^\infty e^{-rt} J_{n+1}(y, R_n(r, t)) \times G(dt \mid x, r, f_n) \cdot Q(dy \mid x, r, f_n),
\]
for \(n = 0, 1, \ldots, N - 1\). Then, the deterministic non-stationary policy
\[
\pi^* = \{f_0, f_1, \ldots, f_{N-1}\}
\]
is optimal and the optimal value \(J^*\) coincides with \(J_0\), that is,
\[
J^*(x, r) = J_0(x, r) = J(\pi^*, x, r), \quad \forall x \in X.
\]

Proof. The existence of measurable selectors \(f_n\) for each \(n = 0, 1, 2, \ldots\) is consequence of Theorem 7 in [10] part(ii) with appropriate changes. In this proof, \(E^\pi_{(x, r)}\) is denoted only by \(E^\pi\), when \((x_0, r_0) = (x, r)\). Let us consider a policy \(\pi = \{\pi_n\} \in \Pi^0\), and the functions
\[
M_N(\pi, x, r) := E^\pi \left[ c(x_N, r_N, a_N) \mid x_N = x, r_N = r \right]
\]
and for \(n = 0, 1, \ldots, N - 1\),
\[
M_n(\pi, x, r) := E^\pi \left[ \sum_{i=n}^{N-1} e^{S_n-S_i} c(x_i, r_i, a_i) \right. \\
\left. + e^{S_n-S_N} c(x_N, r_N, a_N) \mid x_n = x, r_n = r \right].
\]

\(M_n\) represents the expected value from step \(n\) up to \(N\). As \(J(\pi, x, r) < \infty\), then \(M_n\) is finite for \(n = 0, 1, 2, \ldots, N - 1\). For \(n = N\), from definition (34), we obtain
\[
M_N(\pi, x, r) = E^\pi \left[ c(x_N, r_N, a_N) \mid x_N = x, r_N = r \right] \\
\geq J_N(x, r).
\]
We shall prove that for \( n = 0, \ldots, N \)

\[ M_n(\pi, x, r) \geq J_N(x, r), \ \forall (n, r) \in X'. \]

We proceed by backward induction. Suppose the validity of backward induction hypothesis: that is, for all \( (x, r) \in X' \)

\[ M_{n+1}(\pi, x, r) \geq J_{n+1}(x, r). \]  

(36)

Then,

\[
M_n(\pi, x, r) = E^\pi \left[ \sum_{i=n}^{N-1} e^{S_n - S_i} c(x_i, r_i, a_i) + e^{S_n - S_N} c(x_N, r_N, a_N) \mid x_n = x, r_n = r \right]
\]

\[
= E^\pi \left[ c(x_n, r_n, a_n) + \sum_{i=n+1}^{N-1} e^{S_n - S_i} c(x_i, r_i, a_i) \right. \\
\left. + e^{S_n - S_N} c(x_N, r_N, a_N) \mid x_n = x, r_n = r \right]
\]

\[
= E^\pi \left[ c(x_n, r_n, a_n) \\
+ E \left[ e^{-r_n \delta_{n+1}} \left( \sum_{i=n+1}^{N-1} e^{S_{n+1} - S_i} c(x_i, r_i, a_i) + e^{S_{n+1} - S_N} c(x_N, r_N, a_N) \right) \right] \\
\mid x_{n+1} = x', r_{n+1} = R_n(r, \delta_{n+1}), a_{n+1} = a' \right] \mid x_n = x, r_n = r 
\]

\[
= \int_A \left[ c(x, r, a) + \int_X E \left[ e^{-r \delta_{n+1}} M_{n+1}(\pi, x', R_n(r, t)) \mid x, r, a \right] \\
\cdot Q(dx' \mid x, r, a) \right] \pi_n(da \mid x, r) 
\]

\[
\geq \int_A \left[ c(x, r, a) + \int_0^\infty e^{-rt} J_{n+1}(x', R_n(r, t)) G(dt \mid x, r, a) \\
\cdot Q(dx' \mid x, r, a) \right] \pi_n(da \mid x, r) 
\]

\[
\geq \min_{A(x, r)} \left[ c(x, r, a) + \int_0^\infty e^{-rt} J_{n+1}(x', R_n(r, t)) G(dt \mid x, r, a) \\
\cdot Q(dx' \mid x, r, a) \right] 
\]

\[
= J_n(x, r).
\]
Hence, for all \((x, r) \in X'\),
\[ M_n(\pi, x, r) \geq J_n(x, r), \quad n = N - 1, \ldots, 0, \]
and
\[ J(\pi, x, r) = M_0(\pi, x, r) \geq J_0(x, r) = J^{*}(x, r). \]
Then
\[ J^{*}(x, r) = \inf_{\pi \in \Pi} J(\pi, x, r) \geq J^{*}(x, r). \]
The other inequality follows by the definition of \(J^{*}\). This proves the Theorem. \(\square\)

4. THE INFINITE HORIZON SEMI-MARKOV CONTROL PROBLEM

Consider the SMCM \((2)\). The expected discounted total cost with recursive discount rate infinite horizon is defined by
\[ V(\pi, x, r) := E^{\pi}_{(x, r)} \left[ \sum_{n=0}^{\infty} e^{-S_n} c(x_n, r_n, a_n) \right], \quad (37) \]
for the initial pair \((x_0, r_0) = (x, r)\) and the policy \(\pi \in \Pi\), where \(S_n\) is given in \((27)\) and \(c\) is the total sojourn cost \((6)\).

The optimal value function with infinite horizon is
\[ V^{*}(x, r) := \inf_{\Pi} V(\pi, x, r), \quad x \in X. \quad (38) \]

The infinite horizon semi-Markov Control problem is to find a policy \(\pi^{*}\) such that
\[ V(\pi^{*}, x, r) = V^{*}(x, r), \]
holds for all \(x \in X\). In such a case, \(\pi^{*}\) is an optimal policy. The existence and measurability of \(V^{*}\) are obtained by convergence of semi-Markov control problems with finite horizon \([9]\). Thus, the conditions used in the finite horizon case are also assumed here. We introduce the following additional notation.

**Definition 4.1.** Let \(m\) and \(n\) be the non-negative numbers, such that \(m \leq n\). For the discount rate \(r = r_m\), the expected total cost from step \(m\) up to step \(n\) is defined by
\[ V^{m}_{n}(\pi, x, r) = E^{\pi}_{(x_0, r_0)} \left[ \sum_{t=m}^{n} e^{-(S_t - S_m)} c(x_t, a_t) \mid x_m = x, r_m = r \right], \quad (39) \]
for any \(\pi \in \Pi\) and \(x \in X\). The value function from step \(m\) up to step \(n\) is
\[ V^{m}_{n}(x, r) := \inf_{\Pi} V^{m}_{n}(\pi, x, r), \quad \forall x \in X, \quad r = r_m. \quad (40) \]
The semi-Markov Control problem from step \(m\) up to step \(n\) is to find a policy \(\pi^{(m, n)*} \in \Pi\) such that
\[ V^{m}_{n}(\pi^{(m, n)*}, x, r) = V^{m}_{n}(x, r), \quad \forall x \in X, \quad r = r_m. \quad (41) \]
For \(m = 0\), \(V^{0}_{n}(\pi, x, r) := V^{n}(\pi, x, r)\). Let \(m\) be fixed,
\[ V^{m}(\pi, x, r) := \lim_{n \to \infty} V^{m}_{n}(\pi, x, r). \]
Assumption 4.2.

1. There exists a policy $\pi \in \Pi$ such that $V(\pi, x, r) < \infty$ for any $(x, r) \in X'$. The family of policies that satisfies this condition is denoted by $\Pi^1$.

Definition 4.3. Let $\epsilon > 0$. A policy $\pi_\epsilon \in \Pi^1$ is $\epsilon$-optimal if

$$V(\pi_\epsilon, x, r) \leq \inf_{\pi \in \Pi^1} V(\pi, x, r) + \epsilon, \; \forall (x, r) \in X'.$$

Lemma 4.4. Let $x \in X$, $r = r_m$ and $m = 0, 1, 2, \ldots$. Under Assumptions 3.2 and 4.2, $\lim_{n \to \infty} V^*_n(x, r) = V^*_m(x, r)$.

Proof. Let us define, for each $k = 0, 1, 2, \ldots$, the measurable functions on $X'$

$$u^0(x, r_k) := \inf_{a \in A(x, r_k)} c(x, r_k, a),$$

and for $n = 1, 2, \ldots$

$$u^n(x, r_k) := \inf_{a \in A(x, r_k)} \left[ c(x, r_k, a) + \int_0^\infty e^{-r_k t_k+1} u^{(n-1)}(y, R_k(r_k, t_k+1)) \cdot G(dt_{k+1} | x, r_k, a)Q(dy | x, r_k, a) \right].$$

We shall show that $u^n(x, r_k) = V^*_n(x, r_k)$ for all $n = 0, 1, 2, \ldots$, $k = 0, 1, 2, \ldots$, and $x \in X$. It is proved by induction over $n$.

For $n = 0$, note that

$$u^0(x, r_k) \leq V^*_k(x, r_k), \; \forall \pi \in \Pi, \; x \in X, \; k = 0, 1, 2, \ldots$$

Taking the infimum over $\Pi$,

$$u^0(x, r_k) \leq V^*_k(x, r_k), \; k = 0, 1, 2, \ldots$$

(45)

On the other hand, by the measurable selector condition (see Theorem 3.4), there exists for each $k = 0, 1, 2, \ldots$, a selector $f^0_k$ such that

$$u^0(x, r_k) = c(x, r_k, f^0_k(x, r_k)) = V^*_k(\pi^{k,k}, x, r_k) \geq V^*_k(x, r_k),$$

(46)

where $\pi^{k,k}$ represents the policy $\pi^{k,k} = \{\pi_0, \ldots, \pi_{k-1}, f^0_k, \pi_{k+1}, \ldots\}$. Then, by the inequalities (45) and (46) we conclude that $V^*_k = u^0$ for every $x \in X$ and $k = 0, 1, 2, \ldots$. Let us now assume for each $k = 0, 1, 2, \ldots$, that the induction hypothesis holds for $n$, i.e.,

$$u^n(x, r_k) = V^*_k(x, r_k), \; k = 0, 1, 2, \ldots$$
Then, for each $k = 0, 1, 2, \ldots$, there exists a measurable selector $f_k^n$ such that

$$u^n(x, r_k) = c(x, r_k, f_k^n) + \int_0^\infty e^{-r_k t_k u} u_\infty^n(y, R_k(r_k, t_k+1)) \cdot G(dt_{k+1} \mid x, r_k, f_k^n)Q(dy \mid x, r_k, a),$$

$k = 0, 1, 2, \ldots$ and the policy

$$\pi^{k,n} = \{\pi_0, \ldots, \pi_{k-1}, f_k^n, \ldots, f_{k+n}, \pi_{k+n+1}, \ldots\}$$

satisfies

$$V_k^n(\pi^{k,n}, x, r_k) = V_k^n(x, r_k), \quad k = 0, 1, 2, \ldots$$

For $n + 1$, we obtain

$$u^{n+1}(x, r_k) \leq V_k^{n+1}(\pi, x, r_k), \quad \forall \pi \in \Pi, \quad x \in X, \quad k = 0, 1, 2, \ldots$$

and taking the infimum over $\Pi$,

$$u^{n+1}(x, r_k) \leq V_k^{(n+1)*}(x, r_k), \quad k = 0, 1, 2, \ldots \quad (47)$$

Again, by the measurable selector condition there exists, for each $k = 0, 1, 2, \ldots$, a selector $f_k^{n+1}$ such that

$$u^{n+1}(x, r_k) = c(x, r_k, f_k^{n+1}) + \int_0^\infty e^{-r_k t_k+1} u_\infty^{n+1}(y, R_k(r_k, t_k+1))$$

$$\cdot G(dt_{k+1} \mid x, r_k, f_k^{n+1})Q(dy \mid x, r_k, a),$$

$$= V_k^{n+1}(\pi^{k,n+1}, x, r_k)$$

$$\geq V_k^{(n+1)*}(x, r_k),$$

where $\pi^{k,n+1}$ is the policy

$$\pi^{k,n+1} = \{\pi_0, \ldots, \pi_{k-1}, f_k^{n+1}, f_k^n, \ldots, f_{k+n}, f_{k+n+1}, \pi_{k+2}, \ldots\}.$$

Hence, $V_k^{n+1*}(x, r_k) = u^{n+1}(x, r_k)$ for any $x \in X, \quad k = 0, 1, 2, \ldots$ and $n = 0, 1, 2, \ldots$

By construction of $u^n$

$$0 \leq u^n(x, r_k) = V_k^{n*}(x, r_k) \leq u^{n+1}(x, r_k) \leq V_k^{n+1*}(x, r_k), \quad \text{for } k, n = 0, 1, 2, \ldots$$

Then there exists a measurable function $U_k$ over $X'$ such that $U_k(x, r_k) \leq V_k^*(x, r_k), \quad k = 0, 1, 2, \ldots$ and $u^n \uparrow U_k$. Note by the convergence of $u^n$ to $U_k$, $u^n = V_k^{(n)*}$ for all $k$, all $n$ and $V_k^* \downarrow 0, \quad k \to \infty$. Additionally, for all $k$ is valid for the sequence of selectors $f_{k+1}^{\infty,0} = \{f_k, f_{k+1}, \ldots\}$ in the policy $\pi^{k,\infty} := \{\pi_0, \ldots, \pi_{k-1}, f_k, f_{k+1}, \ldots\} \in \Pi^1$ that the inequality

$$U_k(x, r_k) \geq V_k(\pi^{k,\infty}, x, r_k),$$
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is valid for all \( x \in X \), and by definition of \( V_k^* \)

\[ V_k^*(x, r_k) = V_k(\pi_{0,\infty}, x, r_k). \]

i.e., \( V_k^*(x, r_k) \leq U_k(x, r_k) \) for all \( x \in X' \). Therefore, \( U_k(x, r_k) = V_k^*(x, r_k) \), for all \( k = 0, 1, 2, \ldots \) and all \( x \in X' \). □

**Theorem 4.5.** Under Assumption 4.2, there exists a deterministic non-stationary policy \( \pi \in \Pi_1 \), such that,

\[ V(\pi, x, r) = V^*(x, r), \ \forall (x, r) \in X'. \]

**Proof.** Notice that, by the Lemma 4.4, the functions \( V_n^* \) is measurable, \( n \in \mathbb{N} \).

We shall prove that

\[
V_n^*(x, r_n) = \inf_{a \in A(x, r_n)} \left[ c(x, r_n, a) + \int_0^{t_n} e^{-r_n t_n} V_{n+1}^*(y, R_n(r_n, t_n+1)) \right. \\
\left. \times G(dt_{n+1} | x_n, r_n, a)Q(dy | x, r_n, a) \right], \tag{48}
\]

for all \( n = 0, 1, 2, \ldots \) Let us define

\[
\nu(x, r_n) := \inf_{a \in A(x, r_n)} \left[ c(x, r_n, a) + \int_0^{t_n} e^{-r_n t_n} V_{n+1}^*(y, R_n(r_n, t_n+1)) \right. \\
\left. \times G(dt_{n+1} | x_n, r_n, a)Q(dy | x, r_n, a) \right], 
\]

\( n = 0, 1, 2, \ldots \) Thus, for any policy \( \pi \in \Pi \)

\[ V_n(\pi, x, r_n) \geq V_n^*(x, r_n), \ \forall n, \]

and therefore

\[
V_n(\pi, x, r_n) \\
= E_{(x, r_0)}[c(x, r_n, a) + \int_0^{t_n} e^{-r_n t_n} V_{n+1}(y, r_{n+1}) \times G(dt_{n+1} | x_n, r_n, a) \times Q(dy | x, r_n, a)] \\
\geq E_{(x, r_n)}[c(x, r_n, a) + \int_0^{t_n} e^{-r_n t_n} V^*_{n+1}(y, r_{n+1})G(dt_{n+1} | x_n, r_n, a) \times Q(dy | x, r_n, a)].
\]
\[ \geq \inf_{a \in A(x,r_n)} \left[ c(x,r_n,a) + \int_{X_0}^\infty e^{-r_n t_{n+1}} V^*_n(y, R_n(r_n, t_{n+1})) \cdot G(dt_{n+1} \mid x_n, r_n, a) Q(dy \mid x, r_n, a) \right], \]

and taking the infimum over \( \Pi \),

\[ V^*_n(x, r_n) \geq \nu(x, r_n). \quad (49) \]

On the other hand, if \( \pi \in \Pi^1 \)

\[ V^*_n(x, r_n) \leq V_n(\pi, x, r_n), \]

then \( V_n(\pi, x, r_n) \downarrow 0, n \to \infty \). Consider now the policy

\[ \pi^{n,\infty} = \{ \pi_0, \ldots, \pi_{n-1}, f_n, f_{n+1}, \ldots \}, \]

where \( (f_i, i = n, n + 1, \ldots) \) is a measurable selector, which exists by Theorem 7 in \([10]\). By Lemma \([4,4]\) for any \( \epsilon > 0 \), there exists \( m_0 \) such that, for any \( m > m_0 \) and each \( n = 0, 1, 2, \ldots \)

\[ V_n(\pi^{n,\infty}, x, r_n) < V_n^{m}(\pi^{n,\infty}, x, r_n) + \epsilon \]

\[ = V_n^{m*}(x, r_n) + \epsilon, \]

and hence \( V_n(\pi^{n,\infty}, x, r_n) \leq V_n^{*}(x, r_n), m \to \infty. \)

On the other hand, by definition of \( V_n^{*}, V_n(\pi^{n,\infty}, x, r_n) \geq V_n^{*}(x, r_n), \) and

\[ V_n(\pi^{n,\infty}, x, r_n) = V_n^{*}(x, r_n), \forall n = 0, 1, 2, \ldots \]

Moreover

\[ \nu(x, r_n) = c(x, r_n, f_n) + \int_{X_0}^\infty e^{-r_n t_{n+1}} V^*_n(y, R_n(r_n, t_{n+1})) \cdot G(dt_{n+1} \mid x_n, r_n, f_n) Q(dy \mid x, r_n, f_n) \]

\[ = c(x, r_n, f_n) + \int_{X_0}^\infty e^{-r_n t_{n+1}} V^*_n(\pi^{n,\infty}, x_{n+1}, r_{n+1}) \]

\[ \cdot G(dt_{n+1} \mid x_n, r_n, f_n) Q(dy \mid x, r_n, f_n) \]

\[ \geq V^*_n(x, r_n), \]

and by inequality \([49]\), the equality \([48]\) holds. Hence, the deterministic non-stationary policy

\[ \pi^{0,\infty} := \{ f_0, f_1, f_2, \ldots \} \]

satisfies, for \( n = 0 \) in \([48]\), that

\[ V^*(x, r) = V^*_0(x, r_0) \]
\[ V(x, r) = c(x, r_0, f_0) + \int_{0}^{\infty} e^{-r_0 t} V_1^*(x_1, r_1) \times G(dt_{n+1} \mid x_n, r_n, f_0) \cdot Q(dy \mid x_n, r_n, f_0) \]

\[ = V(\pi^{f_0, \infty}, x, r_0) \]

Therefore, \( \pi^{f_0, \infty} \) is an optimal policy. \( \square \)

**Theorem 4.6.** Suppose Assumption 4.2 holds. If there exists a policy \( \pi \) such that

\[ V_n(\pi, x, r_n) = \inf_{a \in A(x, r_n)} \left[ c(x, r_n, a) + \int_{0}^{\infty} e^{-r_n t_{n+1}} V_{n+1}(\pi, y, R_n(r_n, t_{n+1})) \cdot G(dt_{n+1} \mid x_n, r_n, a)Q(dy \mid x_n, r_n, a) \right] \tag{50} \]

for all \( x \in X, n = 0, 1, 2, \ldots \), and satisfies

\[ \lim_{n \to \infty} e^{-S_n} E_{(x,r)}^\pi V_n(\pi, x_n, r_n) = 0, \quad (x, r) \in X', \pi \in \Pi^1, \tag{51} \]

then, \( V(\pi, x, r) = V^*(x, r) \) for all \( (x, r) \in X' \).

**Proof.** If (50) holds, then by definition of \( V^* \), \( V(\pi, x, r) \geq V^*(x, r) \) for all \( (x, r) \in X' \). On the other hand, for any \( \pi \in \Pi \), and \( (x, r) \in X' \), the Markov Property yields,

\[ E_{(x,r)}^\pi \left[ e^{-S_{n+1}} V_{n+1}(\pi, x_{n+1}, r_{n+1}) \mid h_n, a_n \right] \]

\[ = E_{(x,r)}^\pi \left[ e^{-S_n} \left[ c(x_n, r_n, a_n) + \int_{0}^{\infty} e^{-r_n t_{n+1}} V_{n+1}(\pi, y, r_{n+1}) \right] \cdot G(dt_{n+1} \mid x_n, r_n, a)Q(dy \mid x_n, r_n, a) - c(x_n, r_n, a_n) \right] \]

\[ \geq E_{(x,r)}^\pi \left[ e^{-S_n} \left[ V_n(\pi, x_n, r_n) - c(x_n, r_n, a_n) \right] \right], \]

and so

\[ E_{(x,r)}^\pi \left[ e^{-S_n} c(x_n, r_n, a_n) \right] \]

\[ \geq -E_{(x,r)}^\pi \left[ e^{-S_{n+1}} [V_{n+1}(\pi, x_{n+1}, r_{n+1}) - e^{-S_n} V_n(\pi, x_n, r_n)] \mid h_n, a_n \right]. \]

Thus, taking expectations \( E_{(x,r)}^\pi \) and adding over \( i = 0, 1, \ldots, k - 1 \),

\[ E_{(x,r)}^\pi \sum_{i=0}^{k-1} e^{-S_i} c(x_i, r_i, a_i) \geq V_0(\pi, x, r) - e^{-S_k} E_{(x,r)}^\pi V_k(\pi, x_k, r_k), \]

holds for every \( k \). Letting \( k \to \infty \) and using (51), it follows that \( V(\pi, x, r) \geq V(\pi, x, r) \) for all \( (x, r) \in X' \), and \( V^*(x, r) \geq V(\pi, x, r) \) for every \( (x, r) \in X' \). In consequence, \( V^*(x, r) = V(\pi, x, r) \) for all \( (x, r) \in X' \). \( \square \)
Proposition 4.7. Under Assumption 4.2, there exist deterministic non-stationary $\epsilon$-optimal policies to the semi-Markov control problem with infinite horizon.

Proof. Let $\tilde{\pi} \in \Pi^1$ be a fixed policy, $\epsilon > 0$. For any $(x, r) \in X'$, consider the measurable functions

$$u^0(x, r) = \inf_{a \in A(x, r)} c(x, r, a)$$

and, $n = 1, 2, \ldots,$

$$u^n(x, r) = \inf_{a \in A(x, r_n)} \left[ c(x, r_n, a) + \int_{X^0} e^{-r_n t_{n+1}} u^{n-1}(y, r_{n+1}) \cdot G(dt_{n+1} | x_n, r_n, a) Q(dy | x_n, r_n, a) \right].$$

By Condition (4.2), for any $n \in \mathbb{N}$, exist the sequence of selectors $\{f_0, \ldots, f_n\}$ such that the policy $\pi^{(n)} := \{f_0, \ldots, f_n, \tilde{\pi}_{n+1}, \tilde{\pi}_{n+2}, \ldots\}$ satisfies

$$u^n(x, r) \leq V^n(\pi^{(n)}, x, r) \leq V(\tilde{\pi}, x, r).$$

Then, for some $n^* \in \mathbb{N},$

$$V(\pi^{(n^*)}, x, r) \leq V(\pi, x, r) + \epsilon, \ \forall \pi \in \Pi^1, \ \forall (x, r) \in X'.$$

Taking infimum over $\pi$,

$$V(\pi^{(n)}, x, r) \leq \inf_{\pi \in \Pi^1} V(\pi, x, r) + \epsilon, \ \forall (x, r) \in X'.$$

Therefore, for $n > n^*$, $\pi^{(n)}$ are deterministic non-stationary $\epsilon$-optimal policies. \qed

Remark 4.8.

1. By Lemma 4.4, the function $V^{n^*}$ is measurable for each $n$ and then the $\lim_{n \to \infty} V^{n^*}$ is also measurable.

2. Observe that for $\pi \in \Pi^1$ and any natural number $n$

$$\lim_{k \to \infty} \left[ \exp \left\{ -\sum_{i=n}^{k} r_i \delta_i_{i+1} \right\} V^{n+k}(\pi, x_{n+k}, r_{n+k}) \right] = 0. \quad (54)$$
5. AN EXAMPLE OF A SMCM WITH DISCOUNT RATE RECURSIVE FUNCTIONS

One way of getting recursive discount rate functions \( \{R_n \mid n = 0, 1, 2, \ldots\} \) is using continuous time stochastic processes \( \{\hat{r}_t \mid n \leq t \leq n + 1\}, n = 0, 1, 2, \ldots, \) to represent the discount rate between consecutive steps of the SMCM. In this case, it is supposed that the dynamics follows the scalar stochastic differential equation (SDE) given by

\[
d\hat{r}_t = \kappa_n (\theta_n - \hat{r}_t) dt + \sigma_n dW_t, \quad t \in [n, n + 1], \quad n = 0, 1, 2, \ldots, \tag{55}
\]

where \( \kappa_n \in [\kappa_{\text{min}}, \kappa_{\text{max}}] \), \( \sigma_n \in [\sigma_{\text{min}}, \sigma_{\text{max}}] \), \( \theta_n \in [\theta_{\text{min}}, \theta_{\text{max}}] \) are positive constants, \( \theta_n \) is the mean value or tendency of the SDE, and the initial condition is the previous discount rate \( \hat{r}_n \) (if \( t \in [0, 1] \), the initial condition is the discount rate \( r_0 \)). Similar to some classical short-rate models (see [21]), the SDE (55) has the mean-reverting property: the discount rate \( \hat{r}_t \) tends to fluctuate around of ideal value \( \theta_n \) when \( t \in [n, n + 1], n = 0, 1, 2, \ldots \). To guarantee the existence of a unique solution to the SDE, we suppose that the functions \( \mu_n(t, z) := \kappa_n \theta_n - z \) and \( \sigma_n(t, z) = \sigma_n, n \geq 0 \) satisfy the classical Itô conditions [1] Chapter 6, i.e., exists \( K > 0 \), such that

1. For all \( t \in [n, n + 1], n = 0, 1, 2, \ldots, z_1, z_2 \in \mathbb{R}, \)

\[
|\mu(t, z_1) - \mu(t, z_2)| + |\sigma(t, z_1) - \sigma(t, z_2)| \leq K|z_1 - z_2|. \tag{56}
\]

2. For all \( t \in [n, n + 1], n = 0, 1, 2, \ldots, \) and \( z \in \mathbb{R} \)

\[
|\mu(t, z)|^2 + |\sigma(t, z)|^2 \leq K^2(1 + |z|^2). \tag{57}
\]

The solution is the mean-reverting stochastic processes

\[
\hat{r}_t = r_n e^{-(t-n)\kappa_n} + \theta_n [1 - e^{-(t-n)\kappa_n}] + \sigma_n e^{-(t-n)\kappa_n} \int_n^t e^{u\kappa_n} dW_u, \tag{58}
\]

where \( t \in [n, n + 1], W_u, u \in [n, t] \) is the Wiener process, \( \theta_n \) is the mean reverting value of processes and the \( \kappa_n \) is this the velocity of reversion.

From the solution (58), by taking the expectation and substituting the time-dependent expression by the sojourn time variable \( \delta_{n+1} \), we obtain the recursive equation

\[
r_{n+1} := E[R_n(r_n, \delta_{n+1}) \mid x_n, r_n, a_n] = \int_0^\infty \left(r_n \exp(-t\kappa_n) + \theta_n [1 - \exp(-t\kappa_n)] \right) G(dt \mid x_n, r_n, a_n), \tag{59}
\]

where \( G(\cdot \mid x_n, r_n, a_n) \) is the sojourn time distribution of \( \delta_{n+1} \) conditioned by \( (x_n, r_n, a_n) \), for each \( n = 0, 1, 2, \ldots, \) and \( r_0 \) is the initial discount rate.
6. LINEAR-QUADRATIC SEMI-MARKOV MODEL.

Let us consider an SMCM with \( X = A = \mathbb{R} \), where the evolution of states is given by

\[
x_{n+1} = Ax_n + Ba_n + \xi_n, \quad n = 0, 1, 2, \ldots,
\]

\( A \) and \( B \) are non-negative constants and the random variables \( \xi_n \) are supposed i.i.d., independent of \( x_0 \) such that \( E\xi_n = 0 \) and \( 0 < E\xi_n^2 = \sigma^2 < \infty \). The sojourn times \( \delta_n, n = 1, 2, \ldots \), are random variables on \((0, \infty)\), independent of \( x \), with exponential distribution function \( G \) on \( K = \mathbb{R} \times (0, \infty) \times \mathbb{R} \), where its parameter is given by the non-negative continuous function \( g \):

The immediate and sojourn costs (see (19)) are given by

\[
D(x, a) = q_2 a, \\
d(x, a) = \alpha_1 x + \alpha_2 a^2, \\
c(x, r, a) = D(x, a) + \tau(x, r, a)d(x, a) \\
= D(x, a) + \frac{1}{r} \left( 1 - \frac{g(x, r, a)}{r(1 + g(x, r, a))} \right) d(x, a),
\]

where \( q_2, \alpha_1, \alpha_2 > 0 \), and \((x_n, r_n, a_n) \in K, n = 0, 1, 2, \ldots\)

The evolution of the discount rates follows the SDE (55) and satisfies the recursive relation (59). The discounted total cost in this case takes the form (37).

The semi-Markov linear quadratic control problem with finite horizon consists of finding an optimal policy in \( N \) steps such that

\[
J(\pi, x, r) = E_{(x, r)}^\pi \left[ \sum_{n=0}^{N-1} e^{-S_n} c(x_n, r_n, a_n) \right]
\]

is minimized, where \( S_0 = 0 \) and \( S_n \) as (27). The dynamic programming equations are

\[
J_N(x_N, r_N) = \min_{a \in A(x_N, r_N)} c(x_N, r_N, a) \tag{60}
\]

and for \( n = N - 1, N - 2, \ldots, 0 \)

\[
J_n(x, r_n) = \min_{a \in A(x, r_n)} \left[c(x_n, r_n, a) + E\left[e^{-r_n \delta_{n+1}} J_{n+1}(Ax_n + Ba + \xi_n, R_{n}(r_n, \delta_{n+1})) \right| x_n = x, r_n, a_n = a \right]
\]

which become

\[
J_n(x, r_n) = \min_{a \in A(x, r_n)} \left[q_2 a + \frac{\alpha_1 x_n^2 + \alpha_2 a_n^2}{r_n + g(x_n, r_n, a)} + \int_{0}^{\infty} E\left[g(x_n, r_n, a) e^{-s(r_n + g(x_n, r_n, a))} \cdot J_{n+1}(Ax_n + Ba + \xi_n, (r_n - \theta_n)e^{-s\theta_n} + \theta_n) \right| \right] ds \right]. \tag{62}
\]
By Theorem 3.4, exists a non-stationary optimal policy $\pi^{N*} = \{f_i\}_{i=0}^{N}$ and the optimal value is $J_0(x_0, r_0)$.

An example with explicit solution, can be obtained when the recursive discount rate is

$$r_{n+1} = E[R_n(r_n, \delta_{n+1}) \mid x_n, r_n, a_n] := r_n e^{-r_n k \delta_{n+1}}, \ k > 0,$$

the function $g(x, r, a) = \frac{r_n \lambda}{r_n(1-r_n)(\lambda+1)}$, and the sojourn time distribution is reduced to

$$G(t \mid x, r, a) := \int_0^t r_n \lambda e^{-r_n \lambda s} ds,$$

$\lambda > 0$, for all $(x, r, a) \in \mathbb{K}$. In this case, from the dynamic programming equations (60) and (61), if $n = N$, the minimum of $J_N^*$ occurs when $a_N = -r_N \frac{q_2(\lambda+1)}{2\alpha_2}$ and

$$J_N(x, r_N) = \frac{1}{r_N} I_N x - r_N H_N,$$

where $H_N := \frac{q_2(\lambda+1)}{4\alpha_2}$ and $I_N := \frac{\alpha_1}{\lambda+1}$. For $n = N - 1, N - 2, N - 3, \ldots, 0$ we obtain

$$J_n(x, r_n) = \min_{a \in A(x, r_n)} \left[ \frac{1}{r_n} \cdot \frac{\alpha_2}{\lambda+1} a^2 + \left( q_2 + \frac{I_{n+1} \lambda B}{r_n(\lambda + 1 - k)} \right) a + \frac{1}{r_n} I_n x - r_n \left( H_n \frac{\lambda}{\lambda + 1 + k} + \frac{1}{r_n} \cdot \frac{T_n \lambda}{\lambda + 1 - k} - \frac{U_n \lambda}{\lambda + 1} \right) \right],$$

where $I_n := \frac{I_{n+1} \lambda A}{\lambda + 1 - k} + \frac{\alpha_1}{\lambda+1}$, $H_n = H_N + H_{n+1} \frac{\lambda}{\lambda + 1 + k}$, $T_n := \frac{(I_{n+1} \lambda B)^2 (1+\lambda)}{4\alpha_2(\lambda + 1 - k)^2} + T_{n+1} \frac{\lambda}{\lambda + 1 - k}$,

$U_n := \frac{q_2 I_{n+1} \lambda (\lambda + 1) B}{2\alpha_2(\lambda + 1 - k)} + U_{n+1} \frac{\lambda}{\lambda + 1}$, and $T_N = U_N := 0$. By standard calculus arguments, the minimum is

$$a_n = -\frac{q_2 + I_{n+1} \lambda B}{r_n(\lambda+1)} := f_n(x, r_n).$$

and the optimal value is

$$J^*_n(x, r_n) = \frac{1}{r_n} I_n x - r_n H_n - \frac{1}{r_n} T_n - U_n.$$

This iterative process generates the non-stationary policy

$$f^* = \{a_0, a_1, \ldots, a_N\}$$

and the value function $J^*(x, r) = J_0(x, r)$, for all $(x, r) \in X'$.

The expected discounted total cost with infinite horizon in this case is

$$V(\pi, x, r) = E_{(x, r)}^{\pi} \left[ \sum_{n=0}^{\infty} e^{-\delta^n} c(x_n, r_n, a_n) \right].$$
Let $\epsilon > 0$. To obtain a non-stationary $\epsilon$–optimal policy, we consider the non-stationary policy $\pi' = \{f'_0, f'_1, f'_2, \ldots\}$ given by measurable selectors

$$f'_i(x, r) = \frac{q_2d_2(1 + \lambda)}{2\lambda_2}, \; i = 0, 1, 2, \ldots$$

and is valid that $\pi' \in \Pi^1$:

$$V(\pi', x, r) = E_{(x, r)}^{\pi'} \left[ \sum_{n=0}^{\infty} e^{-S'_n}c(x_n, r_n, a_n) \right]$$

$$\leq \left( \frac{2q_2^2d_2^2(1 + \lambda)^2}{4\alpha_2^2} + \frac{\alpha_1}{\alpha_2}x \right) E_{(x, r)}^{\pi'} \left[ \sum_{n=0}^{\infty} e^{-S'_n} \right] < \infty.$$

Let $\pi^{n*} = \{a_0, a_1, a_2, \ldots, a_n\}$ be a non-stationary optimal policy of the finite horizon case. Hence, for the policy

$$\hat{\pi} = \{a_0, a_1, \ldots, a_n, f'_{n+1}, f'_{n+2}, f'_{n+3}, \ldots\},$$

there exists a natural number $n_0$ such that if $n > n_0$

$$V^{(n)}(\hat{\pi}, x, r) - V^{(n+1)}(\hat{\pi}, x, r) < \epsilon/2^n,$$

i.e., $V^n(\hat{\pi}, x, r)$ approximates to $V^*(x, r)$ and $\hat{\pi}$ is a non-stationary policy which is $\epsilon$–optimal.
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