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EVENT-TRIGGERED OUTPUT CONSENSUS FOR LINEAR
MULTI-AGENT SYSTEMS VIA ADAPTIVE DISTRIBUTED
OBSERVER

Limin Zhang, Jian Sun and Qingkai Yang

This paper investigates the distributed event-triggered cooperative output regulation prob-
lem for heterogeneous linear continuous-time multi-agent systems (MASs). To eliminate the re-
quirement of continuous communication among interacting following agents, an event-triggered
adaptive distributed observer is skillfully devised. Furthermore, a class of closed-loop estima-
tors is constructed and implemented on each agent such that the triggering times on each agent
can be significantly reduced while at the same time the desired control performance can be
preserved. Compared with the existing open-loop estimators, the proposed estimators can pro-
vide more accurate state estimates during each triggering period. It is further shown that the
concerned cooperative output regulation problem can be effectively resolved under the proposed
control scheme and the undesirable Zeno behavior can be excluded. Finally, the effectiveness
of the proposed results is verified by numerical simulations.

Keywords: event-triggered communication (ETC), output regulation, cooperative control,
multi-agent systems (MASs)

Classification: 93C02

1. INTRODUCTION

Over the past decade, distributed coordination and cooperation of multiple interacting
agents (or nodes) over some communication networks have received intensive attention
due to its wide applications in various engineering fields, such as formation of spacecrafts
[1, 2], vehicle platoon control [3], sensor network-based monitoring and detection [4, 5, 6],
and power system control [7, 8, 9]. As a fundamental problem of multi-agent systems
(MASs), the cooperative output regulation has been widely studied [10, 11, 12, 13,
14, 15, 16, 17]. For example, in [10], a distributed observer approach was originally
proposed in the case of static communication networks and followed by a case of switching
communication networks in [11] and a case of Markovian communication networks in [12].
Later, the distributed observer approach was employed to solve containment problem in
[13]. In [14, 15, 16, 17] the estimation of the system matrix was realized via a class of
adaptive observers for reaching output regulation.
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Note that some distributed observer approaches proposed in the literature are only
valid under the assumption of continuous communication between neighboring agents.
By taking the limited on-board energy resources and communication bandwidth into
consideration [18, 19, 20], event-triggered control strategy is more favorable. This is
because a well-designed event-triggered mechanism can significantly reduce the inter-
agent communication frequency, and thus saving certain energy and bandwidth resources
that are dedicated for performing data transmissions and exchanges. Some pioneering
works on distributed event-triggered strategies can be found in [21, 22, 23, 24, 25, 26].
For more latest results in this regard, we refer interested readers to the surveys [20, 27].

In the context of multi-agent output regulation, not surprisingly, event-triggered
strategies have also attracted significant attention [28, 29, 30, 31, 32, 33, 34, 35, 36].
More specifically, [28, 29, 30] addressed the event-triggered output regulation problem
for linear MASs under an undirected communication graph; [31, 32] considered the sit-
uation where the dynamics of each agent are time-varying and topology is switching;
[33, 34] extended the results to the situation of nonlinear MASs; while, in [35, 36], a pre-
dictive event-triggered communication strategy was proposed for MASs under directed
communication topologies. However, the above mentioned results expose a common
limitation, i. e., the control design highly depended on the global information of the
network topology, more specifically, the eigenvalues of the resulting Laplacian matrix
of the graph. To address this issue, some adaptive control techniques were employed
in recent studies [18, 37]. It should be also pointed out that in the existing leader-
following MASs, the knowledge of the leader’s system matrix is often required to for
each follower in such a way to estimate or observe the leader’s states, which imposes
some extra difficulty in real-world leader-following MAS applications. Apart from this,
in an event-triggered setting, the estimation of an internal reference model’s state during
each triggering interval is normally presented in an open-looped manner, which might
lead to some conservatism. Therefore, in this paper, we aim to tackle these challenging
issues by developing an event-triggered adaptive distributed observer so as to remove the
requirement on the system matrix in the process of leader’s state estimation. Besides,
a closed-looped estimator is also presented with higher estimation accuracy. Compared
with some existing results on event-triggered distributed observer approach to the coop-
erative output regulation problem, the main contributions of this paper are summarized
as follows. First, a new event-triggered adaptive distributed observer, which provides an
estimation of the system matrix in an energy-efficient way, is proposed. Second, a novel
predictive event-triggered mechanism is developed. Third, different from the existing
open-loop estimator used in [18], the estimation of the internal reference model’s input
is skillfully used as a feedback on the communication intervals, which produces a smaller
estimate error and thus fewer triggering times.

The rest of paper is organized as follows. Section 2 introduces some preliminaries
and problem formulation. The main results are presented in Section 3. A numerical
example is given to demonstrate the effectiveness of our method in Section 4. Section 5
concludes this paper.

Notations: A ⊗ B denotes the Keonecker product of matrix A and B. For a matrix
A ∈ Rm×n, vec(A) = col(A1, . . . , An) where Ai ∈ Rm is the ith cloumn of A. For any
cloumn vector C ∈ Rnq with positive integers n and q, zqn(C) = [C1, . . . , Cq], where,
Ci ∈ Rn and C = col(C1, . . . , Cq).
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2. PRELIMINARIES AND PROBLEM FORMULATION

2.1. Graph theory

In this section, we first briefly review the graph theory used in this paper. The com-
munication topology among the leader and N followers can be represented by a di-
rected graph Ḡ = (V̄, Ē , Ā), where V̄ = {v0, v1, . . . , vN} is the set of agents with agent
v0 as the leader to be tracked, Ē = {(vi, vj), vi, vj ∈ V̄, i 6= j} is the set of edges
among the agents, and Ā = [aij ](N+1)×(N+1) is the adjacent matrix with aij = 1 if
agent vi can receive the state information from agent vj , i. e., (vi, vj) ∈ Ē , otherwise
aij = 0. Furthermore, we assume aii = 0. The neighbor set of agent vi is denoted by
N̄i = {vj ∈ V̄ : (vi, vj) ∈ Ē}. Agent vp is reachable from agent vq if there is a sequence of
edges {(vp, vp+1), (vp+1, vp+2), . . . (vq−1, vq)} among the agents {vp, vp+1, . . . , vq−1, vq}.
If each agent is reachable form node vq, the directed graph contains a spanning tree with
agent vq as the root.

The topology among the N follower agents is denoted by an undirected graph G =
(V, E ,A), which is a subgraph of Ḡ , where V = {v1, v2, . . . , vN}, E = {(vi, vj), vi, vj ∈
V, i 6= j} and A = [aij ]N×N refers to the set of follower agents, edges, and adjacent
matrix, respectively. The unique feature of the adjacent matrix in undirected graph
is that aij = aji for any i 6= j. The Laplacian matrix L = [lij ]N×N is defined by

lij = −aij for vi 6= vj and lii =
∑N
i=1,j 6=i aij . It is easy to check that

∑N
j=1 lij = 0 for

all i = 1, 2, . . . , N .
The matrix H is defined as H = L+ diag{a10, . . . , aN0} and has the following prop-

erty.

Lemma 2.1. (Hu et al. [38]) If the graph Ḡ has a directed spanning tree with agent
v0 being the root, then all the eigenvalues of H have positive real parts.

2.2. Problem formulation

Consider heterogeneous linear MASs consisting of one leader agent and N follwer agents.
The dynamics of the leader agent is given by

v̇ = S0v, (1)

where v ∈ Rq is the state of the leader system representing the reference input to be
tracked and S0 ∈ Rq×q is a constant matrix.

The dynamics of follower agent vi is given by
ẋi = Aixi +Biui

ymi = Cmixi +Dmiui

ẽi = Cixi +Diui + Eiv,

(2)

where xi ∈ Rni,ui ∈ Rmi, ymi ∈ Rpmi and ẽi ∈ Rpi represent the state, control input,
output, and regulated output, respectively. Ai,Bi,Cmi,Dmi,Ci,Di, and Ei are constant
matrices with compatible dimensions.

The problem to be solved in this paper can be formulated as follows.
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Problem 2.2. Given systems (1) – (2), under communication graph Ḡ, the objective of
this paper is to design an event-triggered adaptive distributed observer and a dynamic
output feedback control law such that the following two statements are true.

1. When v is bounded, the trajectory of the closed-loop system is bounded.

2. For any initial condition, the regulated output satisfies limt→∞ ẽi(t) = 0 for i =
1, . . . , N .

In order to solve Problem 2.2, we need the following assumptions.

Assumption 2.3. (Ai, Bi) are stabilizable, i = 1, . . . , N .

Assumption 2.4. (Cmi, Ai) are detectable, i = 1, . . . , N .

Assumption 2.5. The following linear matrix equations

XiS0 =AiXi +BiUi

0 =CiXi +DiUi + Ei
(3)

have solution pairs (Xi, Ui) for i = 1, . . . , N .

Assumption 2.6. The graph Ḡ contains a spanning tree with agent v0 being the root.

3. MAIN RESULTS

In this section, we will design an event-triggered adaptive distributed observer and the
corresponding dynamic output feedback control law. In addition, we will present theoret-
ical analysis on the stability of the resulting closed-loop system as well as the capability
of excluding Zeno behavior in the triggering mechanism.

For each agent, the event-triggered adaptive distributed observer is designed as follows

η̇i =Siηi +Kiϑ̄i[

N∑
j=1

aij(η̂j − η̂i) + ai0(v − η̂i)], (4a)

Ṡi =µ1[

N∑
j=1

aij(Ŝj − Ŝi) + ai0(S0 − Ŝi)], (4b)

ϑ̇i =γi[

N∑
j=1

aij(η̂j − η̂i) + ai0(v − η̂i)]TMi[

N∑
j=1

aij(η̂j − η̂i) + ai0(v − η̂i)],

(4c)

where ηi ∈ Rq is the state of the dynamic compensator. Ki, and Mi are gain matrices to
be determined. ϑ̄i ∈ R is a piecewise constant coupling gain. When ϑi reaches previous
ϑ̄i + ci, ϑ̄i is updated to ϑi. ϑ̄i(0) = ϑi(0) > 0, ci > 0 and γi > 0 are positive constant
scalars. We denote the updating time instant of ϑ̄i as t = til. Si ∈ Rq×q is the observed
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system matrix of S0 by agent vi. We denote the triggering time instant of Si as t = tim.
Ŝi is the estimate of Si during t ∈ [tim, t

i
m+1), which is updated by{

Ŝi(t) = Ŝi(t
i
m), t ∈ [tim, t

i
m+1)

Ŝi(t
i
m) = Si(t

i
m), t = tim.

(5)

η̂i ∈ Rq in (4a) and (4c) is the estimate of ηi during t ∈ [tin, t
i
n+1), and η̂j ∈ Rq in (4a)

and (4c) is the estimate of ηj during t ∈ [tjn, t
j
n+1), where t = tin and t = tjn are the

triggering time instants of ηi and ηj , respectively. To get a more accurate state estimate,
the closed-loop estimators of η̂i and η̂j in agent vi are designed as follows

˙̂ηi(t) = Ŝiη̂i(t) +Kiϑ̄iω̂i, t ∈ [tin, t
i
n+1)

η̂i(t) = ηi(t), t = tin
˙̂
η̂j(t) = Ŝj ˆ̂ηj(t), t ∈ [tin, t

i
n+1)

ˆ̂ηj(t) = η̂j(t), t = tin

ω̂i(t) =

N∑
j=1

aij(ˆ̂ηj(t)− η̂i(t)) + ai0(v − η̂i(t))

(6)



˙̂ηj(t) = Ŝj η̂j(t) +Kj ϑ̄jω̂j , t ∈ [tjn, t
j
n+1)

η̂j(t) = ηj(t), t = tjn
˙̂
η̂k(t) = Ŝk ˆ̂ηk(t), t ∈ [tjn, t

j
n+1)

ˆ̂ηk(t) = η̂k(t), t = tjn

ω̂j(t) =

N∑
j=1

ajk(ˆ̂ηk(t)− η̂j(t)) + aj0(v − η̂j(t)),

(7)

where agent vi is the neighbor of agent vj , agent vj is the neighbor of agent vk. ˆ̂ηj(t)

and ˆ̂ηk(t) denote the two-hop estimate of ηj(t) and ηk(t), respectively, whose updating
laws depend on the estimates η̂j(t

i
n) and η̂k(tjn). The triggering time instants tim and tin

are given by

tim = inf{t > tim−1|fSi ≥ 0} (8)

tin = inf{t > tin−1|fηi ≥ 0}, (9)

where fηi and fSi are the triggering functions of ηi and Si, respectively. The triggering
functions are given by

fSi = ‖εi‖2 − βie−σit (10)

fηi = ‖ei‖2 −
1

ιi(1 + ϑ̄i)
(αi‖$i‖2 + βie

−σit), (11)

where εi is used to denote the estimate error of Si, i. e. εi = Ŝi − Si and ei is the
estimate error of ηi, i. e. ei = η̂i − ηi. αi, βi and σi are the constant scalars to be
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determined. $i is defined as $i =
∑N
j=1 aij(η̂j − η̂i) + ai0(v − η̂i). ιi is a time-varying

variable updated by
ι̇i = δi(1 + ϑ̄i)‖ei‖2. (12)

The illustrative diagram to describe the whole multi-agent framework for agent vi is
shown in Figure 1.

Event-

Triggering 

Mechanism 

Agent 

Communication Network

Controller

Event-triggered 

Adaptive Distributed 

Observer 

,Estimators

,

,

R

Fig. 1. Event-triggered control schematic. The solid lines indicate

the continuous communication and dashed lines indicate the

intermittent communication.

Remark 3.1. In this paper, the time delay and package dropouts of the communication
network are not taken into account. We assume that the triggered data can be trans-
mitted without error and delay. It should be mentioned that not every follower agent
can receive information from the leader, while only the agent who is connected with the
leader can receive the information v and S0. For those agents that are not informed by
the leader, they estimate the S0 and v by (4a) and (4b), respectively.

Remark 3.2. A two-hop estimation mechanism is used to estimate the virtual control
input ω̂i(t) and ω̂j(t) according to (6) and (7) such that the estimation process of η̂i and
η̂j are closed-looped. Compared with the open-loop estimator in [18], the closed-loop
estimators designed in this paper consider the response of virtual control input ω̂i(t),
which can lead to some more accurate state estimates, thus can reduce the triggering
times on a given time interval. The simulation results in Table. 1 verify this point.

Remark 3.3. Note that the triggering conditions (8) and (9) are checked in parallel,
while the transmissions of Si and ηi are performed separately. When the triggering con-
ditions (8) and (9) hold at the same time, Si and ηi will be transmitted simultaneously.
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However, from (4a), it can be seen that the update of Si will affect ηi, which indicates
that the convergence property of ηi is dependent on Si.

Now, we give the main results as follows.

Lemma 3.4. Given systems (1) – (2) and communication graph Ḡ, under Assumptions
2.5 – 2.6, each follower agent observes the leader’s system mateix S0 with the event-
triggered adaptive observer designed as (4b),(5) and (10). Further let S̃i = Si−S0. Then,
for any initial condition S̃i(0) and any µ1 > 0, we have limt→∞ S̃i(t) = 0 exponentially
and Zeno behavior is excluded on any finite time interval.

P r o o f . Taking the time derivative along with S̃i during t ∈ [tim−1, t
i
m), we obtain

˙̃Si =Ṡi − Ṡ0

=µ1[

N∑
j=1

aij(Ŝj − Ŝi) + ai0(S0 − Ŝi)]

=µ1[

N∑
j=1

aij(Ŝj − Sj + Sj − S0 − Ŝi + Si − Si + S0)

+ ai0(S0 − Ŝi + Si − Si)]

=µ1[

N∑
j=1

aij(εj + S̃j − εi − S̃i) + ai0(−S̃i − εi)].

(13)

We rewrite (13) in a compact form as follow

˙̃S = −µ1(H ⊗ Iq)S̃ − µ1(H ⊗ Iq)ε, (14)

where S̃ = [S̃T1 , S̃
T
2 , . . . , S̃

T
N ]T and ε = [εT1 , ε

T
2 , . . . , ε

T
N ]T . From the triggering func-

tion (10), we know that ‖εi‖ < βie
−σit is satisfied during each triggering interval

t ∈ [tm−1, tm). Due to the fact that limt→∞ βie
−σit = 0, we have limt→∞ εi = 0

and µ1(H ⊗ Iq)ε will decay to zero exponentially. Furthermore, for µ1 > 0, the matrix

−µ1(H ⊗ Iq) is Hurwitz. Thus, S̃ converges to zero exponentially. Next, we prove that
triggering interval τi = tm − tm−1 is strictly positive at any finite time interval.

Note that d‖εi‖
dt can be upper bounded by ‖ε̇i‖ as follows

d‖εi‖
dt

≤ ‖ε̇i‖ ≤ ‖µ1[

N∑
j=1

aij(Ŝj − Ŝi) + ai0(S0 − Ŝi)]‖. (15)

Since Si is bounded over [0,∞), we know that ‖µ1[
∑N
j=1 aij(Ŝj−Ŝi)+ai0(S0−Ŝi)]‖ is also

bounded. We use S̄ to denote the upper bound of ‖µ1[
∑N
j=1 aij(Ŝj− Ŝi)+ai0(S0− Ŝi)]‖.

Integrating both sides of (15) from tm−1 to tm, we get

‖εi‖ ≤
∫ tm

tm−1

(‖µ1[

N∑
j=1

aij(Ŝj − Ŝi) + ai0(S0 − Ŝi)]‖) dt

≤τiS̄.

(16)
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Not that ‖εi‖ ≥ βie−σit at t = tm. Thus, we have

τiS̄ ≥ βie−σit. (17)

The triggering interval τi thus satisfies

τi ≥
β1e
−σit

S̄
. (18)

From (18), we know τi is strictly positive on any finite time interval. Therefore, Zeno
behavior is excluded. The exclusion of Zeno behavior can also be proved by contradiction
(see [39] for an example). This completes the proof. �

Lemma 3.5. Given systems (1) – (2) and communication graph Ḡ, under Assumptions
2.5 – 2.6, the event-triggerd adaptive distributed observer for the state of leader is de-
signed as (4b), (5) and (10). Each solution pair (X∗i , U

∗
i ) of linear matrix equations

XiSi =AiXi +BiUi

0 =CiXi +DiUi + Ei
(19)

can be solved by the following equations dynamically

Qi(t) =Si(t)
T ⊗

[
Ini 0
0 0

]
− Iq ⊗

[
Ai Bi
Ci Di

]
(20)

Ξ̇i(t) = −µ2Qi(t)T (Qi(t)Ξi(t)− bi) (21)

Πi(t) = zq(ni+mi)(Ξi(t)), (22)

where bi = vec

([
0
Ei

])
,Πi(t) = vec

([
Xi(t)
Ui(t)

])
and µ2 > 0 is set to be sufficiently large.

P r o o f . Let (X∗i , U
∗
i ) be some solution pair of the regulator equations (3). By Lemma 3.4,

we know that limt→∞ Si − S0 = 0 exponentially with the designed event-triggerd adap-
tive distributed observer. Then combining with [16, Lemma 3] and [16, Lemma 4], we
have

lim
t→∞

(
Πi(t)−

[
X∗i
U∗i

])
= 0. (23)

�

Lemma 3.6. Given systems (1) – (2), under the communication graph Ḡ, suppose As-
sumptions 2.3 – 2.6 hold. The event-triggerd adaptive distributed observer for the state
of leader is designed as (4) – (12). Choose Ki = Pi and Mi = P 2

i , where Pi is symmetric
positive-definited and satisfies the following Riccati equation

PiSi + STi Pi − P 2
i + Iq = −Ṗi. (24)

Let ξi = ηi − v. Then, we have limt→∞ ξi = 0 exponentially and Zeno behavior is
excluded on any finite time interval.
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P r o o f . We rewrite $i in the form of

$i =

N∑
j=1

aij(η̂j − η̂i) + ai0(v − η̂i)

=

N∑
j=1

aij(ξj − ξi + ej − ei) + ai0(−ξi − ei).

(25)

Accordingly, the compact form of $i is given by

$ = −(H ⊗ Iq)(ξ + e), (26)

where ξ = [ξT1 , ξ
T
2 , . . . , ξ

T
N ]T , e = [eT1 , e

T
2 , . . . , e

T
N ]T . Then, ξ can be written in terms of

$ and e as follows
ξ = −(H−1 ⊗ Iq)$ − e. (27)

Taking the time derivative along ξi, we obtain

ξ̇i =η̇i − v̇
=Siηi + ϑ̄iKi$i − S0v

=Siηi − Siv + Siv − S0v + ϑ̄iKi$i

=Siξi + S̃iv + ϑ̄iKi$i.

(28)

Consider the following Lyapunov function candidate

V1 =

N∑
i=1

ξTi Piξi +

N∑
i=1

β2

2γi
(ϑi − ϑ0)2 +

N∑
i=1

1

2δi
(ιi − ι0)2, (29)

where ϑ0 and ι0 are initial values of ϑi and ιi respectively. Let tk, k = 1, 2, . . . denote the
triggering time instants for the whole MASs. In light of (28) and taking the time deriva-
tive of the Lyapunov function candidate (29) during each triggering interval [tk, tk+1),
we obtain

V̇1 =

N∑
i=1

ξTi (STi Pi + PiSi)ξi + 2

N∑
i=1

ξTi PiS̃iv + 2

N∑
i=1

ξTi Piϑ̄iki$i

+

N∑
i=1

ξTi Ṗiξi +

N∑
i=1

β2(ϑi − ϑ0)$T
i P

2
i $i +

N∑
i=1

(ιi − ι0)(1 + ϑ̄i)‖ei‖2.

(30)

By substituting the Riccati equation (24) into (30), it follows that

V̇1 =

N∑
i=1

ξTi (P 2
i )ξi −

N∑
i=1

ξTi Iqξi + 2

N∑
i=1

ξTi Piϑ̄iki$i + 2

N∑
i=1

ξTi PiS̃iv

+

N∑
i=1

β2(ϑi − ϑ0)$T
i P

2
i $i +

N∑
i=1

(ιi − ι0)(1 + ϑ̄i)‖ei‖2.

(31)
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The compact form of (31) is given by

V̇1 =ξTP 2ξ − ξT ξ + 2ξTP 2ϑ̄$ + 2ξTPS̃ṽ

+ β2(ϑ− ϑ0IN×n)$TP$ +

N∑
i=1

(ιi − ι0)(1 + ϑ̄i)‖ei‖2,
(32)

where P = diag{P1, P2, . . . , PN}, P 2 = diag{P 2
1 , P

2
2 , . . . , P

2
N}, $ = [$T

1 , $
T
2 , . . . , $

T
N ]T ,

ṽ = IN ⊗ v, ϑ = diag{ϑ1Iq, ϑ2Iq, . . . , ϑNIq}, ϑ̄ = diag{ϑ̄1Iq, ϑ̄2Iq, . . . , ϑ̄NIq}. In view of
(27), (32) can be rewritten as

V̇1 =$T (H−1 ⊗ Iq)P 2(H−1 ⊗ Iq)$ + 2eTP 2(H−1 ⊗ Iq)$
+ eTP 2e− ξT ξ − 2eTP 2ϑ̄$ − 2$T (H−1 ⊗ Iq)P 2ϑ̄$

+ 2ξTPS̃ṽ + β2(ϑ− ϑ0IN×n)$TP$

+

N∑
i=1

(ιi − ι0)(1 + ϑ̄i)‖ei‖2.

(33)

Using the Young’s inequality, one has

2ξTPS̃ṽ ≤ξT ξ + (S̃ṽ)TP 2(S̃ṽ)

2eTP 2(H−1 ⊗ Iq)$ ≤eTP 2e+$T (H−1 ⊗ Iq)P 2(H−1 ⊗ Iq)$

−2eTP 2ϑ̄$ ≤ 1

λ2
eTP 2ϑ̄e+ λ2$

TP 2ϑ̄$.

(34)

Then combining (33) with (34) yields

V̇1 ≤2$T (H−1 ⊗ Iq)P 2(H−1 ⊗ Iq)$ + 2eTP 2e+ (S̃ṽ)TP 2(S̃ṽ)

+
1

λ2
eTP 2ϑ̄e+ λ2$

TP 2ϑ̄$ − 2$T (H−1 ⊗ Iq)P 2ϑ̄$

+ λ2(ϑ− ϑ0IN×n)$TP$ +

N∑
i=1

(ιi − ι0)(1 + ϑ̄i)‖ei‖2.

(35)

Defining λ1 = λmax(H−1) and λ2 = λmin(H−1), one has

V̇1 ≤2λ2
1$

TP 2$ + 2eTP 2e+ (S̃ṽ)TP 2(S̃ṽ) +
1

λ2
eTP 2ϑ̄e+ λ2$

TP 2ϑ̄$

− 2λ2$
TP 2ϑ̄$ + λ2$

TP 2ϑ̄$ + λ2(ϑ− ϑ̄− ϑ0IN×n)$TP 2$

+

N∑
i=1

(ιi − ι0)(1 + ϑ̄i)‖ei‖2

(36)

V̇1 ≤(2λ2
1 + λ2cmax − ϑ0)$TP 2$ +

N∑
i=1

(2 +
1

λ2
ϑ̄i)‖P 2

i ‖‖ei‖2

−
N∑
i=1

(ι0 + ι0ϑ̄i)‖ei‖2 + (S̃ṽ)TP 2(S̃ṽ) +

N∑
i=1

ιi(1 + ϑ̄i)‖ei‖2,

(37)
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where cmax = maxi=1,2,...,N ci. Assume that ϑ0 and ι0 are chosen sufficiently large, such
that 2λ2

1 + λ2cmax ≤ ϑ0 and max{2λmax(‖P‖2), 1
λ2
λmax(‖P‖2)} ≤ ι0, then we have

V̇1 ≤ −‖$‖2 + (S̃ṽ)TP 2(S̃ṽ) +

N∑
i=1

ιi(1 + ϑ̄i)‖ei‖2. (38)

Since the triggering functions is not satisfied during the triggering intervals, according
to (11), ei satisfies

‖ei‖2 <
1

ιi(1 + ϑ̄i)
(αi‖$i‖2 + βie

−σit). (39)

Substituting (39) into (38), one has

V̇1 ≤
N∑
i=1

[−(1− αi)‖$i‖2 + βie
−σit] + (S̃ṽ)TP 2(S̃ṽ). (40)

We define a new variable W as follows

W = V1 +

N∑
i=1

ρi
σi
e−σit. (41)

Then, it follows from (40) and (41) that

Ẇ ≤ −(1− αmax)‖$‖2 −
N∑
i=1

(ρi − βi)e−σit + (S̃ṽ)TP 2(S̃ṽ). (42)

Note that limt→∞ S̃ = 0 exponentially from Lemma 3.4. It can be ensured that −(ρi −
βi)e

−σit + (S̃ṽ)TP 2(S̃ṽ) < 0 and Ẇ < 0, under the condition that ρi > βi and σi are
sufficiently small.

When t = tk, we have

W (t+l )−W (t−l ) = 0 (43)

W (t+n )−W (t−n ) = 0 (44)

W (t+m)−W (t−m) =

N∑
i=1

ξTi (Pi(t
+
m)− Pi(t−m))ξi. (45)

Considering the fact that limt→∞ S̃i → 0 and limt→∞ Pi → P ∗, we get limt→∞W (t+m)−
W (t−m) = 0. As a consequence, W is nonegative and nonincreasing over [0,∞). We can
conclude that W , ξ, ϑi, ιi are bounded over [0,∞). From (4c) and (12), we know that
ϑ̇i ≥ 0 and ι̇i ≥ 0. Thus, by choosing ϑi(0) > 0 and ιi(0) > 0, it can be concluded
that ϑi and ιi converge to some positive constant. According to Cauchy’s convergence
criterion, for any %̄ > 0, there exists T1 < T2 such that W (T+

1 ) −W (T−2 ) < %̄. From
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(42), we obtain

(1− αmax)

∫ T2

T1

‖$(t)‖2

≤ −
∫ T2

T1

(Ẇ )uret

= −
∫ Tt1

T1

(Ẇ )uret−
∫ Tt2

Tt1

(Ẇ )uret− . . . ,−
∫ T2

Ttn

(Ẇ )uret

= W (T+
1 )−W (T−t1) +W (T+

t1)−W (T−t2) + . . .+W (T−tn)−W (T−2 )

≤W (T+
1 )−W (T−2 ) < %̄,

(46)

where T1 < Tt1 < . . . < Ttn < T2.
In light of (46) and Cauchy’s convergence criterion, we know limt→∞

∫ t
0
‖$(t)‖2ureτ

exists. From (31), $̇(t) exists for t ∈ [tn, tn+1). This implies that
∫ t

0
‖$(t)‖ureτ is twice

differentiable over each triggering interval [tk, tk+1). Since $(t) and $̇(t) are bounded
over [0,∞), there exists a scalar Z > 0 such that

sup
t∈[tn,tn+1),n=1,2,...,N

|$(t)T $̇(t)| < Z.

From the generalized Barbalat’s [40, Lemma 1], one can conclude that limt→∞ ‖$(t)‖2 =
0, which implies limt→∞$i(t) = 0 for i = 1, 2 . . . , N . In view of (39), we can obtain
limt→∞ ‖ei‖ = 0. Then according to (32), it follows limt→∞ ξi = 0. In the following
sequence, we show that Zeno behaviour can be excluded on any finite time interval.

Taking time derivative of ei, we obtain

ėi(t) = ˙̂ηi(t)− η̇i(t)
=Ŝi(t)η̂i(t) + ϑ̄i(t)ki(t)ω̂i(t)− Ŝi(t)ηi(t)
− ϑ̄i(t)ki(t)$i(t)

=Ŝi(t)ei(t) + ϑ̄i(t)ki(t)

N∑
i=1

aij [ˆ̂ηj(t)− η̂i(t)]

− ϑ̄i(t)ki(t)
N∑
i=1

aij [η̂j(t)− η̂i(t)]

=Ŝi(t)ei(t) + ϑ̄i(t)ki(t)

N∑
i=1

aij [ˆ̂ηj(t)− η̂j(t)].

(47)

Setting Γ(ηj(t)) = ˆ̂ηj(t)− η̂j(t), then d‖ei(t)‖
dt can be bounded by ‖ėi(t)‖ as follows

d‖ei(t)‖
dt

≤‖ėi(t)‖

≤‖Ŝi(t)‖‖ei(t)‖+ ‖ϑ̄i(t)‖‖ki(t)‖‖diΓ̄(ηj(t))‖,
(48)
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where di is the degree of agent vi and Γ̄(ηj(t)) is the upper bound of Γ(ηj(t)).
Consider the following non-negative function

ẏ =‖Ŝi(t)‖‖y‖+ ‖ϑ̄i(t)‖‖ki(t)‖‖diΓ̄(ηj(t))‖
y(0) = ‖ei(tin)‖ = 0, n = 1, 2, . . . .

(49)

The general solution to the above equation is given by

y(t) =
‖ϑ̄i(t)‖‖ki(t)‖‖diΓ̄(ηj(t))

‖Ŝi(t)‖
(e‖Ŝi(t)‖t − 1). (50)

Then, we have ‖ei(t)‖ ≤ y(t − tin), for t ∈ [tin, t
i
n+1). It is clear that the triggering

function satisfies Ei(t) ≥ 0 at t = tin. Denote ∆i =
√

αi‖$i‖2+βie−σit

ιi(1+ϑ̄i)
, and then we get

∆i ≥
‖ϑ̄i(t)‖‖ki(t)‖‖diΓ̄(ηj(t))

‖Ŝi(t)‖
(e‖Ŝi(t)‖τi − 1) (51)

τi ≥
1

‖Ŝi(t)‖
ln(1 +

‖Ŝi(t)‖
‖ϑ̄i(t)‖‖ki(t)‖‖diΓ̄(ηj(t))

∆i). (52)

From (52), we know τi is strictly positive on any finite time interval, which implies that
Zeno behaviour is excluded on any finite time interval. If exclusion of Zeno behavior
is still needed when t tends to infinity, one can add a small positive constant in the
triggering function. A disadvantage of this triggering function is that the system can
only achieve a bounded consensus. This completes the proof. �

Theorem 3.7. Considering systems (1) – (2) and a communication graph Ḡ, under As-
sumptions 2.3 – 2.6, for sufficiently large µ1, µ2, Problem 2.2 can be solved using the
event-triggerd adaptive distributed observer (4) and the following output feedback con-
trol law

ui = K1iζi +K2i(t)ηi, (53)

ζ̇i = Aiζi +Biui + Ji(Cmiζi +Dmiui − ymi), (54)

where ζi ∈ Rni is the state of the Luenberger observer; K1i, K2i(t) and Ji are the
control gain matrices satisfying the condition that Ai + BiK1i and Ai + JiCmi are
Hurwitz; K2i(t) = Xi(t)−K1iUi(t); and (Xi(t),Ui(t)) is the solution of (19) and can be
determined by (20) – (22).

P r o o f . Let x̂i = ζi − xi, x̃i = xi − X∗i v, ũi = ui − U∗i v, K∗2i = U∗i − K1iX
∗
i ,

K̃2i = K2i(t)−K∗2i, we have
˙̂xi = (Ai + JiCmi)x̂i (55)

˙̃xi = Aix̃i +Biũi (56)

ei = Cix̃i +Diũi (57)

ũi = K1ix̃i +K1ix̂i +K2i(t)ξi + K̃2iv. (58)
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Substituting (58) into (56) gives

˙̃xi = (Ai +BiK1i)x̃i +BiK1ix̂i +BiK2i(t)ξi +BiK̃2iv. (59)

Taking into consideration the fact that Ai + JiCmi is Hurwitz, we know limt→∞ x̂i = 0.
In addition, as Ai + BiK1i is Hurwitz and follows limt→∞ x̃i = 0,limt→∞ ξi = 0 and
limt→∞ K̃2i = 0. We can conclude limt→∞ x̃i = 0. Thus, we have limt→∞ ũi = 0 and
limt→∞ ẽ = 0. This completes the proof. �

4. NUMERICAL SIMULATIONS

Consider a multi-agent system consisting of 5 heterogeneous follower agents and a leader.
The leader to be tracked is given by

v̇ =

[
0 ς
0 0

]
v, v(0) =

[
5.230
1.270

]
. (60)

The dynamics of each follower agent is given by

ẋi =

0 1 0
0 0 si
0 −ri −ai

xi +

0
0
bi

ui
ymi =

[
1 0 0

]
xi

ẽi =

0
0
bi

xi + Fiv, i = 1, . . . , 5.

(61)

The parameters and initial states are chosen as ς = 2, si = {1, 2, 1, 2, 1}, ri = {10, 6, 6, 8, 8},
ai = {10, 2, 1, 10, 2}, bi = {6, 5, 8, 5, 6}, i = 1, . . . , 5, E1 = [−0.5, 0], E2 = [−1, 0], E3 =
[−1.5, 0], E4 = [−2, 0], E5 = [−2.5, 0], Ji = [−10;−5; ; 15], K1i = [−15,−20,−15],
x1(0) = [2; 0; 0], x2(0) = [1.5; 0; 0], x3(0) = [0; 0; 0], x4(0) = [−1.5; 0; 0], x5(0) =
[−2; 0; 0], η1(0) = [1; 6], η2(0) = [9; 2], η3(0) = [2; 3], η4(0) = [10; 8], η5(0) = [4; 8],
ζi = [0; 0; 0; 0; 0; 0; 0; 0], βi = 0.01, σi = 0.1, µ1 = 10, µ2 = 140. The communication
topology is shown as Figure 2.
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5

3

4

1

Fig. 2. Communication topology.
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Fig. 3. The triggering intervals for each agent with the triggering

function (10) designed for Si.
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Fig. 4. The triggering intervals for each agent with the triggering

function (11) designed for ηi.
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Figure 3 is the triggering time intervals of agent i, i = 1, . . . , 5 associated with the
triggering function (10) designed for Si. Analogously, Figure 4 shows the triggering
intervals for the triggering function defined in (11). From Figure 3, we can see that
triggering actions only occur during first few seconds. It means that Si has converged to
S0. Combining Figure 3 and Figure 4, we can observe that the intervals are all positive.

Figure 5 shows the tracking errors between the compensators and the leader using the
designed event-triggered adaptive distributed observer. It can be seen that the tracking
errors converge to zero.

The evolutions of the parameters ci and ιi are shown in Figure 6 and Figure 7, from
which we can see that both of them converge to some bounded constant scalars.

Figure 8 presents the regulated outputs of each agent. It can be seen that the regu-
lated outputs converge to zero using our proposed control laws.

To show the superiority of the closed-loop estimator, we present the triggering times
through the system evolution. Compared with the open-loop estimator used in [18],
the triggering times can be largely decreased by employing the closed-loop estimator
proposed in our paper.
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Fig. 5. The tracking errors between the compensators and

leader/exosystem. (a) The tracking errors ξ1i . (b) The tracking errors

ξ2i .
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Fig. 6. Adaptive parameters ci.
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Fig. 7. Adaptive parameters ιi.

0 2 4 6 8 10

-20

-15

-10

-5

0

5

Fig. 8. Regulated outputs of the agents.
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Agent 1 Agent 2 Agent 3 Agent 4 Agent 5
Open-loop estimator[18]: 338 338 392 360 223

Closed-loop estimator: 210 221 231 201 149

Tab. 1. The triggering times of each follower agent.

5. CONCLUSION

The cooperative output regulation problem for heterogeneous linear MASs has been
studied in this paper. An event-triggered adaptive distributed observer and a closed-
looped estimator have been proposed, each of which allows us to remove the assumptions
that all the follower agents need to know the system matrix of the leader system. More-
over, each follower agent can observe the information of the leader without continuous
communication. Rigorous theoretical analysis has been presented to show the effective-
ness of our proposed method.

Note that the proposed event-triggered control scheme in this paper needs to check
triggering conditions continuously, which may be difficult to implement for practical
operation[7]. Hence, our future research work will focus on designing sampled-data-
based event-triggered communication mechanism to deal with the output regulation
probem and extending the results to nonlinear MASs and switching topology.
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