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# Approximating solutions of split equality of some nonlinear optimization problems using an inertial algorithm 
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#### Abstract

This paper presents an inertial iterative algorithm for approximating a common solution of split equalities of generalized mixed equilibrium problem, monotone variational inclusion problem, variational inequality problem and common fixed point problem in real Hilbert spaces. The algorithm is designed in such a way that it does not require prior knowledge of the norms of the bounded linear operators. We prove a strong convergence theorem under some mild conditions of the control sequences and also give a numerical example to show the efficiency and accuracy of our algorithm. We see that the inertial algorithm performs better in terms of number of iteration and CPU-time than the noninertial algorithm. This result improves and generalizes many recent results in the literature.
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## 1. Introduction

Let $H_{1}, H_{2}$ and $H_{3}$ be real Hilbert spaces, $C$ and $Q$ be nonempty, closed and convex subsets of $H_{1}$ and $H_{2}$, respectively, and let $A: H_{1} \rightarrow H_{3}$ and $B: H_{2} \rightarrow H_{3}$ be bounded linear operators. The split equality problem (SEP) according to A. Moudafi, see [40], is defined as:

$$
\begin{equation*}
\text { Find } x \in C \text { and } y \in Q \text { such that } A x=B y \tag{1.1}
\end{equation*}
$$

The SEP allows asymmetric and partial relation between the variables $x$ and $y$. In fact, many problems arising in mathematics and other sciences can be regarded as SEP. This include decomposition in PDE's, optimal control in decision making and image modulated radiation therapy (IMRT), see [1], [2], [12], [13], [45], [46]. One of the common methods used for solving the SEP (1.1) is the following
projection method by C. L. Bryne and A. Moudafi in [11]:

$$
\begin{align*}
x_{n+1} & =P_{C}\left(x_{n}-\gamma_{n} A^{*}\left(A x_{n}-B y_{n}\right)\right) \\
y_{n+1} & =P_{Q}\left(y_{n}+\gamma_{n} B^{*}\left(A x_{n}-B y_{n}\right)\right) \tag{1.2}
\end{align*}
$$

where $\gamma_{n} \in\left(\varepsilon, 2 /\left(\lambda_{A}+\lambda_{B}\right)-\varepsilon\right), \lambda_{A}$ and $\lambda_{B}$ are the operator (matrix) norms $\|A\|$ and $\|B\|$ (or the largest eigenvalues of $A^{*} A$ and $B^{*} B$ ), respectively. To determine stepsize $\gamma_{n}$, one will need to first calculate (or at least) estimate the operator norms $\|A\|$ and $\|B\|$. In general it is difficult or even impossible to determine the norms $\|A\|$ and $\|B\|$.

When $C$ and $Q$ are the sets of fixed points (which are closed and convex) of some nonlinear operators, then (1.1) becomes the split equality common fixed point problem (SECFP) which is defined as:

$$
\begin{equation*}
\text { find } x \in F(S) \text { and } y \in F(T) \text { such that } A x=B y \tag{1.3}
\end{equation*}
$$

where $S: H_{1} \rightarrow H_{1}$ and $T: H_{2} \rightarrow H_{2}$ are nonlinear mappings and $F(S)$ and $F(T)$ are the sets of fixed points of $S$ and $T$, respectively, (i.e., $F(S):=\{x \in C$ : $S x=x\}$ and $F(T):=\{y \in Q: T y=y\})$. The SECFP was first studied by A. Moudafi in [40] and he introduced the following algorithm for finding its solutions:

$$
\begin{align*}
x_{n+1} & =S\left(x_{n}-\gamma_{n} A^{*}\left(A x_{n}-B y_{n}\right)\right) \\
y_{n+1} & =T\left(y_{n}+\gamma_{n} B^{*}\left(A x_{n}-B y_{n}\right)\right), \tag{1.4}
\end{align*}
$$

where $S$ and $T$ are firmly quasi-nonexpansive mappings and $\gamma_{n} \in\left(\varepsilon, 2 /\left(\lambda_{A}+\right.\right.$ $\left.\left.\lambda_{B}\right)-\varepsilon\right)$. A lot of researchers have further studied the SECFP and several modifications of (1.4) were introduced, see for instance [21], [22], [37], [41], [54], [55].
G. López et al. in [31] and J. Zhao and Q. Yang in [56] presented helpful methods for estimating the step-sizes which does not require a prior knowledge of the operator norms for solving the SEP. In this direction, J. Zhao in [53] studied the SEP and presented the following step-size selection which guarantees convergence of the iterative scheme without a prior information about the operator norms of $A$ and $B$,

$$
\gamma_{n} \in\left(0, \frac{2\left\|A x_{n}-B y_{n}\right\|^{2}}{\left\|A^{*}\left(A x_{n}-B y_{n}\right)\right\|^{2}+\left\|B^{*}\left(A x_{n}-B y_{n}\right)\right\|^{2}}\right)
$$

Definition 1.1. A nonlinear mapping $T: H \rightarrow H$ is said to be
(a) $L$-Lipschitz continuous mapping if there is a constant $L>0$ such that

$$
\begin{equation*}
\|T x-T y\| \leq L\|x-y\|, \quad \forall x, y \in H \tag{1.5}
\end{equation*}
$$

If $L \in[0,1)$, then $T$ is called a contraction and if $L=1, T$ is called a nonexpansive mapping;
(b) quasi-nonexpansive if $F(T) \neq \emptyset$ and

$$
\|T x-p\| \leq\|x-p\|, \quad \forall x \in H \quad \text { and } p \in F(T)
$$

(c) firmly quasi-nonexpansive if $F(T) \neq \emptyset$ and

$$
\|T x-p\|^{2} \leq\|x-p\|^{2}-\|x-T x\|^{2}, \quad \forall x \in H \text { and } p \in F(T)
$$

(d) monotone if

$$
\langle T x-T y, x-y\rangle \geq 0, \quad \forall x, y \in H
$$

(e) $\alpha$-inverse strongly monotone (shortly, $\alpha$-ism), if there is a constant $\alpha>0$ such that

$$
\langle T x-T y, x-y\rangle \geq \alpha\|T x-T y\|^{2}, \quad \forall x, y \in H
$$

Clearly every nonexpansive mapping is quasi-nonexpansive if $F(T) \neq \emptyset$. Also, the class of $\alpha$-ism mapping is $\frac{1}{\alpha}$-Lipschitz continuous.

Definition 1.2. An operator $T: H \rightarrow H$ is said to be
(i) convex if there is $\alpha \in(0,1)$ such that

$$
T(\alpha x+(1-\alpha) y) \leq \alpha T(x)+(1-\alpha) T(y), \quad \forall x, y \in H
$$

(ii) proper if the effective domain of $T, \operatorname{dom} T:=\{x \in H: T(x) \in H\}$ is nonempty;
(iii) weakly lower semicontinuous if for every subsequence $\left\{x_{n_{k}}\right\} \subset H$ and every point $x$ in $H$, we have $x_{n_{k}} \rightharpoonup x \operatorname{implies} T(x) \leq \liminf _{k \rightarrow \infty} T\left(x_{n_{k}}\right)$. A set-valued mapping $T: H \rightarrow 2^{H}$ is called monotone if for all $x, y \in H$, with $u \in T(x)$ and $v \in T(y)$ then

$$
\langle x-y, u-v\rangle \geq 0
$$

and $T$ is maximal monotone if the graph of $T$ denoted by $G(T)$ which is define by $G(T):=\{(x, y): y \in T(x)\}$ is not properly contain in the graph of any other monotone mapping. It is also known that $T$ is maximal if and only if for $(x, u) \in$ $H \times H,\langle x-y, u-v\rangle \geq 0$ for all $(y, v) \in G(T)$ implies $u \in T(x)$.
1.1 Generalized mixed equilibrium problem. Let $C$ be a nonempty, closed and convex subset of $H, F: C \times C \rightarrow \mathbb{R}$ be a nonlinear bifunction, $\phi: C \rightarrow H$ be a nonlinear mapping and $U: C \rightarrow \mathbb{R} \cup\{\infty\}$ be a proper convex lower semicontinuous function. The generalized mixed equilibrium problem (GMEP) is defined as
finding a point $x \in C$ such that

$$
\begin{equation*}
F(x, y)+\langle\phi x, y-x\rangle+U(y)-U(x) \geq 0, \quad \forall y \in C \tag{1.6}
\end{equation*}
$$

The set of solutions of (1.6) is denoted y $\operatorname{GMEP}(F, U, \phi)$ which is a closed and convex set, see [29].

If $\phi=0$, Problem (1.6) reduces to the mixed equilibrium problem (MEP) which is to find a point $x \in C$ such that

$$
F(x, y)+U(y)-U(x) \geq 0, \quad \forall y \in C
$$

In particular, if $U=0$ in (1.1), the MEP reduces to the classical equilibrium problem which was introduced by E. Blum and W. Oettli in [6] and defined $s$ finding a point $x \in C$ such that

$$
F(x, y) \geq 0, \quad \forall y \in C
$$

The GMEP is very general in the sense that it includes as special cases, optimization problem, variational inequality problem, fixed point problem, Nash equilibrium problem in noncooperative games and many others.

When $C$ and $Q$ in (1.1) are the solution sets of GMEP, then (1.1) becomes the split equality generalized mixed equilibrium problem (SEGMEP). Recently some authors have studying the SEGMEP and introduced some iterative schemes for approximating solutions of SEGMEP in real Hilbert spaces. See for instance [14], [20], [23], [24], [25], [43], [48], [49].
1.2 Variational inequality problems. Let $C$ be a nonempty, closed and convex subset of a Hilbert space $H$ and $T: C \rightarrow H$ be a nonlinear mapping. The variational inequality problem (VIP) is define as finding a point $x \in C$ such that

$$
\begin{equation*}
\langle T x, y-x\rangle, \quad \forall y \in C \tag{1.7}
\end{equation*}
$$

We denote the set of solutions of VIP by $\operatorname{VP}(T, C)$. It is well known that a point $x$ is a solution of the VIP (1.7) if and only if it is a solution of the fixed point equation

$$
P_{C}(x-\lambda T x)=x
$$

where $\lambda>0$ and $P_{C}$ is the metric projection onto $C$. Several iterative methods have been introduced in the literature for finding the solutions of VIP (1.7). If the sets $C$ and $Q$ in (1.1) are the solution sets of VIP, then (1.1) becomes a split equality variational inequality problem (SEVIP). Recently, some authors have also studying the SEVIP and several iterative methods were proposed for approximating its solutions. See for instance [27].
1.3 Monotone variational inclusion problems. Let $f: H \rightarrow H$ be $\alpha$-inverse strongly monotone operator and $M: H \rightarrow 2^{H}$ be a maximal monotone operator. The monotone variational inclusion problem is defined as finding a point $x \in H$ such that

$$
\begin{equation*}
0 \in(f+M) x \tag{1.8}
\end{equation*}
$$

The set of solutions of the MVIP (1.8) is denoted by $\operatorname{VI}(f, M)$. The MVIP was first introduced by R. T. Rockafellar in [44] and has been studied extensively in recent days, see for instance [30]. The MVIP has successfully been applied to study some concrete problems in machine learning, image processing and linear inverse problem. The resolvent operator $J_{\lambda}^{M}$ associated with $M$ and $\lambda$ is the mapping $J_{\lambda}^{M}: H \rightarrow H$ defined by

$$
\begin{equation*}
J_{\lambda}^{M}(x)=(I+\lambda M)^{-1}(x), \quad x \in H, \lambda>0 \tag{1.9}
\end{equation*}
$$

It is well-known that the resolvent operator $J_{\lambda}^{M}$ is single-valued, nonexpansive and 1-inverse strongly monotone and that a solution of problem (1.8) is a fixed point of $J_{\lambda}^{M}(I-\lambda f)$, i.e.,

$$
0 \in f(x)+M(x) \quad \Longleftrightarrow \quad x=J_{\lambda}^{M}(I-\lambda f)(x)
$$

If $f$ is $\alpha$-ism with $0<\lambda<2 \alpha$, then $J_{\lambda}^{M}(I-\lambda f)$ is nonexpansive and $\operatorname{VI}(f, M)$ is closed and convex.

Taking $C$ and $Q$ in (1.1) to be the solution sets of MVIP, the SEP becomes a split equality monotone variational inclusion problem (SEMVIP). The SEMVIP was first studied by A. Moudafi in [39] and C. L. Byrne in [11] in 2011 and have been studied recently by many other authors, see for example [19], [26] and references there in.

In 2018, R. Shukla and R. Pant in [47] proposed the following algorithm for finding a common solution of SEGMEP and SECFP:

$$
\begin{align*}
F\left(u_{n}, w\right) & +\left\langle\phi\left(w_{n}\right), w-u_{n}\right\rangle+U_{1}(w)-U_{1}\left(w_{n}\right) \\
& +\frac{1}{r_{n}}\left\langle w-u_{n}, u_{n}-w_{n}\right\rangle \geq 0, \quad \forall w \in C \\
G\left(v_{n}, z\right) & +\left\langle\varphi\left(z_{n}\right), z-v_{n}\right\rangle+U_{2}(z)-U_{2}\left(z_{n}\right) \\
& +\frac{1}{r_{n}}\left\langle z-v_{n}, v_{n}-z_{n}\right\rangle \geq 0, \quad \forall z \in Q,  \tag{1.10}\\
z_{n}= & u_{n}-\gamma_{n} A^{*}\left(A u_{n}-B v_{n}\right), \\
w_{n}= & v_{n}+\gamma_{n} B^{*}\left(A u_{n}-B v_{n}\right),
\end{align*}
$$

$$
\begin{aligned}
x_{n+1} & =\alpha_{n} f_{1}\left(x_{n}\right)+\left(1-\alpha_{n}\right) S_{\beta}\left(z_{n}\right), \\
y_{n+1} & =\alpha_{n} f_{2}\left(y_{n}\right)+\left(1-\alpha_{n}\right) T_{\beta}\left(w_{n}\right)
\end{aligned}
$$

where $S_{\beta}=\beta I+(1-\beta) S$ and $T_{\beta}=\beta I+(1-\beta) T, S: H_{1} \rightarrow H_{1}$ and $T: H_{2} \rightarrow H_{2}$ are quasi-nonexpansive mappings and $f_{i}: H_{i} \rightarrow H_{i}$ for $i=1,2$, is a contraction mapping. Under mild conditions, the authors proved a strong convergence of algorithm 1.10 to a common solution $x \in \Omega$, where $\Omega:=\left\{(x, y) \in H_{1} \times H_{2}\right.$ : $x \in \operatorname{GMEP}\left(F, U_{1} \phi\right) \cap F(S), y \in \operatorname{GMEP}\left(G, U_{2}, \varphi\right) \cap F(T)$ and $\left.A x=B y\right\}$.

On the other hand, let us mention the inertial type algorithm which is based upon a discrete version of a second-order dissipative dynamical system, see [3], [4], and can be regarded as a procedure for accelerating the convergence properties of an algorithm. A lot of researchers have constructed fast iterative algorithms by using inertial extrapolation techniques, including inertial forward-backward splitting methods, see [5], [42], inertial Douglas-Rachford splitting method, see [9], inertial ADMM, see [15], inertial forward-backward-forward algorithm, see [10], [8], inertial proximal-extragradient method, see [7], inertial split equilibrium method, see [24] and inertial Mann method, see [50].
W. Cholomjiak et al. in [16] also introduced an inertial iterative algorithm for solving the fixed point problem of a quasi-nonexpansive mapping and MVIP (1.8). They proved the following weak convergence theorem.

Theorem 1.3. Let $H$ be a real Hilbert space and $T: H \rightarrow C B(H)$ be a quasinonexpansive mapping. Let $f: H \rightarrow H$ be an $\alpha$-inverse strongly monotone operator and $M: H \rightarrow 2^{H}$ a maximal monotone operator. Assume that $\mathrm{VI}(f, M) \cap$ $F(T) \neq \emptyset$ and $I-T$ is demiclosed at 0 . Let $\left\{x_{n}\right\},\left\{y_{n}\right\}$ and $\left\{z_{n}\right\}$ be sequences generated by $x_{0}, x_{1} \in H$ and

$$
\begin{aligned}
z_{n} & =x_{n}+\theta_{n}\left(x_{n}-x_{n-1}\right), \\
z_{n} & =\alpha_{n} y_{n}+\left(1-\alpha_{n}\right) T y_{n}, \\
x_{n+1} & =\beta_{n} z_{n}+\left(1-\beta_{n}\right) J_{r_{n}}^{M}\left(I-r_{n} f\right) z_{n}, \quad n \geq 1
\end{aligned}
$$

where $J_{r_{n}}^{M}=\left(I+r_{n} f\right)^{-1},\left\{r_{n}\right\} \subset(0,2 \alpha),\left\{\theta_{n}\right\} \subset[0, \theta]$ for some $\theta \in[0,1)$ and $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\}$ are sequences in $[0,1]$. Assume that the following conditions hold:
(i) $\sum_{n=1}^{\infty} \theta_{n}\left\|x_{n}-x_{n-1}\right\|<\infty$;
(ii) $0<\liminf _{n \rightarrow \infty} \alpha_{n} \leq \limsup \sup _{n \rightarrow \infty} \alpha_{n}<1$;
(iii) $\lim \sup _{n \rightarrow \infty} \beta_{n}<1$;
(iv) $0<\liminf _{n \rightarrow \infty} r_{n} \leq \lim \sup _{n \rightarrow \infty} r_{n}<2 \alpha$.

Then, the sequence $\left\{x_{n}\right\}$ converges weakly to $q \in S$.
Motivated by the works of R. Shukla and R. Pant, see [47], and W. Cholamjiak et al., see [16], in this paper, we introduce an inertial algorithm for approximating
a common solution of SEGMEP, SEMVIP, SEVIP and SECFP in real Hilbert spaces. The algorithm is designed in such a way that the stepsize is chosen without prior knowledge of the operator norms $\|A\|$ and $\|B\|$. We also prove a strong convergence result and further provide a numerical test to show the relevance of our algorithm. This result improve and generalize many recent results in literature.

Our contribution in this paper is in two folds:

- We consider a more general problem than the problems considered by R. Shukla and R. Pant in [47], Z. Ma et al. [32], M. Rahman et al. [43], A. Moudafi [39], L. O. Jolaoso et al. [24] and K. R. Kazmi and S. H. Rizvi [26].
- The inertial algorithm technique used in this paper is new and it guarantees strong convergence which is more desirable than the weak convergence obtained by W. Cholamjiak et al. in [16], C.-S. Chuang [17], Q.-L. Dong et al. [18] and D. V. Thong and D. V. Hieu [50], [51].


## 2. Preliminaries

In this section, we recall some preliminary results which will be needed in the sequel. We denote the strong convergence and weak convergence of a sequence $\left\{x_{n}\right\}$ to a point $x \in H$ by $x_{n} \rightarrow x$ and $x_{n} \rightharpoonup x$, respectively.

Lemma 2.1 ([35], [52]). Let $H$ be a real Hilbert space. Then the following result holds $\forall x, y \in H$ :
(i) $\|x+y\|^{2} \leq\|x\|^{2}+2\langle y, x+y\rangle$;
(ii) $\|t x+(1-t) y\|^{2}=t\|x\|^{2}+(1-t)\|y\|^{2}-t(1-t)\|x-y\|^{2}, \quad t \in(0,1)$;
(iii) $\|x-y\|^{2}=\|x\|^{2}-2\langle x, y\rangle+\|y\|^{2}$.

Lemma 2.2 (Demiclosedness principle in [38]). Let $C$ be a nonempty, closed and convex subset of a real Hilbert space $H$ and $S: C \rightarrow C$ be a nonlinear mapping with $F(S) \neq \emptyset$, then $I-S$ is said to be demiclosed at 0 if $x_{n} \rightharpoonup x^{*} \in C$ and $x_{n}-S x_{n} \rightarrow 0$, then $x^{*}=S x^{*}$.

For solving the equilibrium problem, we assume that the bifunction $F$ : $C \times C \rightarrow \mathbb{R}$ satisfy the following:
(L1) $F(x, x)=0, \quad \forall x \in C$;
(L2) bifunction $F$ is monotone, i.e. $F(x, y)+F(y, x) \leq 0, \quad \forall x, y \in C$;
(L3) for each $x, y \in C, \lim _{t \rightarrow 0} F(t y+(1-t) x, y) \leq F(x, y)$;
(L4) for each $x \in C, y \longmapsto F(x, y)$ is convex and lower semi-continuous.
Lemma 2.3 ([29]). Let $C$ be a nonempty closed and convex subset of a real Hilbert space $H$. Let $F: C \times C \rightarrow \mathbb{R}$ be a bifunction which satisfies assumption
(L1)-(L4), $\phi: C \rightarrow H_{1}$ be a nonlinear mapping and let $U: C \rightarrow \mathbb{R} \cup\{\infty\}$ be a proper lower semicontinuous and convex function. For $r>0$ and $x \in H_{1}$, define a resolvent function

$$
T_{r}^{F}(x)=\left\{z \in C: F(z, y)+\langle\phi(z), y-z\rangle+U(y)-U(z)+\frac{1}{r}\langle y-z, z-x\rangle \geq 0, \forall y \in C\right\}
$$

for all $x \in H$. Then the following conclusions hold:
(i) for each $x \in H, T_{r}^{F}(x) \neq \emptyset$;
(ii) function $T_{r}^{F}$ is single-valued;
(iii) function $T_{r}^{F}$ is firmly nonexpansive, i.e. for any $x, y \in H$,

$$
\left\|T_{r}^{F} x-T_{r}^{F} y\right\|^{2} \leq\left\langle T_{r}^{F} x-T_{r}^{F} y, x-y\right\rangle
$$

(iv) $F\left(T_{r}^{F}\right)=\operatorname{GMEP}(F, U, \phi)$,
(v) $\operatorname{GMEP}(F, U, \phi)$ is closed and convex.

Lemma 2.4 ([28]). Let $M: H \rightarrow 2^{H}$ be a maximal monotone mapping and $f: H \rightarrow H$ be a Lipschitz continuous mapping. Then the mapping $G:=f+$ $M: H \rightarrow 2^{H}$ is a maximal monotone mapping.

Lemma 2.5 ([33]). Let $\left\{\alpha_{n}\right\}$ and $\left\{\gamma_{n}\right\}$ be sequences of nonnegative real numbers such that

$$
\alpha_{n+1} \leq\left(1-\Theta_{n}\right) \alpha_{n}+\beta_{n}+\gamma_{n}, \quad n \geq 1
$$

where $\left\{\Theta_{n}\right\}$ is a sequence in $(0,1)$ and $\left\{\beta_{n}\right\}$ is a real sequence. Assume that $\sum_{n=0}^{\infty} \beta_{n}<\infty$. Then, the following results hold:
(i) If $\beta_{n} \leq \Theta_{n} M$ for some $M \geq 0$, then $\left\{\alpha_{n}\right\}$ is a bounded sequence.
(ii) If $\sum_{n=0}^{\infty} \Theta_{n}=\infty$ and $\lim \sup _{n \rightarrow \infty} \beta_{n} / \Theta_{n} \leq 0$, then $\lim _{n \rightarrow \infty} \alpha_{n}=0$.

Lemma 2.6 ([36]). Assume that $\left\{s_{n}\right\}$ is a sequence of nonnegative real numbers such that

$$
\begin{align*}
& s_{n+1} \leq\left(1-\theta_{n}\right) s_{n}+\theta_{n} \delta_{n}, \quad n \geq 0  \tag{2.1}\\
& s_{n+1} \leq s_{n}-\tau_{n}+\sigma_{n}, \quad n \geq 0,
\end{align*}
$$

where $\left\{\theta_{n}\right\}$ is a sequence in $(0,1),\left\{\tau_{n}\right\}$ is a sequence of nonnegative real numbers and $\left\{\delta_{n}\right\}$ and $\left\{\sigma_{n}\right\}$ are two sequences in $\mathbb{R}$ such that
(i) $\sum_{n=0}^{\infty} \theta_{n}=\infty$;
(ii) $\lim _{n \rightarrow \infty} \sigma_{n}=0$;
(iii) $\lim _{k \rightarrow \infty} \tau_{n_{k}}=0$ implies that $\lim \sup _{k \rightarrow \infty} \delta_{n_{k}} \leq 0$ for any subsequence

$$
\left\{n_{k}\right\} \subset\{n\}
$$

Then $\lim _{n \rightarrow \infty} s_{n}=0$.

Lemma 2.7 ([34]). Let $\left\{a_{n}\right\}$ be a sequence of real numbers such that there exists a subsequence $\left\{n_{i}\right\}$ of $\{n\}$ with $a_{n_{i}}<a_{n_{i}+1}$ for all $i \in \mathbb{N}$. Consider the integer $\left\{m_{k}\right\}$ defined by

$$
m_{k}=\max \left\{j \leq k: a_{j}<a_{j+1}\right\}
$$

Then $\left\{m_{k}\right\}$ is a nondecreasing sequence verifying $\lim _{n \rightarrow \infty} m_{n}=\infty$, and for all $k \in \mathbb{N}$, the following estimates hold:

$$
a_{m_{k}} \leq a_{m_{k}+1} \quad \text { and } \quad a_{k} \leq a_{m_{k}+1}
$$

## 3. Main results

In this section, we give a precise statement of our propose algorithm and discuss its convergence analysis. We first state the assumptions that we assume to hold through the rest of the paper.
(a) Let $H_{1}, H_{2}$ and $H_{3}$ are real Hilbert spaces, $C$ and $Q$ are nonempty, closed and convex subsets of $H_{1}$ and $H_{2}$, respectively, and $A: H_{1} \rightarrow H_{3}$ and $B: H_{2} \rightarrow H_{3}$ are bounded linear operators.
(b) Let $F: C \times C \rightarrow \mathbb{R}$ and $G: Q \times Q \rightarrow \mathbb{R}$ are bifunctions satisfying conditions (L1)-(L4), $\phi: C \rightarrow H_{1}$ and $\varphi: Q \rightarrow H_{2}$ are inverse strongly monotone operators with coefficients $\eta_{1}$ and $\eta_{2}$, respectively, $U_{1}: H_{1} \rightarrow(-\infty, \infty]$ and $U_{2}: H_{2} \rightarrow(-\infty, \infty]$ are proper, convex and lower semicontinuous functions.
(c) For $l=1,2, f_{l}: H_{l} \rightarrow H_{l}$ is $\mu_{l}$-inverse strongly monotone, $M_{l}: H_{l} \rightarrow 2^{H_{l}}$ is multivalued maximal monotone and $h_{l}: H_{l} \rightarrow H_{l}$ contraction mapping with coefficient $k_{l} \in(0,1)$.
(d) Let $\left\{S_{i}\right\}_{i=1}^{\infty}$ and $\left\{T_{j}\right\}_{j=1}^{\infty}$ are infinite families of quasi-nonexpansive mappings on $H_{1}$ and $H_{2}$, respectively, satisfying demiclosedness principle.
(e) The solution set $\Gamma:=\left\{\left(x^{*}, y^{*}\right) \in H_{1} \times H_{2}: x^{*} \in E P\left(F, U_{1}, \phi\right) \cap\right.$ $\mathrm{VI}\left(M_{1}, f_{1}\right) \cap \bigcap_{i=1}^{\infty} F\left(S_{i}\right), y^{*} \in \operatorname{EP}\left(G, U_{2}, \varphi\right) \cap \mathrm{VI}\left(M_{2}, f_{2}\right) \cap \bigcap_{j=1}^{\infty} F\left(T_{j}\right)$ and $\left.A x^{*}=B y^{*}\right\}$ is nonempty.

We next give a precise statement of our iterative algorithm.

Algorithm 3.1. Step 1: Take $x_{0}, x_{1} \in H_{1}, y_{0}, y_{1} \in H_{2}$ arbitrarily. Choose $\xi_{n} \in$ $(0,1)$ and $\left\{\beta_{n, i}\right\}_{i=0}^{\infty},\left\{\delta_{n, j}\right\}_{j=0}^{\infty} \subset[0,1)$ such that $\beta_{n, i} \neq 0$ for all $i \leq n$ and $\delta_{n, j} \neq 0$ for all $j \leq n$. Set $n=1$.
Step 2: Given the $n$th and the $(n-1)$ th iterates, calculate the $\left(x_{n+1}, y_{n+1}\right)$ by the following process:

$$
\begin{align*}
\left(\bar{x}_{n}, \bar{y}_{n}\right)= & \left(x_{n}, y_{n}\right)+\alpha_{n}\left(x_{n}-x_{n-1}, y_{n}-y_{n-1}\right), \\
w_{n}= & J_{\lambda}^{M_{1}}\left(I-\lambda f_{1}\right)\left(\bar{x}_{n}-\gamma_{n} A^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)\right), \\
z_{n}= & J_{\lambda}^{M_{2}}\left(I-\lambda f_{2}\right)\left(\bar{y}_{n}+\gamma_{n} B^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)\right), \\
F\left(u_{n}, w\right) & +\left\langle\phi\left(w_{n}\right), w-u_{n}\right\rangle+U_{1}(w)-U_{1}\left(w_{n}\right) \\
& +\frac{1}{r_{n}}\left\langle w-u_{n}, u_{n}-w_{n}\right\rangle \geq 0, \quad \forall w \in C, \\
G\left(v_{n}, z\right) & +\left\langle\varphi\left(z_{n}\right), z-v_{n}\right\rangle+U_{2}(z)-U_{2}\left(z_{n}\right)  \tag{3.1}\\
& +\frac{1}{r_{n}}\left\langle z-v_{n}, v_{n}-z_{n}\right\rangle \geq 0, \quad \forall z \in Q, \\
x_{n+1}= & \xi_{n} h_{1}\left(x_{n}\right)+\left(1-\xi_{n}\right)\left(\beta_{n, 0} u_{n}+\sum_{i=1}^{\infty} \beta_{n, i} S_{i}\left(u_{n}\right)\right), \\
y_{n+1}= & \xi_{n} h_{2}\left(y_{n}\right)+\left(1-\xi_{n}\right)\left(\delta_{n, 0} v_{n}+\sum_{j=1}^{\infty} \delta_{n, j} T_{j}\left(v_{n}\right)\right),
\end{align*}
$$

where $\alpha_{n}$ is chosen such that

$$
\alpha_{n}= \begin{cases}\frac{\omega_{n}}{\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|}, & \text { if }\left(x_{n}, y_{n}\right) \neq\left(x_{n-1}, y_{n-1}\right),  \tag{3.2}\\ \theta, & \text { if }\left(x_{n}, y_{n}\right)=\left(x_{n-1}, y_{n-1}\right)\end{cases}
$$

for $\theta>0$ and $w_{n} \in[0,1)$. The stepsize $\gamma_{n}$ is chosen such that

$$
\gamma_{n} \in\left(0, \frac{2\left\|A \bar{x}_{n}-B \bar{y}_{n}\right\|^{2}}{\left\|A^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)\right\|^{2}+\left\|B^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)\right\|^{2}}\right), \quad n \in \Omega
$$

otherwise, $\gamma_{n}=\gamma$ ( $\gamma$ being any nonnegative value), where the set of indexes $\Omega=\left\{n: A \bar{x}_{n}-B \bar{y}_{n} \neq 0\right\}, A^{*}$ and $B^{*}$ are adjoints of $A$ and $B$, respectively, $\lambda \in(0,2 \mu)$ where $\mu=\max \left\{\mu_{1}, \mu_{2}\right\}$ and $\left\{r_{n}\right\} \subset(0, \infty)$.

Since the convergence of our algorithm depends on the choice of the sequences $\left\{r_{n}\right\},\left\{\alpha_{n}\right\},\left\{\beta_{n, i}\right\}$ and $\left\{\delta_{n, j}\right\}$, we make the following assumption regarding these parameters.

Assumption 3.2. Suppose that $\left\{r_{n}\right\},\left\{\alpha_{n}\right\},\left\{\beta_{n, i}\right\}$ and $\left\{\delta_{n, j}\right\}$ satisfy the following conditions:
(C1) $\lim _{n \rightarrow \infty} \xi_{n}=0$ and $\sum_{n=1}^{\infty} \xi_{n}=\infty$;
(C2) $\omega_{n}=o\left(\xi_{n}\right)$, i.e., $\lim _{n \rightarrow \infty} \omega_{n} / \xi_{n}=0$;
(C3) $\sum_{i=0}^{n} \beta_{n, i}=1$ and $\liminf _{n \rightarrow \infty} \beta_{n, i}>0, \sum_{j=0}^{n} \delta_{n, j}=1$ and $\liminf _{n \rightarrow \infty} \delta_{n, j}>0$;
(C4) $0<\liminf _{n \rightarrow \infty} r_{n}<2 \eta$, where $\eta=\max \left\{\eta_{1}, \eta_{2}\right\}$.

Remark 3.3. We remark that the first line in Step 2 can easily be implemented in numerical computation since the values of $\left\|x_{n}-x_{n-1}\right\|$ and $\left\|y_{n}-y_{n-1}\right\|$ are known before choosing $\alpha_{n}$. Also observe that condition (C2) implies that

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \alpha_{n}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right)=0 \\
& \lim _{n \rightarrow \infty} \frac{\alpha_{n}}{\xi_{n}}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right)=0
\end{aligned}
$$

Now, we show the boundedness of the sequence $\left\{\left(x_{n}, y_{n}\right)\right\}$ generated by Algorithm 3.1.

Lemma 3.4. The sequence $\left\{\left(x_{n}, y_{n}\right)\right\}$ generated by Algorithm 3.1 is bounded.
Proof: Let $\left(x^{*}, y^{*}\right) \in \Gamma$. This implies that $x^{*} \in \operatorname{EP}\left(F, U_{1}, \phi\right) \cap \operatorname{VI}\left(f_{1}, M_{1}\right) \cap$ $\bigcap_{i=1}^{\infty} F\left(S_{i}\right)$ and $y^{*} \in \operatorname{EP}\left(G, U_{2}, \varphi\right) \cap \mathrm{VI}\left(f_{2}, M_{2}\right) \cap \bigcap_{j=1}^{\infty} F\left(T_{j}\right)$. Then, from Step 2 in Algorithm 3.1 and Lemma 2.1 (iii), we have

$$
\begin{align*}
\left\|\bar{x}_{n}-x^{*}\right\|^{2}= & \left\|\left(x_{n}-x^{*}\right)+\alpha_{n}\left(x_{n}-x_{n-1}\right)\right\|^{2} \\
= & \left\|x_{n}-x^{*}\right\|^{2}+2 \alpha_{n}\left\langle x_{n}-x^{*}, x_{n}-x_{n-1}\right\rangle+\alpha_{n}^{2}\left\|x_{n}-x_{n-1}\right\|^{2} \\
= & \left\|x_{n}-x^{*}\right\|^{2}+\alpha_{n}\left(\left\|x_{n}-x^{*}\right\|^{2}-\left\|x_{n-1}-x^{*}\right\|^{2}\right. \\
& \left.+\left\|x_{n}-x_{n-1}\right\|^{2}\right)+\alpha_{n}^{2}\left\|x_{n}-x_{n-1}\right\|^{2} \\
\leq & \left\|x_{n}-x^{*}\right\|^{2}+\alpha_{n}\left(\left\|x_{n}-x^{*}\right\|^{2}-\left\|x_{n-1}-x^{*}\right\|^{2}\right) \\
& +2 \alpha_{n}\left\|x_{n}-x_{n-1}\right\|^{2}  \tag{3.4}\\
\leq & \left\|x_{n}-x^{*}\right\|^{2}+\alpha_{n}\left(\left\|x_{n}-x^{*}\right\|+\left\|x_{n-1}-x^{*}\right\|\right)\left\|x_{n}-x_{n-1}\right\| \\
& +2 \alpha_{n}\left\|x_{n}-x_{n-1}\right\|^{2} \\
= & \left\|x_{n}-x^{*}\right\|^{2}+\alpha_{n}\left(\left\|x_{n}-x^{*}\right\|+\left\|x_{n-1}-x^{*}\right\|\right. \\
& \left.+2 \alpha_{n}\left\|x_{n}-x_{n-1}\right\|\right)\left\|x_{n}-x_{n-1}\right\| \\
\leq & \left\|x_{n}-x^{*}\right\|^{2}+\alpha_{n} c_{1}\left\|x_{n}-x_{n-1}\right\|,
\end{align*}
$$

where

$$
c_{1}=\sup _{n \geq 1}\left\{\left\|x_{n}-x^{*}\right\|+\left\|x_{n-1}-x^{*}\right\|+2 \alpha_{n}\left\|x_{n}-x_{n-1}\right\|\right\} .
$$

Similarly, we get

$$
\begin{equation*}
\left\|\bar{y}_{n}-y^{*}\right\|^{2} \leq\left\|y_{n}-y^{*}\right\|^{2}+\alpha_{n} c_{2}\left\|y_{n}-y_{n-1}\right\| \tag{3.5}
\end{equation*}
$$

where

$$
c_{2}=\sup _{n \geq 1}\left\{\left\|y_{n}-y^{*}\right\|+\left\|y_{n-1}-y^{*}\right\|+2 \alpha_{n}\left\|y_{n}-y_{n-1}\right\|\right\}
$$

Hence from (3.4) and (3.5), we obtain

$$
\begin{align*}
\left\|\bar{x}_{n}-x^{*}\right\|^{2}+\left\|\bar{y}_{n}-y^{*}\right\|^{2} \leq & \left\|x_{n}-x^{*}\right\|^{2}+\left\|y_{n}-y^{*}\right\|^{2}  \tag{3.6}\\
& +\alpha_{n} c^{*}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right)
\end{align*}
$$

where $c^{*}=\max \left\{c_{1}, c_{2}\right\}$.
Since $\left(x^{*}, y^{*}\right) \in \operatorname{VI}\left(f_{1}, M_{1}\right) \times \operatorname{VI}\left(f_{2}, M_{2}\right)$, then $x^{*}=J_{\lambda}^{M_{1}}\left(I-\lambda f_{1}\right) x^{*}$ and $y^{*}=$ $J_{\lambda}^{M_{2}}\left(I-\lambda f_{2}\right) y^{*}$. Then by the nonexpansivity of $J_{\lambda}^{M_{l}}\left(I-\lambda f_{l}\right)$ for $l=1,2$, we have

$$
\begin{align*}
\left\|w_{n}-x^{*}\right\|^{2}= & \| J_{\lambda}^{M_{1}}\left(I-\lambda f_{1}\right)\left(\bar{x}_{n}-\gamma_{n} A^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)-J_{\lambda}^{M_{1}}\left(I-f_{1}\right) x^{*} \|^{2}\right. \\
\leq & \left\|\bar{x}_{n}-\gamma_{n} A^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)-x^{*}\right\|^{2} \\
= & \left\|\bar{x}_{n}-x^{*}\right\|^{2}+\gamma_{n}^{2}\left\|A^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)\right\|^{2}  \tag{3.7}\\
& -2 \gamma_{n}\left\langle A \bar{x}_{n}-A x^{*}, A \bar{x}_{n}-B \bar{y}_{n}\right\rangle .
\end{align*}
$$

But

$$
\begin{equation*}
2\left\langle A \bar{x}_{n}-A x^{*}, A \bar{x}_{n}-B \bar{y}_{n}\right\rangle=\left\|A \bar{x}_{n}-A x^{*}\right\|^{2}+\left\|A \bar{x}_{n}-B \bar{y}_{n}\right\|^{2}-\left\|B \bar{y}_{n}-A x^{*}\right\|^{2} \tag{3.8}
\end{equation*}
$$

Substituting (3.8) into (3.7), we have

$$
\begin{align*}
\left\|w_{n}-x^{*}\right\|^{2} \leq & \left\|\bar{x}_{n}-x^{*}\right\|^{2}+\gamma_{n}^{2}\left\|A^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)\right\|^{2}-\gamma_{n}\left\|A \bar{x}_{n}-A x^{*}\right\|^{2} \\
& -\gamma_{n}\left\|A \bar{x}_{n}-B \bar{y}_{n}\right\|^{2}+\gamma_{n}\left\|B \bar{y}_{n}-A x^{*}\right\|^{2} \tag{3.9}
\end{align*}
$$

Similarly,

$$
\begin{align*}
\left\|z_{n}-y^{*}\right\|^{2} \leq & \left\|\bar{y}_{n}-y^{*}\right\|^{2}+\gamma_{n}^{2}\left\|B^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)\right\|^{2}+\gamma_{n}\left\|A \bar{x}_{n}-B y^{*}\right\|^{2} \\
& -\gamma_{n}\left\|B \bar{y}_{n}-B y^{*}\right\|^{2}-\gamma_{n}\left\|A \bar{x}_{n}-B \bar{y}_{n}\right\|^{2} . \tag{3.10}
\end{align*}
$$

Adding (3.9) and (3.10) and noting that $A x^{*}=B y^{*}$, we have

$$
\begin{align*}
\left\|w_{n}-x^{*}\right\|^{2} & +\left\|z_{n}-y^{*}\right\|^{2} \leq\left\|\bar{x}_{n}-x^{*}\right\|^{2}+\left\|\bar{y}_{n}-y^{*}\right\|^{2} \\
& -\gamma_{n}\left(2 \| A \bar{x}_{n}-\gamma_{n}\left(2\left\|A \bar{x}_{n}-B \bar{y}_{n}\right\|^{2}\right.\right.  \tag{3.11}\\
& \left.-\gamma_{n}\left(\left\|A^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)\right\|^{2}+\left\|B^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)\right\|^{2}\right)\right)
\end{align*}
$$

and from (3.3), we get

$$
\begin{equation*}
\left\|w_{n}-x^{*}\right\|^{2}+\left\|z_{n}-y^{*}\right\|^{2} \leq\left\|\bar{x}_{n}-x^{*}\right\|^{2}+\left\|\bar{y}_{n}-y^{*}\right\|^{2} \tag{3.12}
\end{equation*}
$$

Observe that from Algorithm 3.1, $u_{n}=T_{r_{n}}^{F}\left(w_{n}-r_{n} \phi w_{n}\right)$ and $v_{n}=T_{r_{n}}^{G}\left(z_{n}-\right.$ $\left.r_{n} \varphi z_{n}\right)$.

Since $\left(x^{*}, y^{*}\right) \in \operatorname{EP}\left(F, U_{1}, \phi\right) \times \operatorname{EP}\left(G, U_{2}, \varphi\right)$, then

$$
\begin{align*}
\left\|u_{n}-x^{*}\right\|^{2} & =\left\|T_{r_{n}}^{F}\left(w_{n}-r_{n} \phi w_{n}\right)-x^{*}\right\|^{2} \\
& =\left\|T_{r_{n}}^{F}\left(w_{n}-r_{n} \phi w_{n}\right)-T_{r_{n}}^{F}\left(x^{*}-r_{n} \phi x^{*}\right)\right\|^{2} \\
& \leq\left\|\left(I-r_{n} \phi\right) w_{n}-\left(I-r_{n} \phi\right) x^{*}\right\|^{2} \\
& \leq\left\|\left(w_{n}-x^{*}\right)-r_{n}\left(\phi w_{n}-\phi x^{*}\right)\right\|^{2}  \tag{3.13}\\
& =\left\|w_{n}-x^{*}\right\|^{2}-2 r_{n}\left\langle w_{n}-x^{*}, \phi w_{n}-\phi x^{*}\right\rangle+r_{n}^{2}\left\|\phi w_{n}-\phi x^{*}\right\|^{2} \\
& \leq\left\|w_{n}-x^{*}\right\|^{2}-2 r_{n} \eta_{1}\left\|\phi w_{n}-\phi x^{*}\right\|^{2}+r_{n}^{2}\left\|\phi w_{n}-\phi x^{*}\right\|^{2} \\
& =\left\|w_{n}-x^{*}\right\|^{2}-r_{n}\left(2 \eta_{1}-r_{n}\right)\left\|\phi w_{n}-\phi x^{*}\right\|^{2} .
\end{align*}
$$

Similarly, we have

$$
\begin{equation*}
\left\|v_{n}-y^{*}\right\|^{2} \leq\left\|z_{n}-y^{*}\right\|^{2}-r_{n}\left(2 \eta_{2}-r_{n}\right)\left\|\varphi z_{n}-\varphi y^{*}\right\|^{2} \tag{3.14}
\end{equation*}
$$

Thus, from (3.12), (3.13) and (3.14), we have

$$
\begin{align*}
\left\|u_{n}-x^{*}\right\|^{2}+\left\|v_{n}-y^{*}\right\|^{2} \leq & \left\|w_{n}-x^{*}\right\|^{2}+\left\|z_{n}-y^{*}\right\|^{2}-r_{n}\left(2 \eta-r_{n}\right) \\
& \times\left(\left\|\phi w_{n}-\phi x^{*}\right\|^{2}+\left\|\varphi z_{n}-\varphi y^{*}\right\|^{2}\right)  \tag{3.15}\\
\leq & \left\|\bar{x}_{n}-x^{*}\right\|^{2}+\left\|\bar{y}_{n}-y^{*}\right\|^{2}
\end{align*}
$$

where $\eta=\max \left\{\eta_{1}, \eta_{2}\right\}$.
Furthermore, since $\left(x^{*}, y^{*}\right) \in \bigcap_{i=1}^{\infty} F\left(S_{i}\right) \times \bigcap_{j=1}^{\infty} F\left(T_{j}\right)$, then

$$
\begin{aligned}
\| x_{n+1}- & x^{*}\left\|^{2}=\right\| \xi_{n} h_{1}\left(x_{n}\right)+\left(1-\xi_{n}\right)\left(\beta_{n, 0} u_{n}+\sum_{i=1}^{\infty} \beta_{n, i} S_{i} u_{n}\right)-x^{*} \|^{2} \\
= & \left\|\xi_{n}\left(h_{1}\left(x_{n}\right)-x^{*}\right)+\left(1-\xi_{n}\right)\left(\beta_{n, 0} u_{+} \sum_{i=1}^{\infty} \beta_{n, i} S_{i} u_{n}-x^{*}\right)\right\|^{2} \\
\leq & \xi_{n}\left\|h_{1}\left(x_{n}\right)-x^{*}\right\|^{2}+\left(1-\xi_{n}\right)\left\|\beta_{n, 0} u_{n}+\sum_{i=1}^{\infty} \beta_{n, i} S_{i} u_{n}-x^{*}\right\|^{2} \\
= & \xi_{n}\left\|h_{1}\left(x_{n}\right)-h_{1}\left(x^{*}\right)+h_{1}\left(x^{*}\right)-x^{*}\right\|^{2}+\left(1-\xi_{n}\right)\left(\beta_{n, 0}\left\|u_{n}-x^{*}\right\|^{2}\right. \\
& \left.+\sum_{i=1}^{\infty} \beta_{n, i}\left\|S_{i} u_{n}-x^{*}\right\|^{2}-\beta_{n, 0} \sum_{i=1}^{\infty} \beta_{n, i}\left\|S_{i} u_{n}-u_{n}\right\|^{2}\right) \\
\leq & \xi_{n}\left(\left\|h_{1}\left(x_{n}\right)-h_{1}\left(x^{*}\right)\right\|+\left\|h_{1}\left(x^{*}\right)-x^{*}\right\|\right)^{2}+\left(1-\xi_{n}\right)\left\|u_{n}-x^{*}\right\|^{2} \\
& -\left(1-\xi_{n}\right) \beta_{n, 0} \sum_{i=1}^{\infty} \beta_{n, i}\left\|S_{i} u_{n}-u_{n}\right\|^{2} \\
\leq & \xi_{n} k_{1}^{2}\left\|x_{n}-x^{*}\right\|^{2}+\xi_{n}\left\|h_{1}\left(x^{*}\right)-x^{*}\right\|^{2}+\left(1-\xi_{n}\right)\left\|u_{n}-x^{*}\right\|^{2} .
\end{aligned}
$$

Similarly, we have

$$
\begin{align*}
\left\|y_{n+1}-y^{*}\right\|^{2} \leq & \xi_{n} k_{2}^{2}\left\|y_{n}-y^{*}\right\|^{2}+\xi_{n}\left\|h_{2}\left(y^{*}\right)-y^{*}\right\|^{2}+\left(1-\xi_{n}\right) \\
& \times\left\|v_{n}-y^{*}\right\|^{2}-\left(1-\xi_{n}\right) \delta_{n, 0} \sum_{j=1}^{\infty} \delta_{n, j}\left\|T_{j} v_{n}-v_{n}\right\|^{2} \tag{3.17}
\end{align*}
$$

Hence from (3.15), (3.16) and (3.17), we get

$$
\begin{align*}
\left\|x_{n+1}-x^{*}\right\|^{2}+\left\|y_{n+1}-y^{*}\right\|^{2} \leq & \xi_{n}\left(k_{1}^{2}\left\|x_{n}-x^{*}\right\|^{2}+k_{2}^{2}\left\|y_{n}-y^{*}\right\|^{2}\right) \\
& +\xi_{n}\left(\left\|h_{1}\left(x^{*}\right)-x^{*}\right\|^{2}+\left\|h_{2}\left(y^{*}\right)-y^{*}\right\|^{2}\right) \\
& +\left(1-\xi_{n}\right)\left(\left\|u_{n}-x^{*}\right\|^{2}+\left\|v_{n}-y^{*}\right\|^{2}\right) \\
\leq & \xi_{n} k^{2}\left(\left\|x_{n}-x^{*}\right\|^{2}+\left\|y_{n}-y^{*}\right\|^{2}\right)  \tag{3.18}\\
& +\xi_{n}\left(\left\|h_{1}\left(x^{*}\right)-x^{*}\right\|^{2}+\left\|h_{2}\left(y^{*}\right)-y^{*}\right\|^{2}\right) \\
& +\left(1-\xi_{n}\right)\left(\left\|\bar{x}_{n}-x^{*}\right\|^{2}+\left\|\bar{y}_{n}-y^{*}\right\|^{2}\right)
\end{align*}
$$

where $k=\max \left\{k_{1}, k_{2}\right\}$. Therefore from (3.6) and (3.18), we have

$$
\begin{aligned}
\left\|x_{n+1}-x^{*}\right\|^{2} & +\left\|y_{n+1}-y^{*}\right\|^{2} \leq \xi_{n} k^{2}\left(\left\|x_{n}-x^{*}\right\|^{2}+\left\|y_{n}-y^{*}\right\|^{2}\right) \\
& +\xi_{n}\left(\left\|h_{1}\left(x^{*}\right)-x^{*}\right\|^{2}+\left\|h_{2}\left(y^{*}\right)-y^{*}\right\|\right) \\
& +\left(1-\xi_{n}\right)\left(\left\|x_{n}-x^{*}\right\|^{2}+\left\|y_{n}-y^{*}\right\|^{2}\right) \\
& +\alpha_{n} c^{*}\left(1-\xi_{n}\right)\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right) \\
= & \left(1-\xi_{n}\left(1-k^{2}\right)\right)\left(\left\|x_{n}-x^{*}\right\|^{2}+\left\|y_{n}-y^{*}\right\|^{2}\right) \\
& +\xi_{n}\left(\left\|h_{1}\left(x^{*}\right)-x^{*}\right\|^{2}+\left\|h_{2}\left(y^{*}\right)-y^{*}\right\|^{2}\right) \\
& +\alpha_{n} c^{*}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right) \\
& -\alpha_{n} c^{*} \xi_{n}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right) \\
\leq & \left(1-\xi_{n}\left(1-k^{2}\right)\right)\left(\left\|x_{n}-x^{*}\right\|^{2}+\left\|y_{n}-y^{*}\right\|^{2}\right) \\
& +\xi_{n}\left(\left\|h_{1}\left(x^{*}\right)-x^{*}\right\|^{2}+\left\|h_{2}\left(y^{*}\right)-y^{*}\right\|^{2}\right) \\
& +\alpha_{n} c^{*}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right) .
\end{aligned}
$$

Putting $\varrho_{n}\left(x^{*}, y^{*}\right)=\left\|x_{n}-x^{*}\right\|^{2}+\left\|y_{n}-y^{*}\right\|^{2}$, then we have

$$
\begin{aligned}
\varrho_{n+1}\left(x^{*}, y^{*}\right) \leq & \left(1-\xi_{n}\left(1-k^{2}\right)\right) \varrho_{n}\left(x^{*}, y^{*}\right) \\
& +\xi_{n}\left(1-k^{2}\right)\left[\frac{\left\|h_{1}\left(x^{*}\right)-x^{*}\right\|^{2}+\left\|h_{2}\left(y^{*}\right)-y^{*}\right\|^{2}}{1-k^{2}}\right. \\
& \left.+\frac{\alpha_{n} c^{*}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right)}{\xi_{n}\left(1-k^{2}\right)}\right] .
\end{aligned}
$$

Note that $\sup _{n \geq 1}\left\{\alpha_{n} c^{*}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right) /\left(\xi_{n}\left(1-k^{2}\right)\right)\right\}$ exists by Remark 3.3. Let

$$
\begin{aligned}
M:= & \max \{
\end{aligned} \begin{aligned}
& \frac{\left\|h_{1}\left(x^{*}\right)-x^{*}\right\|^{2}+\left\|h_{2}\left(y^{*}\right)-y^{*}\right\|^{2}}{1-k^{2}}, \\
& \\
& \left.\sup _{n \geq 1}\left\{\frac{\alpha_{n} c^{*}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right)}{\xi_{n}\left(1-k^{2}\right)}\right\}\right\},
\end{aligned}
$$

then from (3.20), we have

$$
\begin{equation*}
\varrho_{n+1}\left(x^{*}, y^{*}\right) \leq\left(1-\xi_{n}\left(1-k^{2}\right)\right) \varrho_{n}\left(x^{*}, y^{*}\right)+\xi_{n}\left(1-k^{2}\right) M . \tag{3.21}
\end{equation*}
$$

Then using Lemma 2.5 and (3.21), we obtain that $\left\{\varrho_{n}\left(x^{*}, y^{*}\right)\right\}$ is bounded. This implies that $\left\{\left(x_{n}, y_{n}\right)\right\}$ is bounded. Consequently, $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ are bounded.

Next, we show an important result which is crucial in establishing the convergence of Algorithm 3.1.

Lemma 3.5. The sequence $\left\{\left(x_{n}, y_{n}\right)\right\}$ generated by Algorithm 3.1 satisfied the following estimate:

$$
\begin{equation*}
\varrho_{n+1}\left(x^{*}, y^{*}\right) \leq\left(1-\Theta_{n}\right) \varrho_{n}\left(x^{*}, y^{*}\right)+\Theta_{n} \sigma_{n}, \tag{3.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\varrho_{n}\left(x^{*}, y^{*}\right)=\left\|x_{n}-x^{*}\right\|^{2}+\left\|y_{n}-y^{*}\right\|^{2}, \quad \Theta_{n}=\frac{2 \xi_{n}(1-k)}{1-\xi_{n} k} \tag{3.23}
\end{equation*}
$$

and

$$
\begin{aligned}
\sigma_{n}= & \frac{\left\langle h_{1}\left(x^{*}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle+\left\langle h_{2}\left(y^{*}\right)-y^{*}, y_{n+1}-y^{*}\right\rangle}{1-k}+\frac{\xi_{n}}{2(1-k)} \varrho_{n}\left(x^{*}, y^{*}\right) \\
& +\frac{\alpha_{n} c^{*}}{2 \xi_{n}(1-k)}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right),
\end{aligned}
$$

for some $c^{*}>0$, and $\left(x^{*}, y^{*}\right) \in \Gamma$.

Proof: Set $\bar{u}_{n}=\beta_{n, 0} u_{n}+\sum_{i=1}^{\infty} \beta_{n, i} S_{i} u_{n}$ and $\bar{v}_{n}=\delta_{n, 0} v_{n}+\sum_{j=1}^{\infty} \delta_{n, j} T_{j} v_{n}$. Let $\left(x^{*}, y^{*}\right) \in \Gamma$, then

$$
\begin{aligned}
\left\|\bar{u}_{n}-x^{*}\right\|^{2}= & \left\|\beta_{n, 0} u_{n}+\sum_{i=1}^{\infty} \beta_{n, i} S_{i} u_{n}-x^{*}\right\|^{2} \\
= & \beta_{n, 0}\left\|u_{n}-x^{*}\right\|^{2}+\sum_{i=1}^{\infty} \beta_{n, i}\left\|S_{i} u_{n}-S_{i} x^{*}\right\|^{2} \\
& -\beta_{n, 0} \sum_{i=1}^{\infty} \beta_{n, i}\left\|S_{i} u_{n}-u_{n}\right\|^{2} \\
\leq & \left\|u_{n}-x^{*}\right\|^{2}-\beta_{n, 0} \sum_{i=1}^{\infty} \beta_{n, i}\left\|S_{i} u_{n}-u_{n}\right\|^{2}
\end{aligned}
$$

Similarly,

$$
\left\|\bar{v}_{n}-y^{*}\right\|^{2} \leq\left\|v_{n}-y^{*}\right\|^{2}-\delta_{n, 0} \sum_{j=1}^{\infty} \delta_{n, j}\left\|T_{j} v_{n}-v_{n}\right\|^{2}
$$

Hence

$$
\left\|\bar{u}_{n}-x^{*}\right\|^{2}+\left\|\bar{v}_{n}-y^{*}\right\|^{2} \leq\left\|u_{n}-x^{*}\right\|^{2}+\left\|u_{n}-x^{*}\right\|^{2} .
$$

Also

$$
\begin{aligned}
\left\|x_{n+1}-x^{*}\right\|^{2} \leq & \left(1-\xi_{n}\right)^{2}\left\|\bar{u}_{n}-x^{*}\right\|^{2}+2 \xi_{n}\left\langle h_{1}\left(x_{n}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle \\
= & \left(1-\xi_{n}\right)^{2}\left\|\bar{u}_{n}-x^{*}\right\|^{2}+2 \xi_{n}\left\langle h_{1}\left(x_{n}\right)-h_{1}\left(x^{*}\right)\right. \\
& \left.+h_{1}\left(x^{*}\right)+x^{*}, x_{n+1}-x^{*}\right\rangle \\
= & \left(1-\xi_{n}\right)^{2}\left\|\bar{u}_{n}-x^{*}\right\|^{2}+2 \xi_{n} k_{1}\left\|x_{n}-x^{*}\right\|\left\|x_{n+1}-x^{*}\right\| \\
& +2 \xi_{n}\left\langle h_{1}\left(x^{*}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle \\
\leq & \left(1-\xi_{n}\right)^{2}\left\|\bar{u}_{n}-x^{*}\right\|^{2}+\xi_{n} k\left(\left\|x_{n}-x^{*}\right\|^{2}+\left\|x_{n+1}-x^{*}\right\|^{2}\right) \\
& +2 \xi_{n}\left\langle h_{1}\left(x^{*}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
\left\|y_{n+1}-y^{*}\right\|^{2} \leq & \left(1-\xi_{n}\right)^{2}\left\|\bar{v}_{n}-y^{*}\right\|^{2}+\xi_{n} k\left(\left\|y_{n}-y^{*}\right\|^{2}\right. \\
& \left.+\left\|y_{n+1}-y^{*}\right\|^{2}\right)+2 \xi_{n}\left\langle h_{2}\left(y^{*}\right)-y^{*}, y_{n+1}-y^{*}\right\rangle
\end{aligned}
$$

Then

$$
\begin{align*}
\varrho_{n+1}\left(x^{*}, y^{*}\right) \leq & \left(1-\xi_{n}\right)^{2}\left(\left\|\bar{u}_{n}-x^{*}\right\|^{2}+\left\|\bar{v}_{n}-y^{*}\right\|^{2}\right)+\xi_{n} k\left(\varrho_{n}\left(x^{*}, y^{*}\right)\right. \\
& \left.+\varrho_{n+1}\left(x^{*}, y^{*}\right)\right)+2 \xi_{n}\left(\left\langle h_{1}\left(x^{*}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle\right.  \tag{3.24}\\
& \left.+\left\langle h_{2}\left(y^{*}\right)-y^{*}, y_{n+1}-y^{*}\right\rangle\right)
\end{align*}
$$

$$
\begin{aligned}
\leq & \left(1-\xi_{n}\right)^{2}\left(\left\|\bar{x}_{n}-x^{*}\right\|^{2}+\left\|\bar{y}_{n}-y^{*}\right\|^{2}\right)+\xi_{n} k\left(\varrho_{n}\left(x^{*}, y^{*}\right)\right. \\
& \left.+\varrho_{n+1}\left(x^{*}, y^{*}\right)\right)+2 \xi_{n}\left(\left\langle h_{1}\left(x^{*}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle\right. \\
& \left.+\left\langle h_{2}\left(y^{*}\right)-y^{*}, y_{n+1}-y^{*}\right\rangle\right) .
\end{aligned}
$$

Using (3.6) in (3.24), we have

$$
\begin{aligned}
\varrho_{n+1}\left(x^{*}, y^{*}\right) \leq & \left(1-2 \xi_{n}+\xi_{n}^{2}\right) \varrho_{n}\left(x^{*}, y^{*}\right)+\xi_{n} k\left(\varrho_{n}\left(x^{*}, y^{*}\right)\right. \\
& \left.+\varrho_{n+1}\left(x^{*}, y^{*}\right)\right)+2 \xi_{n}\left(\left\langle h_{1}\left(x^{*}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle\right. \\
& \left.+\left\langle h_{2}\left(y^{*}\right)-y^{*}, y_{n+1}-y^{*}\right\rangle\right)+\alpha_{n} c^{*}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right) .
\end{aligned}
$$

Therefore we get

$$
\begin{aligned}
\varrho_{n+1}\left(x^{*}, y^{*}\right) \leq & \frac{1-2 \xi_{n}+\xi_{n} k}{1-\xi_{n} k} \varrho_{n}\left(x^{*}, y^{*}\right)+\frac{\xi_{n}^{2}}{1-\xi_{n} k} \varrho_{n}\left(x^{*}, y^{*}\right) \\
& +\frac{2 \xi_{n}}{1-\xi_{n} k}\left(\left\langle h_{1}\left(x^{*}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle\right. \\
& \left.+\left\langle h_{2}\left(y^{*}\right)-y^{*}, y_{n+1}-y^{*}\right\rangle\right) \\
& +\frac{\alpha_{n} c^{*}}{1-\xi_{n} k}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right) \\
= & \left(1-\frac{2 \xi_{n}(1-k)}{1-\xi_{n} k}\right) \varrho_{n}\left(x^{*}, y^{*}\right)+\frac{2 \xi_{n}(1-k)}{1-\xi_{n} k} \\
& \times\left(\frac{\left\langle h_{1}\left(x^{*}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle+\left\langle h_{2}\left(y^{*}\right)-y^{*}, y_{n+1}-y^{*}\right\rangle}{1-k}\right. \\
& \left.+\frac{\xi_{n}}{2(1-k)} \varrho_{n}\left(x^{*}, y^{*}\right)+\frac{\alpha_{n} c^{*}}{2 \xi_{n}(1-k)}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right)\right) \\
= & \left(1-\Theta_{n}\right) \varrho_{n}\left(x^{*}, y^{*}\right)+\Theta_{n} \sigma_{n}
\end{aligned}
$$

This establishes (3.22).
In the next lemma, we show that every weak cluster point of $\left\{\left(x_{n}, y_{n}\right)\right\}$ belongs to the solution set $\Gamma$.

Lemma 3.6. Suppose that $\varrho_{n}\left(x^{*}, y^{*}\right)-\varrho_{n+1}\left(x^{*}, y^{*}\right) \rightarrow 0$ as $n \rightarrow \infty$. Let $(p, q) \in$ $H_{1} \times H_{2}$ denotes the weak subsequential limit of $\left\{\left(x_{n}, y_{n}\right)\right\}$. Then $(p, q) \in \Gamma$.

Proof: We divide the proof of this result into three steps:
Step 1: Let $\Upsilon_{n}=\left\|A^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)\right\|^{2}+\left\|B^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)\right\|^{2}$. Then we show that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \Upsilon_{n}=0, \quad \text { and } \quad \lim _{n \rightarrow \infty}\left\|A \bar{x}_{n}-B \bar{y}_{n}\right\|=0 \tag{3.25}
\end{equation*}
$$

From (3.16) and (3.17), we have

$$
\begin{align*}
\varrho_{n+1}\left(x^{*}, y^{*}\right) \leq & \xi_{n} k^{2} \varrho_{n}\left(x^{*}, y^{*}\right)+\xi_{n}\left(\left\|h_{1}\left(x^{*}\right)-x^{*}\right\|^{2}+\left\|h_{2}\left(y^{*}\right)-y^{*}\right\|^{2}\right)  \tag{3.26}\\
& +\left(1-\xi_{n}\right)\left(\left\|u_{n}-x^{*}\right\|^{2}+\left\|v_{n}-y^{*}\right\|^{2}\right)
\end{align*}
$$

and from (3.15) and the last inequality, we get

$$
\begin{align*}
\varrho_{n+1}\left(x^{*}, y^{*}\right) \leq & \xi_{n} k^{2} \varrho_{n}\left(x^{*}, y^{*}\right)+\xi_{n}\left(\left\|h_{1}\left(x^{*}\right)-x^{*}\right\|^{2}+\left\|h_{2}\left(y^{*}\right)-y^{*}\right\|^{2}\right)  \tag{3.27}\\
& +\left(1-\xi_{n}\right)\left(\left\|w_{n}-x^{*}\right\|^{2}+\left\|z_{n}-y^{*}\right\|^{2}\right) .
\end{align*}
$$

Also from (3.11) and the above inequality, we have

$$
\begin{align*}
\varrho_{n+1}\left(x^{*}, y^{*}\right) \leq & \xi_{n} k^{2} \varrho_{n}\left(x^{*}, y^{*}\right)+\xi_{n}\left(\left\|h_{1}\left(x^{*}\right)-x^{*}\right\|^{2}\right. \\
& \left.+\left\|h_{2}\left(y^{*}\right)-y^{*}\right\|^{2}\right)+\left(1-\xi_{n}\right)\left(\left\|\bar{x}_{n}-x^{*}\right\|^{2}+\left\|\bar{y}_{n}-y^{*}\right\|^{2}\right.  \tag{3.28}\\
& \left.-\gamma_{n}\left(2\left\|A \bar{x}_{n}-B \bar{y}_{n}\right\|^{2}-\gamma_{n} \Upsilon_{n}\right)\right) .
\end{align*}
$$

Hence from (3.6) and (3.28), we have

$$
\begin{aligned}
\varrho_{n+1}\left(x^{*}, y^{*}\right) \leq & \left(1-\xi_{n}\left(1-k^{2}\right)\right) \varrho_{n}\left(x^{*}, y^{*}\right)+\xi_{n}\left(\left\|h_{1}\left(x^{*}\right)-x^{*}\right\|^{2}+\left\|h_{2}\left(y^{*}\right)-y^{*}\right\|^{2}\right) \\
& +\left(1-\xi_{n}\right)\left(\alpha_{n} c^{*}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right)\right. \\
& \left.-\gamma_{n}\left(2\left\|A \bar{x}_{n}-B \bar{y}_{n}\right\|^{2}-\gamma_{n} \Upsilon_{n}\right)\right) .
\end{aligned}
$$

This implies that

$$
\begin{aligned}
\left(1-\xi_{n}\right) \gamma_{n}\left(2\left\|A \bar{x}_{n}-B \bar{y}_{n}\right\|^{2}-\gamma_{n} \Upsilon_{n}\right) \leq & \left(1-\xi_{n}\left(1-k^{2}\right)\right) \varrho_{n}\left(x^{*}, y^{*}\right) \\
& +\xi_{n}\left(\left\|h_{1}\left(x^{*}\right)-x^{*}\right\|^{2}+\left\|h_{2}\left(y^{*}\right)-y^{*}\right\|^{2}\right) \\
& +\alpha_{n} c^{*}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right) \\
& -\varrho_{n+1}\left(x^{*}, y^{*}\right)
\end{aligned}
$$

Since $\xi_{n} \rightarrow 0$ and the fact that $\alpha_{n}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right) \rightarrow 0$ as $n \rightarrow \infty$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \gamma_{n}\left(2\left\|A \bar{x}_{n}-B \bar{y}_{n}\right\|^{2}-\gamma_{n} \Upsilon_{n}\right)=0 \tag{3.29}
\end{equation*}
$$

By the choice of $\gamma_{n}$ in (3.3) for a very small $\varepsilon>0$, we have

$$
\gamma_{n}<\frac{2\left\|A \bar{x}_{n}-B \bar{y}_{n}\right\|^{2}}{\Upsilon_{n}}-\varepsilon
$$

which implies that

$$
\gamma_{n} \Upsilon_{n}<2\left\|A \bar{x}_{n}-B \bar{y}_{n}\right\|^{2}-\varepsilon \Upsilon_{n}
$$

and then from (3.29), we have

$$
\begin{equation*}
\frac{\varepsilon \Upsilon_{n}}{2}<\left\|A \bar{x}_{n}-B \bar{y}_{n}\right\|^{2}-\frac{\gamma_{n}}{2} \Upsilon_{n} \rightarrow 0 \tag{3.30}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \Upsilon_{n}=0 \tag{3.31}
\end{equation*}
$$

Consequently

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|A^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)\right\|=\lim _{n \rightarrow \infty}\left\|B^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)\right\|=0 \tag{3.32}
\end{equation*}
$$

Also

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|A \bar{x}_{n}-B \bar{y}_{n}\right\|=0 \tag{3.33}
\end{equation*}
$$

Step 2: We show that the following limits hold:

$$
\begin{align*}
& \lim _{n \rightarrow \infty}\left(\left\|x_{n}-w_{n}\right\|+\left\|y_{n}-z_{n}\right\|\right)=0 \\
& \lim _{n \rightarrow \infty}\left(\left\|x_{n}-u_{n}\right\|+\left\|y_{n}-v_{n}\right\|\right)=0  \tag{3.34}\\
& \lim _{n \rightarrow \infty}\left(\left\|S_{i} u_{n}-u_{n}\right\|+\left\|T_{j} v_{n}-v_{n}\right\|\right)=0
\end{align*}
$$

Observe that
(3.35) $\lim _{n \rightarrow \infty}\left(\left\|\bar{x}_{n}-x_{n}\right\|+\left\|\bar{y}_{n}-y_{n}\right\|\right)=\lim _{n \rightarrow \infty} \alpha_{n}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right)=0$.

Also

$$
\begin{aligned}
\left\|w_{n}-x^{*}\right\|^{2} \leq & \left\|J_{\lambda}^{M_{1}}\left(I-\lambda f_{1}\right)\left(\bar{x}_{n}-\gamma_{n} A^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)\right)-x^{*}\right\|^{2} \\
\leq & \left\langle w_{n}-x^{*}, \bar{x}_{n}-\gamma_{n} A^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)-x^{*}\right\rangle \\
= & \frac{1}{2}\left[\left\|w_{n}-x^{*}\right\|^{2}+\left\|\bar{x}_{n}-\gamma_{n} A^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)-x^{*}\right\|^{2}\right. \\
& \left.-\left\|w_{n}-\bar{x}_{n}-\gamma_{n} A^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)\right\|^{2}\right] .
\end{aligned}
$$

Hence

$$
\begin{aligned}
\left\|w_{n}-x^{*}\right\|^{2} \leq & \left\|\bar{x}_{n}-x^{*}\right\|^{2}+\gamma_{n}^{2}\left\|A^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)\right\|^{2} \\
& -2 \gamma_{n}\left\langle A \bar{x}_{n}-A x^{*}, A \bar{x}_{n}-B \bar{y}_{n}\right\rangle \\
& -\left\|w_{n}-\bar{x}_{n}\right\|^{2}-\gamma_{n}^{2}\left\|A^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)\right\|^{2} \\
& +2 \gamma_{n}\left\langle A w_{n}-A \bar{x}_{n}, A \bar{x}_{n}-B \bar{y}_{n}\right\rangle \\
\leq & \left\|\bar{x}_{n}-x^{*}\right\|^{2}-\left\|w_{n}-\bar{x}_{n}\right\|^{2}+2 \gamma_{n}\left\|A w_{n}-A x^{*}\right\|\left\|A \bar{x}_{n}-B \bar{y}_{n}\right\| .
\end{aligned}
$$

Similarly, we have

$$
\left\|z_{n}-y^{*}\right\|^{2} \leq\left\|\bar{y}_{n}-y^{*}\right\|^{2}-\left\|z_{n}-\bar{y}_{n}\right\|^{2}+2 \gamma_{n}\left\|B z_{n}-B y^{*}\right\|\left\|A \bar{x}_{n}-B \bar{y}_{n}\right\| .
$$

Therefore

$$
\begin{align*}
\left\|w_{n}-x^{*}\right\|^{2}+\left\|z_{n}-y^{*}\right\|^{2} \leq & \left\|\bar{x}_{n}-x^{*}\right\|^{2}+\left\|\bar{y}_{n}-y^{*}\right\|^{2} \\
& -\left(\left\|w_{n}-\bar{x}_{n}\right\|^{2}+\left\|z_{n}-\bar{y}_{n}\right\|^{2}\right) \\
& +2 \gamma_{n}\left(\left\|A w_{n}-A x^{*}\right\|+\left\|B z_{n}-B y^{*}\right\|\right)  \tag{3.36}\\
& \times\left\|A \bar{x}_{n}-B \bar{y}_{n}\right\| .
\end{align*}
$$

Therefore from (3.6), (3.27) and (3.36), we get

$$
\begin{aligned}
\varrho_{n+1}\left(x^{*}, y^{*}\right) \leq & \left(1-\xi_{n}\left(1-k^{2}\right)\right) \varrho_{n}\left(x^{*}, y^{*}\right)+\xi_{n}\left(\left\|h_{1}\left(x^{*}\right)-x^{*}\right\|^{2}\right. \\
& \left.+\left\|h_{2}\left(y^{*}\right)-y^{*}\right\|^{2}\right)-\left(\left\|w_{n}-\bar{x}_{n}\right\|^{2}+\left\|z_{n}-\bar{y}_{n}\right\|^{2}\right) \\
& +2 \gamma_{n}\left(\left\|A w_{n}-A x^{*}\right\|+\left\|B z_{n}-B y^{*}\right\|\right)\left\|A \bar{x}_{n}-B \bar{y}_{n}\right\| \\
& +\alpha_{n} c^{*}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right) .
\end{aligned}
$$

This implies that

$$
\begin{aligned}
\left\|w_{n}-\bar{x}_{n}\right\|^{2}+\left\|z_{n}-\bar{y}_{n}\right\|^{2} \leq & \left(1-\xi_{n}\left(1-k^{2}\right)\right) \varrho_{n}\left(x^{*}, y^{*}\right)-\varrho_{n+1}\left(x^{*}, y^{*}\right) \\
& +\xi_{n}\left(\left\|h_{1}\left(x^{*}\right)-x^{*}\right\|^{2}+\left\|h_{2}\left(y^{*}\right)-y^{*}\right\|^{2}\right) \\
& +2 \gamma_{n}\left(\left\|A w_{n}-A x^{*}\right\|+\| B z_{n}-B y^{*} \mid\right)\left\|A \bar{x}_{n}-B \bar{y}_{n}\right\| \\
& +\alpha_{n} c^{*}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right) .
\end{aligned}
$$

Since $\xi_{n} \rightarrow 0$ as $n \rightarrow \infty$ and using (3.33), we have

$$
\lim _{n \rightarrow \infty}\left(\left\|w_{n}-\bar{x}_{n}\right\|^{2}+\left\|z_{n}-\bar{y}_{n}\right\|^{2}\right)=0
$$

which implies that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|w_{n}-\bar{x}_{n}\right\|=\lim _{n \rightarrow \infty}\left\|z_{n}-\bar{y}_{n}\right\|=0 \tag{3.37}
\end{equation*}
$$

Therefore from (3.35) and (3.37), we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|w_{n}-x_{n}\right\|=\lim _{n \rightarrow \infty}\left\|z_{n}-y_{n}\right\|=0 \tag{3.38}
\end{equation*}
$$

Furthermore, from (3.6), (3.15) and (3.26), we have

$$
\begin{aligned}
\varrho_{n+1}\left(x^{*}, y^{*}\right) \leq & \left(1-\xi_{n}\left(1-k^{2}\right)\right) \varrho_{n}\left(x^{*}, y^{*}\right) \\
& +\xi_{n}\left(\left\|h_{1}\left(x^{*}\right)-x^{*}\right\|^{2}+\left\|h_{2}\left(y^{*}\right)-y^{*}\right\|^{2}\right) \\
& +\alpha_{n} c^{*}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right) \\
& -r_{n}\left(2 \eta-r_{n}\right)\left(\left\|\phi w_{n}-\phi x^{*}\right\|^{2}+\left\|\varphi z_{n}-\varphi y^{*}\right\|^{2}\right) .
\end{aligned}
$$

Hence

$$
\begin{aligned}
r_{n}\left(2 \eta-r_{n}\right)\left(\| \phi w_{n}\right. & \left.-\phi x^{*}\left\|^{2}+\right\| \varphi z_{n}-\varphi y^{*} \|^{2}\right) \leq\left(1-\xi_{n}\left(1-k^{2}\right)\right) \varrho_{n}\left(x^{*}, y^{*}\right) \\
& -\varrho_{n+1}\left(x^{*}, y^{*}\right)+\xi_{n}\left(\left\|h_{1}\left(x^{*}\right)-x^{*}\right\|^{2}+\left\|h_{2}\left(y^{*}\right)-y^{*}\right\|^{2}\right) \\
& +\alpha_{n} c^{*}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right)
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\lim _{n \rightarrow \infty} r_{n}\left(2 \eta-r_{n}\right)\left(\left\|\phi w_{n}-\phi x^{*}\right\|^{2}+\left\|\varphi z_{n}-\varphi y^{*}\right\|^{2}\right)=0 \tag{3.39}
\end{equation*}
$$

Since $0<\liminf _{n \rightarrow \infty} r_{n}<2 \eta$, then

$$
\lim _{n \rightarrow \infty}\left(\left\|\phi w_{n}-\phi x^{*}\right\|^{2}+\left\|\varphi z_{n}-\varphi y^{*}\right\|^{2}\right)=0
$$

which implies that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\phi w_{n}-\phi x^{*}\right\|=\lim _{n \rightarrow \infty}\left\|\varphi z_{n}-\varphi y^{*}\right\|=0 \tag{3.40}
\end{equation*}
$$

Again from (3.1), we have

$$
\begin{aligned}
\left\|u_{n}-x^{*}\right\|^{2}= & \left\|T_{r_{n}}^{F}\left(w_{n}-r_{n} \phi w_{n}\right)-x^{*}\right\|^{2} \\
\leq & \left\|T_{r_{n}}^{F}\left(w_{n}-r_{n} \phi w_{n}\right)-T_{r_{n}}^{F}\left(x^{*}-r_{n} \phi x^{*}\right)\right\|^{2} \\
\leq & \left\langle u_{n}-x^{*},\left(w_{n}-r_{n} \phi w_{n}\right)-\left(x^{*}-r_{n} \phi x^{*}\right)\right\rangle \\
= & \frac{1}{2}\left[\left\|u_{n}-x^{*}\right\|^{2}+\left\|\left(w_{n}-r_{n} \phi w_{n}\right)-\left(x^{*}-r_{n} \phi x^{*}\right)\right\|^{2}\right. \\
& \left.-\left\|w_{n}-r_{n} \phi w_{n}-\left(x^{*}-r_{n} \phi x^{*}\right)-\left(u_{n}-x^{*}\right)\right\|^{2}\right] .
\end{aligned}
$$

Hence

$$
\begin{aligned}
\left\|u_{n}-x^{*}\right\|^{2}= & \left\|w_{n}-x^{*}\right\|^{2}-\|\left(w_{n}-r_{n} \phi w_{n}\right) \\
& -\left(x^{*}-r_{n} \phi x^{*}\right)-\left(u_{n}-x^{*}\right) \|^{2} \\
= & \left\|w_{n}-x^{*}\right\|^{2}-\left\|w_{n}-u_{n}\right\|^{2} \\
& +2 r_{n}\left\langle w_{n}-u_{n}, \phi w_{n}-\phi x^{*}\right\rangle-r_{n}^{2}\left\|\phi w_{n}-\phi x^{*}\right\|^{2} \\
\leq & \left\|w_{n}-x^{*}\right\|^{2}-\left\|w_{n}-u_{n}\right\|^{2}+2 r_{n}\left\|w_{n}-u_{n}\right\|\left\|\phi w_{n}-\phi x^{*}\right\| .
\end{aligned}
$$

Similarly, we have

$$
\left\|v_{n}-y^{*}\right\|^{2} \leq\left\|z_{n}-y^{*}\right\|^{2}-\left\|z_{n}-v_{n}\right\|^{2}+2 r_{n}\left\|z_{n}-v_{n}\right\|\left\|\varphi z_{n}-\varphi y^{*}\right\|
$$

Then we obtain

$$
\begin{align*}
\left\|u_{n}-x^{*}\right\|^{2}+\left\|v_{n}-y^{*}\right\|^{2} \leq & \left\|w_{n}-x^{*}\right\|^{2}\left\|z_{n}-y^{*}\right\|^{2} \\
& -\left(\left\|w_{n}-u_{n}\right\|^{2}+\left\|z_{n}-v_{n}\right\|^{2}\right)  \tag{3.41}\\
& +2 r_{n}\left\|w_{n}-u_{n}\right\|\left\|\phi w_{n}-\phi x^{*}\right\| \\
& +2 r_{n}\left\|z_{n}-v_{n}\right\|\left\|\varphi z_{n}-\varphi y^{*}\right\| .
\end{align*}
$$

Therefore from (3.6), (3.26) and (3.41), we get

$$
\begin{aligned}
\varrho_{n+1}\left(x^{*}, y^{*}\right) \leq & \left(1-\xi_{n}\left(1-k^{2}\right)\right) \varrho_{n}\left(x^{*}, y^{*}\right)+\xi_{n}\left(\left\|h_{1}\left(x^{*}\right)-x^{*}\right\|^{2}\right. \\
& \left.+\left\|h_{2}\left(y^{*}\right)-y^{*}\right\|^{2}\right)-\left(\left\|w_{n}-u_{n}\right\|^{2}+\left\|z_{n}-v_{n}\right\|^{2}\right) \\
& +2 r_{n}\left\|w_{n}-u_{n}\right\|\left\|\phi w_{n}-\phi x^{*}\right\| \\
& +2 r_{n}\left\|z_{n}-v_{n}\right\|\left\|\varphi z_{n}-\varphi y^{*}\right\| \\
& +\alpha_{n} c^{*}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right) .
\end{aligned}
$$

Thus

$$
\begin{aligned}
\left\|w_{n}-u_{n}\right\|^{2}+\left\|z_{n}-v_{n}\right\|^{2} \leq & \left(1-\xi_{n}\left(1-k^{2}\right)\right) \varrho_{n}\left(x^{*}, y^{*}\right)-\varrho_{n+1}\left(x^{*}, y^{*}\right) \\
& +\xi_{n}\left(\left\|h_{1}\left(x^{*}\right)-x^{*}\right\|^{2}+\left\|h_{2}\left(y^{*}\right)-y^{*}\right\|^{2}\right) \\
& +2 r_{n}\left\|w_{n}-u_{n}\right\|\left\|\phi w_{n}-\phi x^{*}\right\| \\
& +2 r_{n}\left\|z_{n}-v_{n}\right\|\left\|\varphi z_{n}-\varphi y^{*}\right\| \\
& +\alpha_{n} c^{*}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right) .
\end{aligned}
$$

Also from (3.40) and the fact that $\xi_{n} \rightarrow 0$, we get

$$
\lim _{n \rightarrow \infty}\left(\left\|w_{n}-u_{n}\right\|^{2}+\left\|z_{n}-v_{n}\right\|^{2}\right)=0
$$

This implies that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|w_{n}-u_{n}\right\|=\lim _{n \rightarrow \infty}\left\|z_{n}-v_{n}\right\|=0 \tag{3.42}
\end{equation*}
$$

Hence from (3.38) and (3.42), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-u_{n}\right\|=\lim _{n \rightarrow \infty}\left\|y_{n}-v_{n}\right\|=0 \tag{3.43}
\end{equation*}
$$

Again from (3.16) and (3.17), we have

$$
\begin{align*}
\varrho_{n+1}\left(x^{*}, y^{*}\right) \leq & \xi_{n} k^{2}\left(\left\|x_{n}-x^{*}\right\|^{2}+\left\|y_{n}-y^{*}\right\|^{2}\right) \\
& +\xi_{n}\left(\left\|h_{1}\left(x^{*}\right)-x^{*}\right\|^{2}+\left\|h_{2}\left(y^{*}\right)-y^{*}\right\|\right) \\
& +\left(\left\|u_{n}-x^{*}\right\|^{2}+\left\|v_{n}-y^{*}\right\|^{2}\right) \\
& -\left(1-\xi_{n}\right)\left(\beta_{n, 0} \sum_{i=1}^{\infty} \beta_{n, i}\left\|S_{i} u_{n}-u_{n}\right\|^{2}\right.  \tag{3.44}\\
& \left.+\delta_{n, 0} \sum_{j=1}^{\infty} \delta_{n, j}\left\|T_{j} v_{n}-v_{n}\right\|^{2}\right) .
\end{align*}
$$

Hence from (3.6), (3.15) and (3.44), we have

$$
\begin{aligned}
& \left(1-\xi_{n}\right)\left(\beta_{n, 0} \sum_{i=1}^{\infty} \beta_{n, i}\left\|S_{i} u_{n}-u_{n}\right\|^{2}+\delta_{n, 0} \sum_{j=1}^{\infty} \delta_{n, j}\left\|T_{j} v_{n}-v_{n}\right\|^{2}\right) \\
& \leq\left(1-\xi_{n}\left(1-k^{2}\right)\right) \varrho_{n}\left(x^{*}, y^{*}\right)+\xi_{n}\left(\left\|h_{1}\left(x^{*}\right)-x^{*}\right\|^{2}\right. \\
& \left.\quad+\left\|h_{2}\left(y^{*}\right)-y^{*}\right\|^{2}\right)+\alpha_{n} c^{*}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right)
\end{aligned}
$$

Using the fact that $\xi_{n} \rightarrow 0$, we have

$$
\lim _{n \rightarrow \infty}\left(\beta_{n, 0} \sum_{i=1}^{\infty} \beta_{n, i}\left\|S_{i} u_{n}-u_{n}\right\|^{2}+\delta_{n, 0} \sum_{j=1}^{\infty} \delta_{n, j}\left\|T_{j} v_{n}-v_{n}\right\|^{2}\right)=0
$$

Also, by using condition (C3), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|S_{i} u_{n}-u_{n}\right\|=\lim _{n \rightarrow \infty}\left\|T_{j} v_{n}-v_{n}\right\|=0 \tag{3.45}
\end{equation*}
$$

Step 3: Let $\left\{\left(x_{n_{k}}, y_{n_{k}}\right)\right\}$ be a subsequence of $\left\{\left(x_{n}, y_{n}\right)\right\}$ such that $\left(x_{n_{k}}, y_{n_{k}}\right) \rightharpoonup$ $(p, q)$. Note that the existence of $(p, q)$ is guaranteed since $\left\{\left(x_{n}, y_{n}\right)\right\}$ is bounded, see Lemma 3.4. We now show that $(p, q) \in \Gamma$.

First, we show that $(p, q) \in \operatorname{EP}\left(F, U_{1}, \phi\right) \times \operatorname{EP}\left(G, U_{2}, \varphi\right)$. Since $u_{n}=T_{r_{n}}^{F}\left(w_{n}-\right.$ $\left.r_{n} \phi w_{n}\right), n \geq 1$, we have for any $x \in C$

$$
F\left(u_{n}, x\right)+\left\langle\phi\left(u_{n}\right), x-u_{n}\right\rangle+U_{1}(x)-U_{1}\left(u_{n}\right)+\frac{1}{r_{n}}\left\langle x-u_{n}, u_{n}-w_{n}\right\rangle \geq 0
$$

It follows from the monotonicity of $F$ that

$$
\left\langle\phi\left(u_{n}\right), x-u_{n}\right\rangle+U_{1}(x)-U_{1}\left(u_{n}\right)+\frac{1}{r_{n}}\left\langle x-u_{n}, u_{n}-w_{n}\right\rangle \geq F\left(x, u_{n}\right)
$$

Replacing $n$ by $n_{k}$, we get

$$
\begin{equation*}
\left\langle\phi\left(u_{n_{k}}\right), x-u_{n_{k}}\right\rangle+U_{1}(x)-U_{1}\left(u_{n_{k}}\right)+\frac{1}{r_{n_{k}}}\left\langle x-u_{n_{k}}, u_{n_{k}}-w_{n_{k}}\right\rangle \geq F\left(x, u_{n_{k}}\right) \tag{3.46}
\end{equation*}
$$

For any $t \in(0,1]$ and $x \in C$, let $x_{t}=t x+(1-t) p$. Since $p \in C$ and $x \in C$, then $x_{t} \in C$. So from (3.46), we have

$$
\begin{align*}
\left\langle x_{t}-u_{n_{k}}, \phi\left(x_{t}\right)\right\rangle \geq & \left\langle x_{t}-u_{n_{k}}, \phi\left(x_{t}\right)\right\rangle-\left\langle x_{t}-u_{n_{k}}, \phi\left(u_{n_{k}}\right)\right\rangle \\
& -\left\langle x_{t}-u_{n_{k}}, \frac{u_{n_{k}}-w_{n_{k}}}{r_{n_{k}}}\right\rangle \\
& +F\left(x_{t}, u_{n_{k}}\right)+U_{1}\left(u_{n_{k}}\right)-U_{1}\left(x_{t}\right)  \tag{3.47}\\
= & \left\langle x_{t}-u_{n_{k}}, \phi\left(x_{t}\right)-\phi\left(u_{n_{k}}\right)\right\rangle-\left\langle x_{t}-u_{n_{k}}, \frac{u_{n_{k}}-w_{n_{k}}}{r_{n_{k}}}\right\rangle \\
& +F\left(x_{t}, u_{n_{k}}\right)+U_{1}\left(u_{n_{k}}\right)-U_{1}\left(x_{t}\right) .
\end{align*}
$$

Since $\phi$ is monotone, then $\left\langle x_{t}-u_{n_{k}}, \phi\left(x_{t}\right)-\phi\left(u_{n_{k}}\right)\right\rangle \geq 0$. Therefore by (L4) and the weak lower semicontinuity of $U_{1}$, taking the limit of (3.47) (noting that $\left\|u_{n_{k}}-w_{n_{k}}\right\| \rightarrow 0$ and $\left.u_{n_{k}} \rightharpoonup p\right)$ as $k \rightarrow \infty$, we get

$$
\begin{equation*}
\left\langle x_{t}-p, \phi\left(x_{t}\right)\right\rangle \geq F\left(x_{t}, p\right)+U_{1}(p)-U_{1}\left(x_{t}\right) \tag{3.48}
\end{equation*}
$$

Hence from (L1) and (3.48), we get

$$
\begin{aligned}
0 & =F\left(x_{t}, x_{t}\right)+U_{1}\left(x_{t}\right)-U_{1}\left(x_{t}\right) \\
& \leq t F\left(x_{t}, x\right)+(1-t) F\left(x_{t}, p\right)+t U_{1}(x)+(1-t) U_{1}(p)-U_{1}\left(x_{t}\right) \\
& =t\left(F\left(x_{t}, x\right)+U_{1}(x)-U_{1}\left(x_{t}\right)\right)+(1-t)\left(F\left(x_{t}, p\right)+U_{1}(p)-U_{1}\left(x_{t}\right)\right) \\
& \leq t\left(F\left(x_{t}, x\right)+U_{1}(x)-U_{1}\left(x_{t}\right)\right)+(1-t)\left\langle x_{t}-p, \phi\left(x_{t}\right)\right\rangle \\
& =t\left(F\left(x_{t}, x\right)+U_{1}(x)-U_{1}\left(x_{t}\right)\right)+(1-t) t\left\langle x-p, \phi\left(x_{t}\right)\right\rangle,
\end{aligned}
$$

which implies that

$$
F\left(x_{t}, x\right)+(1-t)\left\langle x-p, \phi\left(x_{t}\right)\right\rangle+U_{1}(x)-U_{1}\left(x_{t}\right) \geq 0 .
$$

Letting $t \rightarrow 0$, we have

$$
F(p, x)+\langle x-p, \phi(p)\rangle+U_{1}(x)-U_{1}(p) \geq 0, \quad \forall x \in C
$$

This means that $p \in \operatorname{EP}\left(F, U_{1}, \phi\right)$. Similarly, we can show that $q \in \operatorname{EP}\left(G, U_{2}, \varphi\right)$.
Next, we show that $(p, q) \in \operatorname{VI}\left(f_{1}, M_{1}\right) \times \operatorname{VI}\left(f_{2}, M_{2}\right)$. Since $M_{1}$ is $\frac{1}{\mu_{1}}$ - Lipschitz monotone and the domain of $M_{1}$ is $H_{1}$, we obtain from Lemma 2.5 that $f_{1}+M_{1}$ is maximal monotone. Let $(u, w) \in G\left(f_{1}, M_{1}\right)$, i.e., $w-f_{1} u \in M_{1}(u)$ and put $\bar{w}_{n_{k}}=\bar{x}_{n_{k}}-\gamma_{n_{k}} A^{*}\left(A \bar{X}_{n_{k}}-B \bar{y}_{n_{k}}\right)$. Then $w_{n_{k}}=J_{\lambda}^{M_{1}}\left(I-f_{1}\right) \bar{w}_{n_{k}}$, which implies
that $\left(I-\lambda f_{1}\right) \bar{w}_{n_{k}} \in\left(I+\lambda M_{1}\right) w_{n_{k}}$. Using the maximal monotonicity of $\left(f_{1}+M_{1}\right)$, we get

$$
\left\langle u-w_{n_{k}}, w-f_{1} u-\frac{1}{\lambda}\left(\bar{w}_{n_{k}}-\lambda f_{1} \bar{w}_{n_{k}}-w_{n_{k}}\right)\right\rangle \geq 0
$$

and so

$$
\begin{align*}
\left\langle u-w_{n_{k}}, w\right\rangle \geq & \left\langle u-w_{n_{k}}, f_{1} u+\frac{1}{\lambda}\left(\bar{w}_{n_{k}}-\lambda f_{1} \bar{w}_{n_{k}}-w_{n_{k}}\right)\right\rangle \\
= & \left\langle u-w_{n_{k}}, f_{1} u-f_{1} w_{n_{k}}+f_{1} w_{n_{k}}\right. \\
& \left.-f_{1} \bar{w}_{n_{k}}+\frac{1}{\lambda}\left(\bar{w}_{n_{k}}-w_{n_{k}}\right)\right\rangle  \tag{3.49}\\
\geq & \left\langle u-w_{n_{k}}, f_{1} w_{n_{k}}-f_{1} \bar{w}_{n_{k}}\right\rangle+\left\langle u-w_{n_{k}}, \frac{1}{\lambda}\left(\bar{w}_{n_{k}}-w_{n_{k}}\right)\right\rangle .
\end{align*}
$$

Note that

$$
\left\|\bar{w}_{n_{k}}-\bar{x}_{n_{k}}\right\|=\gamma_{n_{k}}\left\|A^{*}\left(A \bar{x}_{n_{k}}-B \bar{y}_{n_{k}}\right)\right\| \rightarrow 0, \quad \text { as } \quad k \rightarrow \infty
$$

and

$$
\left\|w_{n_{k}}-\bar{w}_{n_{k}}\right\| \leq\left\|w_{n_{k}}-\bar{x}_{n_{k}}\right\|+\left\|\bar{x}_{n_{k}}-\bar{w}_{n_{k}}\right\| \rightarrow 0, \quad \text { as } \quad k \rightarrow \infty
$$

Therefore, taking limit of (3.49), we have

$$
\lim _{k \rightarrow \infty}\left\langle u-w_{n_{k}}, w\right\rangle=\langle u-p, w\rangle \geq 0
$$

Since $f_{1}+M_{1}$ is maximal monotone, hence $0 \in\left(f_{1}+M_{1}\right) p$. Therefore $p \in$ $\operatorname{VI}\left(f_{1}, M_{1}\right)$. Similarly, we can show that $q \in \operatorname{VI}\left(f_{2}, M_{2}\right)$.

Finally, we show that $(p, q) \in\left(\bigcap_{i=1}^{\infty} F\left(S_{i}\right)\right) \times\left(\bigcap_{j=1}^{\infty} F\left(T_{j}\right)\right)$ and $A p=B q$. Since $\left\|S_{i} u_{n}-u_{n}\right\| \rightarrow 0$ and $\left\|u_{n}-x_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$, using the demiclosedness principle, $p \in F\left(S_{i}\right)$ for each $i \in \mathbb{N}$. Hence $p \in \bigcap_{i=1}^{\infty} F\left(S_{i}\right)$. Similarly, $q \in \bigcap_{j=1}^{\infty} F\left(T_{j}\right)$. Also, $A$ and $B$ are bounded linear operators, then $A \bar{x}_{n_{k}} \rightharpoonup A p$ and $B \bar{y}_{n_{k}} \rightharpoonup B q$. By the weakly lower semicontinuity of the squared norm and (3.33), we have

$$
\|A p-B q\|^{2} \leq \liminf _{n \rightarrow \infty}\left\|A \bar{x}_{n_{k}}-B \bar{y}_{n_{k}}\right\|^{2}=0
$$

Therefore, $A p=B q$. Thus, we have shown that $(p, q) \in \Gamma$.
We now show the main strong convergence result.
Theorem 3.7. The sequence $\left\{\left(x_{n}, y_{n}\right)\right\}$ generated by Algorithm 3.1 strongly converges to a solution $\left(p^{*}, q^{*}\right) \in \Gamma$ which solves the variational inequality

$$
\begin{align*}
& \left\langle\left(I-h_{1}\right) p^{*}, p-p^{*}\right\rangle \geq 0 \\
& \left\langle\left(I-h_{2}\right) q^{*}, q-q^{*}\right\rangle \geq 0 \tag{3.50}
\end{align*}
$$

for all $(p, q) \in \Gamma$.

Proof: Let $\left(p^{*}, q^{*}\right) \in \Gamma$ be the solution of the variational inequality (3.50), from Lemma 3.5, we see that

$$
\begin{equation*}
\varrho_{n+1}\left(p^{*}, q^{*}\right) \leq\left(1-\Theta_{n}\right) \varrho_{n}\left(p^{*}, q^{*}\right)+\Theta_{n} \sigma_{n} \tag{3.51}
\end{equation*}
$$

and

$$
\begin{aligned}
\varrho_{n}\left(p^{*}, q^{*}\right)= & \left\|x_{n}-p^{*}\right\|^{2}+\left\|y_{n}-q^{*}\right\|^{2} \\
\Theta_{n}= & \frac{2 \xi_{n}(1-k)}{1-\xi_{n} k}, \\
\sigma_{n}= & \frac{\left\langle h_{1}\left(p^{*}\right)-p^{*}, x_{n+1}-p^{*}\right\rangle+\left\langle h_{2}\left(q^{*}\right)-q^{*}, y_{n+1}-q^{*}\right\rangle}{1-k} \\
& +\frac{\xi_{n}}{2(1-k)} \varrho_{n}\left(p^{*}, q^{*}\right)+\frac{\alpha_{n} c^{*}}{2 \xi_{n}(1-k)}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right)
\end{aligned}
$$

for some $c^{*}>0$.
Secondly, from (3.1) and (3.6), we have

$$
\begin{align*}
\varrho_{n+1} & \left(p^{*}, q^{*}\right) \\
\leq & \left(1-\xi_{n}\right)\left(\left\|\bar{u}_{n}-p^{*}\right\|^{2}+\left\|\bar{v}_{n}-q^{*}\right\|^{2}\right) \\
& +\xi_{n}\left(\left\|h_{1}\left(x_{n}\right)-p^{*}\right\|^{2}+\left\|h_{2}\left(y_{n}\right)-q^{*}\right\|^{2}\right) \\
\leq & \left(1-\xi_{n}\right)\left(\left\|u_{n}-p^{*}\right\|^{2}+\left\|v_{n}-q^{*}\right\|^{2}\right) \\
& -\left(1-\xi_{n}\right)\left(\beta_{n, 0} \sum_{i=1}^{\infty} \beta_{n, i}\left\|S_{i} u_{n}-u_{n}\right\|^{2}+\delta_{n, 0} \sum_{j=1}^{\infty} \delta_{n, j}\left\|T_{j} v_{n}-v_{n}\right\|^{2}\right) \\
& +\xi_{n}\left(\left\|h_{1}\left(x_{n}\right)-p^{*}\right\|^{2}+\left\|h_{2}\left(y_{n}\right)-q^{*}\right\|^{2}\right) \\
\leq & \left\|u_{n}-p^{*}\right\|^{2}+\left\|v_{n}-q^{*}\right\|^{2}  \tag{3.52}\\
& -\left(1-\xi_{n}\right)\left(\beta_{n, 0} \sum_{i=1}^{\infty} \beta_{n, i}\left\|S_{i} u_{n}-u_{n}\right\|^{2}+\delta_{n, 0} \sum_{j=1}^{\infty} \delta_{n, j}\left\|T_{j} v_{n}-v_{n}\right\|^{2}\right) \\
& +\xi_{n}\left(\left\|h_{1}\left(x_{n}\right)-p^{*}\right\|^{2}+\left\|h_{2}\left(y_{n}\right)-q^{*}\right\|^{2}\right) \\
\leq & \varrho_{n}\left(p^{*}, q^{*}\right)+\alpha_{n} c^{*}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right) \\
& -\left(1-\xi_{n}\right)\left(\beta_{n, 0} \sum_{i=1}^{\infty} \beta_{n, i}\left\|S_{i} u_{n}-u_{n}\right\|^{2}+\delta_{n, 0} \sum_{j=1}^{\infty} \delta_{n, j}\left\|T_{j} v_{n}-v_{n}\right\|^{2}\right) \\
& +\xi_{n}\left(\left\|h_{1}\left(x_{n}\right)-p^{*}\right\|^{2}+\left\|h_{2}\left(y_{n}\right)-q^{*}\right\|^{2}\right) .
\end{align*}
$$

By setting

$$
\begin{align*}
\lambda_{n}= & \xi_{n}\left(\left\|h_{1}\left(x_{n}\right)-p^{*}\right\|^{2}+\left\|h_{2}\left(y_{n}\right)-q^{*}\right\|^{2}\right) \\
& +\alpha_{n} c^{*}\left(\left\|x_{n}-x_{n-1}\right\|+\left\|y_{n}-y_{n-1}\right\|\right) \\
\tau_{n}= & \left(1-\xi_{n}\right)\left(\beta_{n, 0} \sum_{i=1}^{\infty} \beta_{n, i}\left\|S_{i} u_{n}-u_{n}\right\|^{2}+\delta_{n, 0} \sum_{j=1}^{\infty} \delta_{n, j}\left\|T_{j} v_{n}-v_{n}\right\|^{2}\right), \tag{3.53}
\end{align*}
$$

(3.53) can be rewritten in the form

$$
\begin{equation*}
\varrho_{n+1}\left(p^{*}, q^{*}\right) \leq \varrho_{n}\left(p^{*}, q^{*}\right)-\tau_{n}+\lambda_{n} \tag{3.54}
\end{equation*}
$$

Using condition (C1) of Assumption 3.2 in (3.51) and (3.54), it is easy to see that $\left\{\Theta_{n}\right\} \subset(0,1), \Theta_{n} \rightarrow 0, \sum_{n=0}^{\infty} \Theta_{n}=\infty$ and $\lambda_{n} \rightarrow 0$. In order to use Lemma 2.6, it suffices to verify that for each subsequence $\left\{n_{j}\right\} \subset\{n\}, \lim _{j \rightarrow \infty} \tau_{n_{j}}=0$ implies that $\lim \sup _{j \rightarrow \infty} \sigma_{n_{j}} \leq 0$. Note that from Remark 3.3 and the fact that $\xi_{n_{j}} \rightarrow 0$, we have
(3.55) $\frac{\xi_{n_{j}}}{2(1-k)} \varrho_{n_{j}}\left(p^{*}, q^{*}\right)+\frac{\alpha_{n_{j}} c^{*}}{2 \xi_{n_{j}}(1-k)}\left(\left\|x_{n_{j}}-x_{n_{j}-1}\right\|+\left\|y_{n_{j}}-y_{n_{j}-1}\right\|\right) \rightarrow 0$,
as $j \rightarrow \infty$. Now we show that

$$
\limsup _{j \rightarrow \infty}\left(\left\langle h_{1}\left(p^{*}\right)-p^{*}, x_{n_{j}+1}-p^{*}\right\rangle+\left\langle h_{2}\left(q^{*}\right)-q^{*}, y_{n_{j}+1}-q^{*}\right\rangle\right) \leq 0 .
$$

Indeed

$$
\begin{align*}
\limsup _{j \rightarrow \infty} & \left(\left\langle h_{1}\left(p^{*}\right)-p^{*}, x_{n_{j}+1}-p^{*}\right\rangle+\left\langle h_{2}\left(q^{*}\right)-q^{*}, y_{n_{j}+1}-q^{*}\right\rangle\right) \\
& =-\liminf _{j \rightarrow \infty}\left(\left\langle\left(I-h_{1}\right) p^{*}, x_{n_{j}+1}-p^{*}\right\rangle+\left\langle\left(I-h_{2}\right) q^{*}, y_{n_{j}+1}-q^{*}\right\rangle\right) \tag{3.56}
\end{align*}
$$

We can take a subsequence of $\left\{\left(x_{n_{j}}, y_{n_{j}}\right)\right\}$ still denoted by $\left\{\left(x_{n_{j}}, y_{n_{j}}\right)\right\}$ such that $\left(x_{n_{j}}, y_{n_{j}}\right) \rightharpoonup(p, q)$ as $j \rightarrow \infty$. Then

$$
\begin{align*}
& -\liminf _{j \rightarrow \infty}\left(\left\langle\left(I-h_{1}\right) p^{*}, x_{n_{j}+1}-p^{*}\right\rangle+\left\langle\left(I-h_{2}\right) q^{*}, y_{n_{j}+1}-q^{*}\right\rangle\right) \\
= & -\lim _{j \rightarrow \infty}\left(\left\langle\left(I-h_{1}\right) p^{*}, x_{n_{j}+1}-p^{*}\right\rangle+\left\langle\left(I-h_{2}\right) q^{*}, y_{n_{j}+1}-q^{*}\right\rangle\right)  \tag{3.57}\\
= & -\left(\left\langle\left(I-h_{1}\right) p^{*}, p-p^{*}\right\rangle+\left\langle\left(I-h_{2}\right) q^{*}, q-q^{*}\right\rangle\right) .
\end{align*}
$$

Since $\left(p^{*}, q^{*}\right)$ is the solution of the variational inequality (3.50), then (3.56) and (3.57), we have

$$
\begin{equation*}
\limsup _{j \rightarrow \infty}\left(\left\langle h_{1}\left(p^{*}\right)-p^{*}, x_{n_{j}+1}-p^{*}\right\rangle+\left\langle h_{2}\left(q^{*}\right)-q^{*}, y_{n_{j}+1}-q^{*}\right\rangle\right) \leq 0 \tag{3.58}
\end{equation*}
$$

Hence from (3.55) and (3.58), we have $\limsup \operatorname{sim}_{j \rightarrow \infty} \sigma_{n_{j}} \leq 0$. Therefore from Lemma 2.6, it follows that

$$
\lim _{n \rightarrow \infty}\left(\left\|x_{n}-p^{*}\right\|^{2}+\left\|y_{n}-q^{*}\right\|^{2}\right)=0
$$

which implies that $\left(x_{n}, y_{n}\right) \rightarrow\left(p^{*}, q^{*}\right)$. Hence, the sequence $\left\{\left(x_{n}, y_{n}\right)\right\}$ converges strongly to the solution $\left(p^{*}, q^{*}\right)$. This completes the proof.

## 4. Numerical example

In this section, we consider a numerical example to demonstrate the efficiency and accuracy of our Algorithm 3.1. We compare the inertial Algorithm 3.1 with non-inertial algorithm by taking $\alpha_{n}=0$ in Algorithm 3.1.

Example 4.1. Let $H_{1}=H_{2}=\mathbb{R}^{3}$ and $H_{3}=\mathbb{R}^{5}$. Let $C$ be an Euclidean ball defined by

$$
C:=\left\{x=\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}:\|x\|_{2} \leq 4\right\}
$$

and $Q$ is the half-space defined by

$$
Q:=\left\{y=\left(y_{1}, y_{2}, y_{3}\right) \in \mathbb{R}^{3}:\langle y, b\rangle \leq 0\right\}
$$

where $b=(-1,2,-3)$. We define the bifunction $F: C \times C \rightarrow \mathbb{R}$ by $F(x, u)=$ $-\frac{1}{2} x^{2}+\frac{1}{2} u^{2}, \phi: C \rightarrow H_{1}$ by $\phi(x)=x$ and $U_{1}: C \rightarrow \mathbb{R} \cup\{\infty\}$ by $U_{1}(x)=\frac{1}{2} x^{2}$. It is easy to see that

$$
T_{r_{n}}^{F}(x)=\frac{x}{3 r_{n}+1}, \quad \forall x \in C
$$

Also, we define the bifunction $G: Q \times Q \rightarrow \mathbb{R}$ by $G(y, v)=-3 y^{2}+2 y v+v^{2}$, $\varphi: Q \rightarrow H_{2}$ by $\varphi(y)=2 y$ and $U_{2}: Q \rightarrow \mathbb{R} \cup\{\infty\}$ by $U_{2}(y)=y^{2}$. Then

$$
T_{r_{n}}^{G}(y)=\frac{y}{6 r_{n}+1}, \quad \forall y \in Q
$$

Let $M_{1}: H_{1} \rightarrow H_{1}$ be defined by $M_{1}\left(x_{1}, x_{2}, x_{3}\right)=\left(-2 x_{1},-3 x_{2}, x_{3}\right)$ and $f_{1}$ : $H_{1} \rightarrow H_{1}$ be defined by $f_{1}\left(x_{1}, x_{2}, x_{3}\right)=\left(2 x_{1}, 2 x_{2}, 2 x_{3}\right)$. After a simple calculation, we see that

$$
J_{\lambda}^{M_{1}}\left(I-\lambda f_{1}\right) x=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \frac{1-2 \lambda}{1-3 \lambda} & 0 \\
0 & 0 & \frac{1-2 \lambda}{1+\lambda}
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)
$$

for $x=\left(x_{1}, x_{2}, x_{3}\right) \in H_{1}$. Also, let $M_{2}: H_{2} \rightarrow H_{2}$ be defined by $M_{2}\left(y_{1}, y_{2}, y_{3}\right)=$ $\left(4 y_{1}, 4 y_{2}, 2 y_{3}\right)$ and $f_{2}: H_{2} \rightarrow H_{2}$ be defined by $f_{2}\left(y_{1}, y_{2}, y_{3}\right)=\left(y_{1}-y_{2}, 3 y_{2}, y_{3} / 4\right)$.

Then we get

$$
J_{\lambda}^{M_{2}}\left(I-\lambda f_{2}\right) y=\left(\begin{array}{ccc}
\frac{1-\lambda}{1+4 \lambda} & \frac{\lambda}{1+4 \lambda} & 0 \\
0 & \frac{1-3 \lambda}{1+4 \lambda} & 0 \\
0 & 0 & \frac{4-\lambda}{4(1+2 \lambda)}
\end{array}\right)\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right)
$$

for $y=\left(y_{1}, y_{2}, y_{3}\right) \in H_{2}$. The bounded linear operators $A: \mathbb{R}^{3} \rightarrow \mathbb{R}^{5}$ and $B: \mathbb{R}^{3} \rightarrow \mathbb{R}^{5}$ are defined by

$$
A\left(x_{1}, x_{2}, x_{3}\right)=\left(2 x_{1}+x_{2}-x_{3}, 4 x_{1}-x_{2}+3 x_{3}, \frac{x_{1}-x_{2}}{3}, x_{2}+x_{3}, x_{2}\right)
$$

and

$$
B\left(y_{1}, y_{2}, y_{3}\right)=\left(\frac{y_{1}+y_{2}}{2}, y_{2}, 3\left(y_{1}+y_{3}\right), 2 y_{1}-3 y_{2}+4 y_{3}, y_{1}+y_{2}+y_{3}\right)
$$

Now for each $i, j \in \mathbb{N}$, let $S_{i}: H_{1} \rightarrow H_{1}$ and $T_{j}: H_{2} \rightarrow H_{2}$ be defined by

$$
S_{i} x= \begin{cases}0, & \text { if } x<0 \\ \frac{x}{i+1}, & \text { if } x \geq 0\end{cases}
$$

and

$$
T_{j} y= \begin{cases}\frac{|3 y|}{2 j+4}, & \text { if } 3 y<j+2 \\ 1, & \text { if } 3 y \geq j+2\end{cases}
$$

It is not difficult to see that $S_{i}$ and $T_{j}$ are quasi-nonexpansive mappings. For each $n \in \mathbb{N}, i=j \geq 0$, define

$$
\beta_{n, i}= \begin{cases}0, & \text { if } n<i  \tag{4.1}\\ 1-\frac{n}{n+1}\left(\sum_{k=1}^{\infty} \frac{1}{2^{k}}\right), & \text { if } n=i \\ \frac{1}{2^{2+1}}\left(\frac{n}{n+1}\right), & \text { if } n>i\end{cases}
$$

and $\delta_{n, j}=\beta_{n, i}$. It is easy to see that $\lim _{n \rightarrow \infty} \beta_{n, i}=1 / 2^{i+1}$, and $\sum_{i=0}^{\infty} \beta_{n, i}=1=$ $\sum_{j=0}^{\infty} \delta_{n, j}$.

We choose $\lambda=\theta=1 / 4, r_{n}=2 n /(4 n+1), \xi_{n}=1 /(n+1)^{p}, \omega_{n}=1 /(n+1)^{2 p}$, and take different choices of $p$ as follow:

Choice (i): $p=0.3$. Choice (ii): $p=0.5$. Choice (iii): $p=1$.
We define the contraction mappings $h_{i}: H_{i} \rightarrow H_{i}$ by $h_{i}(w)=w /(4 i)$ for all $w \in H_{i}, i=1,2$. It is easy to verify that all conditions (C1)-(C4) are satisfied
and Algorithm 3.1 becomes:

$$
\begin{align*}
\left(\bar{x}_{n}, \bar{y}_{n}\right)= & \left(x_{n}, y_{n}\right)+\alpha_{n}\left(x_{n}-x_{n-1}, y_{n}-y_{n-1}\right), \\
w_{n}= & J_{\lambda}^{M_{1}}\left(I-\lambda f_{1}\right)\left(\bar{x}_{n}-\gamma_{n} A^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)\right), \\
z_{n}= & J_{\lambda}^{M_{2}}\left(I-\lambda f_{2}\right)\left(\bar{y}_{n}+\gamma_{n} B^{*}\left(A \bar{x}_{n}-B \bar{y}_{n}\right)\right), \\
u_{n}= & \frac{w_{n}}{3 r_{n}+1}, \\
v_{n}= & \frac{z_{n}}{6 r_{n}+1}, \\
x_{n+1}= & \xi_{n} h_{1}\left(x_{n}\right)+\left(1-\xi_{n}\right)\left[\frac { n } { 2 n + 2 } \left(u_{n}-S_{n} u_{n}\right.\right.  \tag{4.2}\\
& \left.\left.+\sum_{i=1}^{n-1} \frac{1}{2^{i}}\left(S_{i} u_{n}-S_{n} u_{n}\right)\right)+S_{n} u_{n}\right], \\
y_{n+1}= & \xi_{n} h_{2}\left(y_{n}\right)+\left(1-\xi_{n}\right)\left[\frac { n } { 2 n + 2 } \left(v_{n}-T_{n} v_{n}\right.\right. \\
& \left.\left.+\sum_{j=1}^{n-1} \frac{1}{2^{j}}\left(T_{j} v_{n}-T_{n} v_{n}\right)\right)+T_{n} v_{n}\right],
\end{align*}
$$

where $\alpha_{n}$ and $\gamma_{n}$ are as defined in (3.2) and (3.3), respectively. Using

$$
\frac{\left\|x_{n+1}-x_{n}\right\|^{2}+\left\|y_{n+1}-y_{n}\right\|^{2}}{\left\|x_{2}-x_{1}\right\|^{2}+\left\|y_{2}-y_{1}\right\|^{2}}<10^{-4}
$$

as the stopping criterion, we consider various values of the initial points $\left(x_{0}, y_{0}\right)$ and $\left(x_{1}, y_{1}\right)$ as follows:

Case I: $x_{0}=(2,2,0), y_{0}=(2,1,1)$,

$$
x_{1}=(1,1,1), y_{1}=(-1,1,2)
$$

Case II: $x_{0}=\left(\frac{1}{2}, 0,1\right), y_{0}=(1,1,2)$, $x_{1}=\left(\frac{1}{2}, 2,-3\right), y_{1}=(2,0,2)$,
Case III: $x_{0}=(-2,2,2), y_{0}=(3,1,2)$, $x_{1}=\left(\frac{2}{5}, \frac{1}{4}, \frac{1}{10}\right), y_{1}=(1,-2,0)$,
Case IV: $x_{0}=(1,1,1), y_{0}=(1,-4,2)$, $x_{1}=(2,1,2), y_{1}=(-1,2,4)$.

The numerical results are reported in Table 1 and Figures 1-4.
Remark 4.2. From the example above, we conclude that
(1) The inertial Algorithm 3.1 performs better than the non-inertial algorithm, i.e., when $\alpha_{n}=0$.


Figure 1. Example 4.1 Case I:
Top Left: Choice I; Top Right: Choice II; Bottom: Choice III.
(2) It is evident that the change in the initial data does not have any significant change in the number of iterations nor the cpu-time taken for computation.

|  |  | Choice I |  | Choice II |  | Choice III |  |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Case |  | Alg. 3.1 | Non-in. | Alg. 3.1 | Non-in. | Alg. 3.1 | Non-in. |
| I | No. Iteration | 5 | 12 | 4 | 14 | 6 | 40 |
|  | Time (Sec.) | 0.0078 | 0.0294 | 0.0021 | 0.0503 | 0.0056 | 1.2390 |
| II | No. Iteration | 5 | 13 | 6 | 13 | 7 | 40 |
|  | Time (Sec.) | 0.0043 | 0.0974 | 0.0023 | 0.0635 | 0.0049 | 1.0164 |
| III | No. Iteration | 5 | 13 | 5 | 13 | 7 | 40 |
|  | Time (Sec.) | 0.0180 | 0.6764 | 0.0852 | 0.1597 | 0.1870 | 0.7870 |
| IV | No. Iteration | 5 | 13 | 5 | 18 | 9 | 57 |
|  | Time (Sec.) | 0.0099 | 0.0941 | 0.0213 | 0.0579 | 0.1464 | 1.0794 |

Table 1. Table showing computation results for Example 4.1.


Figure 2. Example 4.1 Case II:
Top Left: Choice I; Top Right: Choice II; Bottom: Choice III.
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