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Abstract. We study a nonlinear boundary-value problem for elliptic equations with criti-
cal growth conditions involving Lebesgue measurable functions. We prove global bounded-
ness and Hölder continuity of weak solutions for this problem. Our results generalize the
ones obtained by P.Winkert and his colleagues (2012) not only in the variable exponent
case but also in the constant exponent case.
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1. Introduction

In this paper we deal with the regularity properties of weak solutions for the elliptic

boundary value problem

−divA(x, u,∇u) +B(x, u,∇u) = 0 in Ω,(1.1)

A(x, u,∇u) · ν = C(x, u) on ∂Ω,(1.2)

where Ω is a bounded domain of Rn, n > 2, with Lipschitz boundary ∂Ω and ν = ν(x)

denotes the outer unit normal to ∂Ω at x ∈ ∂Ω. We assume that the coefficients

A : Ω×R×R
n → R

n, B : Ω×R×R
n → R, and C : ∂Ω×R → R are Carathéodory
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functions satisfying the following structural conditions:

A(x, z, ξ)ξ > a0|ξ|
p(x) − a1|z|

p∗(x) − a2(x), for a.e. x ∈ Ω,(1.3)

|A(x, z, ξ)| 6 a3|ξ|
p(x)−1 + a4|z|

p∗(x)/p′(x) + a5(x), for a.e. x ∈ Ω,(1.4)

|B(x, z, ξ)| 6 b0|ξ|
p(x)/(p∗(x))′ + b1|z|

p∗(x)−1 + b2(x), for a.e. x ∈ Ω,(1.5)

|C(x, z)| 6 c0|z|
p∗(x)−1 + c1(x), for a.e. x ∈ ∂Ω,(1.6)

and for all z ∈ R and all ξ ∈ R
n. Here p is a function such that

1 < p− := inf
Ω

p(x) 6 p+ := sup
Ω

p(x) < n(1.7)

and

p∗(x) :=
np(x)

n− p(x)
for x ∈ Ω, p∗(x) :=

(n− 1)p(x)

n− p(x)
for x ∈ ∂Ω,

and p′(x) = p(x)/(p(x) − 1). Further, a0, a1, a2, a3, a4, b0, b1, and c0 are posi-

tive constants, and a2(·), a5(·), b2(·), and c1(·) are certain non-negative Lebesgue

measurable functions; see (1.9), (1.10) and (1.11) for details.

Our setting includes as a special case the boundary-value problem with the p(x)-

Laplacian:

−∆p(x)u+B(x, u,∇u) = 0 in Ω, |∇u|p(x)−2∇u · ν = C(x, u) on ∂Ω.

Here the p(x)-Laplacian, which is defined by

∆p(x)u = div (|∇u|p(x)−2∇u),

reduces to the well-known p-Laplacian in the case p(x) ≡ p.

In recent years increasing attention has been paid to the study of elliptic problems

with variable exponents, which are also termed problems with nonstandard growth

conditions, that appear in the study of non-Newtonian fluids with thermo-convective

effects, electro-rheololgical fluids, nonlinear elasticity and image restoration; see,

e.g., [3], [6], [27], [31].

There are some essential differences between variable exponent problems and con-

stant exponent problems. The p(x)-Laplacian possesses more complicated nonlin-

earities than the p-Laplacian, for example, it is inhomogeneous. Indeed, one can see

that the inhomogeneity due to variable exponent is the main difficulty in generalizing

the results for the constant exponent problem to the variable exponent one and it

is a source of singular phenomena in the variable exponent problems (see, e.g., [13],

[17], [21], [26], [30]).
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Hölder continuity results for the weak solutions in the literature require that weak

solutions belong to L∞(Ω). In the case of the Dirichlet boundary conditions, this

technique was used by Ladyzhenskaya and Ural’tseva in [22] for quasilinear ellip-

tic equations with standard growth conditions and generalized by many authors to

nonstandard growth conditions; see, e.g., [2], [9], [12], [14], [15], [20], [23]. In partic-

ular, Ri and Yu (see [29]) considered general nonstandard growth conditions, while

the peculiar fact is that the assumptions on the lower order terms are sharp and

formulated themselves in terms of variable growth exponents.

Let us comment relevant known regularity results about the other boundary-value

problems with p(x)-growth. In [10] Fan proved the global Hölder continuity of the

bounded weak solutions to the problem (1.1), (1.2) under the assumptions that

A(x, z, ξ)ξ > λ(|z|)|ξ|p(x) − ∧(|z|),

|A(x, z, ξ)| 6 ∧(|z|)(|ξ|p(x)−1 + 1),

|B(x, z, ξ)| 6 ∧(|z|)(|ξ|p(x) + 1),

and C ∈ C(∂Ω × R,R), where λ : [0,∞) → (0,∞) is a nonincreasing continuous

function and ∧ : [0,∞) → (0,∞) is a nondecreasing continuous function. Hence, one

needs to show its boundedness in order to prove the Hölder continuity of a weak

solution with help of the result in [10]. Gasiński and Papageorgiou (see [16]) prove

global a priori bounds for weak solutions to the problem

−∆p(x)u+B(x, u) = 0 in Ω,
∂u

∂ν
= 0 on ∂Ω,

where p ∈ C1(Ω) with 1 < min
Ω

p(x) and the Carathéodory function B : Ω× R → R

satisfies the growth condition

|B(x, z)| 6 b1|z|
q(x)−1 + b2

with positive constants b1, b2 and a subcritical exponent q ∈ C(Ω) such that p(x) <

q(x) < p∗(x) for all x ∈ Ω. In [28], Winkert and Zacher obtained the result that

weak solutions to (1.1), (1.2) are bounded in Ω under the subcritical growth condi-

tions similar to (1.3)–(1.6) in the case that ai, bj and cl are all positive constants,

but did not obtain Hölder continuity. Marino and Winkert (see [24]) generalized the

boundedness result obtained by Winkert and Zacher to the critical growth condi-

tions when p is a constant. We refer to [25] for similar results for elliptic systems

with a nonlinear boundary condition. Consequently, in order to prove the Hölder

continuity for weak solutions to the problem (1.1), (1.2) by combining Fan [10],

statement (3) of Proposition 2.2 and boundedness results obtained by Winkert and
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his colleagues (see [25]), we need to assume that ai and bj in (1.3)–(1.5) are all

positive constants and C(x, z) belongs to C(∂Ω × R,R), and unlike the Dirichet

problem, it is impossible to assume that weak solutions of the problem (1.1), (1.2)

are Hölder continuous on the boundary ∂Ω. In our opinion, there is no paper which

deals with the global Hölder continuity of weak solutions to the variable exponent

elliptic Neumann boundary value problem (1.1), (1.2) with critical growth without

the assumption that they are Hölder continuous on ∂Ω. In this sense, we assert that

there is no work concerned with the global boundedness or the global Hölder con-

tinuity for the problem (1.1), (1.2) under the critical growth conditions (1.3)–(1.6);

see [19] and the references therein. For further results on the regularity of weak

solutions we refer to Acerbi, Minginoe [1] for C1,α regularity results, Borsuk [5] for

L∞-estimate for a singular p(x)-Laplacian problem in a conical domain; see also Ba-

roni, Colombo, Mingione [45] and Harjulehto, Hästö, Lê, Naortio [18] for a survey on

regularity of weak solutions and minima. DiBennedetto [7], Chapter 10 proved the

boundedness and the Hölder continuity of weak solutions to the problem (1.1), (1.2)

under the conditions that

A(x, z, ξ)ξ > a0|ξ|
p − a2(x),

|A(x, z, ξ)| 6 a3|ξ|
p−1 + a5(x),

|B(x, z, ξ)| 6 b0|ξ|
p−1 + b2(x),

C(x, z) ≡ c1(x)

for given positive constants a0, a3 and b0, and given non-negative functions

(1.8)

{
a2 ∈ L(n+ε)/p(Ω), a5 ∈ L((n+ε)/p)p′

(Ω), b2 ∈ L(n+ε)/p(Ω),

c1 ∈ L((n−1)/(p−1))((n+ε)/n)(∂Ω) for some ε > 0,

where 1 < p 6 n is a constant.

The purpose of the present paper is to find sharp conditions on a2(·), a5(·), b2(·)

and c1(·) in (1.3)–(1.6) for weak solutions of (1.1), (1.2) to be globally bounded

and Hölder continuous in Ω without assuming that weak solutions are bounded

or Hölder continuous on ∂Ω. To our knowledge, the problem which is treated

in this paper seems to be the most general nonlinear boundary-value problem

with the variable critical exponent. We use the variable exponent spaces Lp(·)

and W 1,p(·), the definitions of which will be given in Section 2. The symbols of

some common spaces used in this paper such as L∞(Ω), L∞(∂Ω), C1(Ω), C(Ω),

C(∂Ω), C0,α(Ω) and C0,α(∂Ω) are standard. Now, we state the main results

of this paper.
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Our first main result is the following global boundedness:

Theorem 1.1. Let Ω ⊂ R
n, n > 2, be a bounded domain with Lipschitz bound-

ary ∂Ω and let (1.3)–(1.7) be satisfied, where a0, a1, a3, a4, b0, b1 and c0 are given

positive constants, and a2, a5, b2 and c1 are non-negative measurable functions sat-

isfying

(1.9) a2, b2 ∈ Ls(·)(Ω), a5 ∈ Ls(·)p′(·), c1 ∈ Lµ(·)(∂Ω),

with functions s, µ such that

s(x) >
n

p(x)
for all x ∈ Ω and s ∈ C(Ω),(1.10)

µ(x) >
n− 1

p(x) − 1
for all x ∈ ∂Ω and µ ∈ C(∂Ω).(1.11)

Let p ∈ W 1,γ(Ω) with a number γ ∈ (n,∞). Then, any weak solution of the

problem (1.1), (1.2) is of class L∞(Ω) ∩ L∞(∂Ω).

Our second main result is the global Hölder continuity for bounded weak solutions:

Theorem 1.2. Let Ω ⊂ R
n, n > 2, be a bounded domain with Lipschitz bound-

ary ∂Ω. Suppose that for all z ∈ R and all ξ ∈ R
n

A(x, z, ξ)ξ > a0(|z|)|ξ|
p(x) − a1(|z|)a2(x) for a.e.x ∈ Ω,(1.12)

|A(x, z, ξ)| 6 a3(|z|)(|ξ|
p(x)−1 + a5(x)) for a.e. x ∈ Ω,(1.13)

|B(x, z, ξ)| 6 b0(|z|)(|ξ|
p(x) + b2(x)) for a.e. x ∈ Ω,(1.14)

|C(x, z)| 6 c0(|z|)c1(x) for a.e. x ∈ ∂Ω,(1.15)

where a0 : [0,∞) → (0,∞) is a nonincreasing continuous function, a1, a3, b0 and c0 :

[0,∞) → (0,∞) are nondecreasing continuous functions and a2, a5, b2 and c1 are non-

negative measurable functions satisfying the same conditions as (1.9)–(1.11) and p is

as in Theorem 1.1. Then, any bounded weak solution of the problem (1.1), (1.2) is

of class C0,α(Ω) for some α ∈ (0, 1).

As one can easily verify, the conditions (1.12)–(1.15) follow from the conditions

(1.3)–(1.6). Hence, the following Hölder continuity result for general weak solutions

follows from Theorems 1.1 and 1.2 immediately.

Corollary 1.3. Suppose that all conditions of Theorem 1.1 are satisfied. Then

any weak solution of the problem (1.1), (1.2) is of class C0,α(Ω) for some α ∈ (0, 1).
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R em a r k 1.4. For brevity, we assumed that p+ < n. In fact, if p+ > n, then

by replacing p∗(x) and p∗(x) in (1.3)–(1.6) with q(x) and r(x), respectively, we can

obtain similar results as in Theorems 1.1 and 1.2, where q ∈ C(Ω) and r ∈ C(∂Ω)

are functions such that p(x) < q(x) 6 p̃∗(x) for all x ∈ Ω and p(x) < r(x) 6 p̃∗(x)

for all x ∈ ∂Ω with p̃∗(x) and p̃∗(x) defined by

p̃∗(x) :=





np(x)

n− p(x)
if p(x) < n

∞ if p(x) > n

for all x ∈ Ω

and

p̃∗(x) :=





(n− 1)p(x)

n− p(x)
if p(x) < n

∞ if p(x) > n

for all x ∈ ∂Ω.

R em a r k 1.5. It is clear that the conditions (1.9)–(1.11) on a2(·), a5(·), b2(·)

and c1(·) exactly coincide with the conditions (1.8) when p(x) ≡ p, and note that

we do not assume that a weak solution is Hölder continuous on ∂Ω to see its global

Hölder continuity. In this sense, (1.9)–(1.11) are optimal conditions for weak so-

lutions of (1.1), (1.2) to be bounded and Hölder continuous in Ω, and our results

generalize the ones obtained by Winkert and his colleagues (see [24], [25]) not only

in the variable exponent case but also in the constant exponent case.

The proofs of Theorems 1.1 and 1.2 are based on ideas of the localization method

and De Giorgi’s iteration technique developed by Winkert and Zacher (see [28]) and

also Yu and Ri (see [29]). Our goal here is to derive a new suitable Caccioppoli

type inequality admitting only in some neighborhood of every x ∈ Ω solutions of

the boundary-value problem (1.1), (1.2) and to explain the decay of level sets of a

solution, while they are more complicated than the case that structural conditions

are subcritical growth or a2, a5, b2 and c1 are constants; see Remarks 3.2 and 3.4 for

details. The present paper is organized in four sections. In Section 2, we introduce

some notations and well-known results which will be used in next sections. We prove

Theorems 1.1 and 1.2 in Sections 3 and 4, respectively.

2. Preliminaries

Let E be a bounded open set in R
n, n > 2, and C+(E) be denoted by

C+(E) := {f ∈ C(E) : f(x) > 1 for all x ∈ E}.

For p ∈ C+(E), we define the variable exponent Lebesgue space Lp(·)(E) by

Lp(·)(E) :=

{
u : E → R is a measurable function:

∫

E

|u|p(x) dx < ∞

}

166



with the norm

‖u‖p(·);E := ‖u‖Lp(·)(E) = inf

{
λ > 0:

∫

E

∣∣∣u
λ

∣∣∣
p(x)

dx 6 ∞

}

and the variable exponent Sobolev space W 1,p(·)(E) by

W 1,p(·)(E) := {u ∈ Lp(·)(E) : |∇u| ∈ Lp(·)(E)}

with the norm

‖u‖W 1,p(·)(E) = ‖∇u‖p(·);E + ‖u‖p(·);E,

where ‖∇u‖p(·);E := ‖|∇u|‖p(·);E. W
1,p(·)
0 (E) is the closure of C∞

0 (E) in the space

W 1,p(·)(E). The spaces Lp(·)(E), W 1,p(·)(E) and W
1,p(·)
0 (E) are Banach spaces. In

the space W 1,p(·)
0 (E), we can take

‖u‖′W 1,p(·)(E) = ‖∇u‖p(·);E

as an equivalent norm; i.e., there is a positive constant C such that

‖u‖p(·);E 6 C‖∇u‖p(·);E for all u ∈ W
1,p(·)
0 (E).

For any u ∈ Lp(·)(E) and v ∈ Lp′(·)(E), we have Hölder inequality

∣∣∣∣
∫

E

uv dx

∣∣∣∣ 6 2‖u‖p(·);E‖v‖p′(·);E .

There holds the inequality

‖u‖p(·);E 6 (1 + |E|)‖u‖q(·);E for any u ∈ Lq(·)(E)

if p(x) 6 q(x) for a.e. x ∈ E, where |E| is the Lebesgue measure of E. For a

measurable function f : E → R, we put

sup
E

f := ess sup
E

f, inf
E

f := ess inf
E

f, osc
E

f := sup
E

f − inf
E

f,

f (k)(x) := max{f(x)− k, 0} for k ∈ R.

For brevity, we often use the notations

f+
E := sup

E
f, f−

E := inf
E

f,

in particular,

‖f‖p(·) := ‖f‖p(·);Ω, f+ := f+
Ω , f− := f−

Ω .
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We have the inequalities

min{‖u‖
p−

E

p(·);E, ‖u‖
p+
E

p(·);E} 6

∫

E

|u|p(x) dx

6 max{‖u‖
p−

E

p(·);E, ‖u‖
p+
E

p(·);E} for all u ∈ Lp(·)(E)

and if 0 6 a−E 6 a+E < ∞, r ∈ L∞(E), 1 6 a(x)r(x), r(x) > 1 for a.e. x ∈ E and

u ∈ La(·)r(·)(E), then there holds the inequality

‖|u|a(x)‖r(·);E 6 max{‖u‖
a−

E

a(·)r(·);E, ‖u‖
a+
E

a(·)r(·);E}.

Let B̺(x0) be an open ball in R
n of radius ̺ centered at x0 ∈ R

n and put

ωn := |B1(x0)|, Ω̺(x0) := Ω ∩B̺(x0), (∂Ω)̺(x0) := ∂Ω ∩B̺(x0).

Sometimes we may omit x0 in the above notations. In order to have critical em-

bedding in the variable exponent Sobolev space W 1,p(·)(Ω), we must assume more

regularity on the function p(·). For this, let us denote by C0,1/|log t|(Ω) the set of all

functions f : Ω → R that are log-Hölder continuous on Ω, i.e.,

−|f(x)− f(y)| log |x− y| 6 Clog for all x, y ∈ Ω with |x− y| 6
1

2
,

where Clog is a positive constant.

R em a r k 2.1. It is well-known that if p ∈ C0,1/|log t|(Ω), then there is a constant

L > 0 such that

R
−osc

ΩR

p
6 L for all BR with ΩR 6= ∅;

see, e.g., [8], Lemma 4.1.6.

Lemma 2.2 ([8], Theorem 8.3.1). Let Ω ⊂ R
n, n > 2, be a bounded domain with

Lipschitz boundary ∂Ω and let p ∈ C0,1/|log t|(Ω) ∩ C+(Ω) satisfy 1 6 p− 6 p+ < n.

Then

‖u‖p∗(·) 6 C‖u‖W 1,p(·)(Ω) for all u ∈ W 1,p(·)(Ω),

where the constant C depends only on n, p+, Clog and |Ω|.

Lemma 2.3 ([11], Theorem 2.1). Let Ω be as in Lemma 2.2 and let p ∈ W 1,γ(Ω)

with 1 6 p− 6 p+ < n < γ. Then there is a continuous embedding

W 1,p(·)(Ω) →֒ Lp∗(·)(∂Ω).

R em a r k 2.4. For Ω as in Lemma 2.2, it is obvious that

C0,1(Ω) ⊂ W 1,γ(Ω) ⊂ C0,1−n/γ(Ω) ⊂ C0,1/|log t|(Ω).
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Lemma 2.5 ([22], Lemma 4.7 of Chapter 2). Suppose that a sequence yh (h =

0, 1, 2, . . .) of non-negative numbers satisfies the recursion relation

yh+1 6 Cbhy1+ε
h , h = 0, 1, 2, . . . ,

where C, ε and b are positive constants and b > 1. If y0 6 C−1/εb−1/ε2 , then yh → 0

as h → ∞.

Lemma 2.6 ([22], Remark after Lemma 3.5 of Chapter 2). Let E be a bounded

convex open set in R
n, and let u ∈ W 1,1(E). Then

(l − k)|Al|
1−1/n 6

β(diam E)n

|E \Ak|

∫

Ak\Al

|∇u| dx

for arbitrary k and l with k < l, where Ak = {x ∈ E : u(x) > k} and β = β(n) > 1

is a constant depending only on n.

Definition 2.7. We say that a function u ∈ W 1,p(·)(Ω) is a weak solution of the

problem (1.1), (1.2) if

(2.1)
∫

Ω

(A(x, u,∇u)∇v +B(x, u,∇u)v) dx =

∫

∂Ω

C(x, u)v dσ

for every v ∈ W 1,p(·)(Ω), where dσ is the surface measure on ∂Ω.

R em a r k 2.8. Note that all terms on the left-hand side of (2.1) are well defined

by virtue of the conditions (1.4), (1.5), (1.7), (1.9), (1.10) and Lemma 2.2, and the

boundary integral on the right-hand side of (2.1) is well defined by virtue of the

conditions (1.6), (1.7), (1.9), (1.11) and Lemma 2.3.

Definition 2.9. u ∈ W 1,p(·)(Ω) is called a bounded weak solution of the problem

(1.1), (1.2) if u ∈ L∞(Ω)∩L∞(∂Ω) and (2.1) holds for any v ∈ W 1,p(·)(Ω)∩L∞(Ω).

We note that the integrals of all terms in the identity (2.1) are also finite for

arbitrary u ∈ W 1,p(·)(Ω) ∩ L∞(Ω) ∩ L∞(∂Ω) and v ∈ W 1,p(·)(Ω) ∩ L∞(Ω) if the

conditions (1.9)–(1.11) and (1.13)–(1.15) are satisfied.

3. Boundedness of weak solutions

In this section, we prove Theorem 1.1. The proof is based on the localization

method and De Giorgi’s iteration technique.

3.1. Caccioppoli type inequality. For brevity, we put f0 := f−
ΩR
, f1 := f+

ΩR
for

a given function f ∈ C(Ω), and so do for f ∈ C(∂Ω), i.e., f0 := f−
(∂Ω)R

, f1 := f+
(∂Ω)R

below.
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Lemma 3.1. Let Ω ⊂ R
n, n > 2, be a bounded domain with Lipschitz boundary

∂Ω and let p ∈ W 1,γ(Ω) with 1 < p− 6 p+ < n < γ. Suppose that (1.3)–(1.6) and

(1.9)–(1.11) are satisfied. Let a function u ∈ W 1,p(·)(Ω) be a weak solution of the

problem (1.1), (1.2). Then there is a number R > 0 such that

(3.1)
∫

Ak,τ

|∇ω|p(x) dx 6 C

(∫

Ak,t

∣∣∣ω − k

t− τ

∣∣∣
p∗(x)

dx+

∫

Ak,t

|ω|p
∗(x) dx

+

∫

Γk,t

|ω|p∗(x) dσ + |Ak,t|
1−1/δ

)

for any x0 ∈ Ω, for all k > 1, and 0 < τ < t 6 R, where ω = ±u, Ak,t :=

{x ∈ Ωt(x0) : ω(x) > k}, Γk,t := {x ∈ (∂Ω)t : ω(x) > k}, and δ is a number such

that δ > n/p0, p0 = p−ΩR
and C is a constant depending on n, a0, a1, ‖a2‖s(·), a3,

a4, ‖a5‖s(·)p′(·), b0, b1, ‖b2‖s(·), c0, ‖c1‖µ(·), p(·), s(·), µ(·), x0, R, Ω and ∂Ω.

P r o o f. We fix k > 1 and x0 ∈ Ω. Since p, s and µ are continuous and

satisfy (1.10) and (1.11), we may choose R > 0 so small that

(3.2) R 6 1, |BR| 6 1, s0 >
n

p0
, (p∗)0 > p1

s0
s0 − 1

, µ0 >
n− 1

p0 − 1
.

Let η ∈ C1(Rn) be a function such that 0 6 η(x) 6 1, |∇η(x)| 6 2/(t− τ) for x ∈ R
n,

η(x) = 1 for x ∈ Bτ (x0) and supp η ⊂ Bt(x0) where 0 < τ < t 6 R. Setting ω = ±u,

we have ω(k) ∈ W 1,p(·)(Ω) and so v = η(p
∗)+ω(k) ∈ W 1,p(·)(Ω). Taking this v as a

test function in (2.1), we get

(3.3)∫

Ak,t

η(p
∗)+A(x, u,∇u)∇ω dx = − (p∗)+

∫

Ak,t

η(p
∗)+−1∇ηA(x, u,∇u)(ω − k) dx

−

∫

Ak,t

B(x, u,∇u)(ω − k)η(p
∗)+ dx

+

∫

∂Ω

C(x, u)ω(k)η(p
∗)+ dσ.

We use (1.3)–(1.5) to get:

(3.4)

±

∫

Ak,t

η(p
∗)+A(x, u,∇u)∇ω dx > a0

∫

Ak,t

η(p
∗)+ |∇ω|p(x) dx

− a1

∫

Ak,t

|ω|p
∗(x) dx− 2‖a2‖s(·)|Ak,t|

1−1/s0 ,
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where the upper or lower sign is to be taken according to whether ω is +u or −u,

respectively,

(3.5)

∣∣∣∣(p
∗)+

∫

Ak,t

η(p
∗)+−1∇ηA(x, u,∇u)(ω − k) dx

∣∣∣∣

6 2(p∗)+
∫

Ak,t

(
a3η

(p∗)+−1|∇ω|p(x)−1
∣∣∣ω − k

t− τ

∣∣∣

+ a4(x)|ω|
p∗(x)/p′(x)

∣∣∣ω − k

t− τ

∣∣∣+ a5(x)
∣∣∣ω − k

t− τ

∣∣∣
)
dx

6
a0
5

∫

Ak,t

η(p
∗)+ |∇ω|p(x) dx

+ C1

∫

Ak,t

(∣∣∣ω − k

t− τ

∣∣∣
p∗(x)

+ |ω|p
∗(x)

)
dx+ |Ak,t|

1−1/s0 ,

where we used the Young inequality and |Ak,t| 6 1,

(3.6)

∣∣∣∣
∫

Ak,t

B(x, u,∇u)(ω − k)η(p
∗)+ dx

∣∣∣∣

6

∫

Ak,t

(b0η
(p∗)+ |∇ω|p(x)/(p

∗)′ |ω|+ b1|ω|
p∗(x) + η(p

∗)+b2(x)(ω − k)) dx

6
a0
5

∫

Ak,t

η(p
∗)+ |∇ω|p(x) dx+ C2

∫

Ak,t

|ω|p
∗(x) dx

+

∫

Ak,t

η(p
∗)+b2(x)(ω − k) dx.

We estimate the last term on the right-hand side by using the Sobolev embedding.

Setting

s̃0 := min{s0, n},

we have b2 ∈ Ls̃0(Ωt) and s̃0 > n/p0. Therefore, defining P by

nP

n− P
=

s̃0
s̃0 − 1

,

it follows that

1 6 P <
n

n− p0 + 1
,

and so we have 1 6 P < p0 < n and

n− p0
n

P

p0 − P
<

1

p0 − 1
,

from which we get

(3.7) 1−
1

s̃0
<

( 1

P
−

1

p0

) p0
p0 − 1

.
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Hence, by using the Sobolev embedding and the assumption on the support of η,

we have

(3.8)
∫

Ak,t

η(p
∗)+b2(x)(ω − k) dx

=

∫

Ωt

b2(x)η
(p∗)+ω(k) dx 6 2‖b2‖s(·)‖η

(p∗)+ω(k)‖nP/(n−P);Ω

6 C3‖b2‖s(·)(‖∇(η(p
∗)+ω(k))‖P;Ω + ‖η(p

∗)+ω(k)‖P;Ω)

6 C3‖b2‖s(·)(‖∇(η(p
∗)+(ω − k))‖P;Ak,t

+ ‖ω‖P;Ak,t
)

6 C3‖b2‖s(·)(‖∇(η(p
∗)+ω(k))‖p0;Ak,t

+ ‖ω‖p0;Ak,t
)|Ak,t|

1/P−1/p0

6
a0
5

∫

Ak,t

η(p
∗)+ |∇ω|p0 dx

+ C4

(∫

Ak,t

∣∣∣ω − k

t− τ

∣∣∣
p0

dx+

∫

Ak,t

|ω|p0 dx+ |Ak,t|
(1/P−1/p0)p0/(p0−1)

)

6
a0
5

∫

Ak,t

η(p
∗)+ |∇ω|p(x) dx

+ C5

(∫

Ak,t

∣∣∣ω − k

t− τ

∣∣∣
p∗(x)

dx+

∫

Ak,t

|ω|p
∗(x) dx+ |Ak,t|

1−1/s̃0

)
,

where we used (3.7) and |Ak,t| 6 1. Finally, we estimate the boundary integral on

the right-hand side of (3.3). Using the condition (1.6), we have

(3.9)

∣∣∣∣
∫

∂Ω

C(x, u)ω(k)η(p
∗)+ dσ

∣∣∣∣ 6 c0

∫

Γk,t

|ω|p∗(x) dσ +

∫

∂Ω

c1(x)η
(p∗)+ω(k) dσ.

The derivation of the estimate of the last term here is similar to the derivation

of (3.8) but we give it for completeness. Defining PΓ by

(3.10)
(n− 1)PΓ

n− PΓ
=

µ0

µ0 − 1

and recalling that µ0 > (n− 1)/(p0 − 1), we obtain 1 < PΓ < n/(n− p0 + 1), and

so we have 1 < PΓ < p0 < n. Putting

(3.11) s0Γ :=
n(p0 − 1)µ0

(n− 1)p0
,

we find that s0Γ > n/p0 and that by (3.10)

(3.12)
( 1

PΓ
−

1

p0

) p0
p0 − 1

= 1−
1

s0Γ
.
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Therefore, by the Sobolev embedding we have

∫

∂Ω

c1(x)η
(p∗)+ω(k) dσ(3.13)

6 ‖c1‖µ0;Γk,t
‖η(p

∗)+ω(k)‖µ0/(µ0−1);∂Ω

6 C6(‖∇(η(p
∗)+ω(k))‖PΓ + ‖η(p

∗)+ω(k)‖PΓ)

6 C6(‖∇(η(p
∗)+ω(k))‖p0;Ak,t

+ ‖ω‖p0;Ak,t
)|Ak,t|

1/PΓ−1/p0

6
a0
5

∫

Ak,t

η(p
∗)+ |∇ω|p(x) dx

+ C7

(∫

Ak,t

∣∣∣ω − k

t− τ

∣∣∣
p∗(x)

dx+

∫

Ak,t

|ω|p
∗(x) dx+ |Ak,t|

1−1/s0Γ

)
,

where we used (3.12). Substituting (3.4), (3.5), (3.6), (3.8), (3.9), (3.13) into (3.3)

and putting δ = min{s̃0, s0Γ}, we find (3.1). The proof is completed. �

R em a r k 3.2. Note that if a2, a5, b2 and c1 in (1.3)–(1.6) are all constants,

then |Ak,t|1−1/δ in (3.1) is replaced by |Ak,t| and such complicated treatments as

done in (3.8) and (3.13) are not required; see, for example, Winkert and Zacher [28]

or Marino and Winkert [24].

3.2. Boundedness of weak solutions.

Lemma 3.3. Let all assumptions of Lemma 3.1 be satisfied. Then there exists a

number R > 0 such that for any x0 ∈ Ω

sup
ΩR/2(x0)

|u| < M and sup
(∂Ω)R/2(x0)

|u| < M,

where M is a positive constant depending on the same quantities as C in (3.1)

and on u.

P r o o f. We put

s̃(x) := min{s(x), n} for x ∈ Ω and sΓ(x) :=
n(p(x) − 1)

(n− 1)p(x)
µ(x) for x ∈ ∂Ω.

It is clear that

p(x)
s̃(x)

s̃(x) − 1
< p∗(x) for all x ∈ Ω

and

p(x)
sΓ(x)

sΓ(x)− 1
< p∗(x) for all x ∈ ∂Ω
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by virtue of s̃(x) > n/p(x) for all x ∈ Ω and µ(x) > (n− 1)/(p(x)− 1) for all x ∈ ∂Ω.

Therefore, there is a number R > 0 such that

(p∗)0
p1

(
1−

1

s̃0

)
> 1,

(p∗)0
p1

(
1−

1

s0Γ

)
> 1,

where s0Γ is as in (3.11), so we have

(3.14)
(p∗)0
p1

(
1−

1

δ

)
> 1,

where δ = min{s̃0, s0Γ} is just as in (3.1). We may regard (p∗)0 as

(3.15)
(p∗)0
p1

> 1

with R as above, since p∗(x) > p(x) for all x ∈ ∂Ω. Without loss of generality, we

can suppose that this R is a number as in Lemma 3.1. Choose k0 > 1 large enough

so that

(3.16)
∫

Ak0

|∇u|p(x) dx+

∫

Ak0

|u|p
∗(x) dx+

∫

Γk0

|u|p∗(x) dσ 6 1,

where Ak0 = {x ∈ Ω: |u(x)| > k0}, Γk0 := {x ∈ ∂Ω: |u| > k0}, and put

̺h =
(1
2
+

1

2h+1

)
R, kh =

(
2−

1

2h

)
k0, h = 0, 1, 2, . . .

Applying Lemma 3.1 to t = ̺h, τ = ̺h+1 and k = kh+1 for h = 0, 1, 2, . . . , we obtain

∫

Akh+1,̺h+1

|∇ω|p(x) dx 6 C
(2(h+2)(p∗)+

R(p∗)+

∫

Akh+1,̺h

(ω − kh+1)
p∗(x) dx(3.17)

+

∫

Akh+1,̺h

|ω|p
∗(x) dx

+

∫

Γkh+1,̺h

|ω|p∗(x) dσ + |Akh+1,̺h
|1−1/δ

)
.

Using that 0 < ω(x)−kh+1 < ω(x)−kh and ω(x)/(2h+2 − 1) = (1−kh/kh+1)ω(x) 6

ω(x)− kh, that is, ω(x) 6 (2h+2 − 1)(ω(x)− kh) when x ∈ Akh+1,̺h
or x ∈ Γkh+1,̺h

,

by (3.17) we get

(3.18)∫

Akh+1,̺h+1

|∇ω|p(x) dx 6 C

(
2(h+2)(p∗)+

R(p∗)+

∫

Akh+1,̺h

(ω − kh)
p∗(x) dx

+ 2(h+2)(p∗)+
∫

Γkh+1,̺h

(ω − kh)
p∗(x) dσ + |Akh+1,̺h

|1−1/δ

)
.
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It follows that

(3.19)

|Akh+1,̺h
| 6

∫

Akh+1,̺h

( ω − kh
kh+1 − kh

)p∗(x)

dx 6
2(h+1)(p∗)+

k0
(p∗)−

∫

Akh,̺h

(ω − kh)
p∗(x) dx

6 2(h+1)(p∗)+
∫

Akh,̺h

(ω − kh)
p∗(x) dx.

Substituting (3.19) into (3.18) and using (3.16) we find that

(3.20)
∫

Akh+1,̺h+1

|∇ω|p(x) dx 6 C2(h+2)(p∗)+
((∫

Akh,̺h

(ω − kh)
p∗(x) dx

)1−1/δ

+

∫

Γkh,̺h

(ω − kh)
p∗(x) dσ

)
.

On the other hand, taking η ∈ C1(Rn) as in the proof of Lemma 3.1 with τ = ̺h+1

and t = ̺h, we have by Lemma 2.2

(3.21)∫

Akh+1,̺h+1

(ω − kh+1)
p∗(x) dx

=

∫

Ω̺h+1

(ηω(kh+1))p
∗(x) dx 6 ‖ηω(kh+1)‖

(p∗)0
p∗(·);Ω

6 C(‖∇(ηω(kh+1))‖p(·);Ω + ‖ηω(kh+1)‖p(·);Ω)
(p∗)0

6 C
(
‖∇ω‖p(·);Akh+1,̺h

+
(2h+3

R
+ 1

)
‖ω − k‖p(·);Akh+1,̺h

)(p∗)0

6 C

((∫

Akh+1,̺h

|∇ω|p(x) dx

)1/p1

+
(2h+3

R
+ 1

)
max{Υ1/p0 ,Υ1/p1}

)(p∗)0

6 C22(h+2)((p∗)+)2

×

((∫

Akh,̺h

|∇ω|p(x) dx

)(p∗)0/p1

+

(∫

Akh,̺h

(ω − kh)
p∗(x) dx

)(p∗)0/p1
)
,

where

Υ =

∫

Akh+1,̺h

(ω − kh)
p(x) dx

and we used that

(∫

Akh+1,̺h

(ω − kh)
p(x) dx

)1/p0

6

(∫

Akh+1,̺h

(ω − kh)
p∗(x) dx

)1/p0

+ |Akh+1,̺h
|1/p0 ,

|Akh+1,̺h
| 6 1
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and (3.19). By using Lemma 2.3 we get similarly as above

(3.22)∫

Γkh+1,̺h+1

(ω − kh+1)
p∗(x) dσ

6

∫

∂Ω

(ηω(kh+1))p∗(x) dσ 6 ‖ηω(kh+1)‖
(p∗)0
p∗(·);∂Ω

6 C(‖∇(ηω(kh+1))‖p(·);Ω + ‖ηω(kh+1)‖p(·);Ω)
(p∗)0

6 C22(h+2)((p∗)+)2

×

((∫

Akh,̺h

|∇ω|p(x) dx

)(p∗)0/p1

+

(∫

Akh,̺h

(ω − kh)
p∗(x) dx

)(p∗)0/p1
)
.

Putting

Ih :=

∫

Akh,̺h

|∇ω|p(x) dx+

∫

Akh,̺h

(ω − kh)
p∗(x) dx

+

∫

Γkh,̺h

(ω − kh)
p∗(x) dσ, h = 0, 1, 2, . . .

and using (3.20), (3.21) and (3.22), we arrive at

(3.23) Ih+1 6 Cbh(Ih−1
(p∗)0/p1(1−1/δ) + Ih−1

(p∗)0/p1),

where b = 8((p
∗)+)2 > 1 and C is a positive constant independent of k0 and h.

Defining ε by

1 + ε = min
{ (p∗)0

p1

(
1−

1

δ

)
,
(p∗)0
p1

}

it follows from (3.14) and (3.15) that ε > 0, and using (3.23), we have

(3.24) Ih+1 6 CbhIh−1
1+ε

since Ih 6 1, h = 0, 1, 2, . . . , which follows from (3.16). Note by virtue of (3.24) that

Ĩh+1 6 bCb̃hĨ1+ε
h ,

where Ĩh = I2h and b̃ = b2. We can choose k0 > 1 large enough so that

Ĩ0 = I0 6 (bc)−1/εb̃−1/ε2 ,

and therefore, by Lemma 2.5 we get

(3.25) Ĩh = I2h → 0 as h → ∞.

From (3.24), we have also
˜̃
Ih+1 6 bCb̃h

˜̃
Ih

1+ε

,
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where ˜̃Ih = I2h+1 and b̃ is as above. Choosing k0 > 1 so that

˜̃
I0 = I1 6

∫

Ak0

|∇u|p(x) dx+

∫

Ak0

|u|p
∗(x) dx+

∫

Γk0

|u|p∗(x) dσ 6 (bc)−1/εb̃−1/ε2 ,

by Lemma 2.5 we get

(3.26) ˜̃
Ih = I2h+1 → 0 as h → ∞.

Now (3.25) and (3.26) mean that Ih → 0 as h → ∞, and so we have

sup
ΩR/2

|u| 6 2k0, sup
(∂Ω)R/2

|u| 6 2k0

with the above k0. This completes the proof of the lemma. �

R em a r k 3.4. A key argument in the proof of Lemma 3.3 is the inequality (3.14),

while this inequality is unneeded since the Caccioppoli type inequality (3.1) includes

|Ak,t| instead of |Ak,t|1−1/δ when a2, a5, b2 and c1 in (1.3)–(1.6) are all constants.

P r o o f of Theorem 1.1. Since Ω is compact, there exists a finite open cover

{BR/2(xi)}mi=1 of Ω with radius R as in Lemma 3.3, where xi ∈ Ω, i = 1, . . . ,m.

Then by applying the standard finite cover method and Lemma 3.3, we complete the

proof of Theorem 1.1. �

R em a r k 3.5. The condition p ∈ W 1,γ(Ω), where n < γ < ∞, is due to the

critical growth condition (1.6). We note that if we replace (1.6) by the subcritical

growth condition c(x, z) 6 c0|z|q(x)−1 + c1(x), where q ∈ C(∂Ω) with 1 < q(x) <

p∗(x) for all x ∈ ∂Ω, or we study only local boundedness of weak solutions of (1.1),

then it is sufficient to assume that p ∈ C0,1/|log t|(Ω) ∩ C+(Ω); see Lemma 2.2 and

Fan [11], Corollary 2.4.

4. Hölder continuity of weak solutions

Let Ω be a Lipschitz bounded domain and let z ∈ ∂Ω be a given point. As

our hypotheses are invariant under Lipschitz coordinate changes, without loss of

generality we can assume that there exists a number R̃ > 0 such that

(4.1) ΩR(z) = B+
R (z), (∂Ω)R(z) = B0

R(z) for all R ∈ (0, R̃],

where B+
R(z) = BR(z) ∩R

n
+, B

0
R(z) = BR(z) ∩R

n
0 , R

n
+ = {x = (x′, xn) ∈ R

n−1 ×R :

xn > 0}, Rn
0 = {x = (x′, 0): x′ ∈ R

n−1}.
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Definition 4.1. Let M , γ, γ1, δ, r, R be positive constants with σ 6 2, r > 1

and let x0 ∈ ∂Ω. We denote by B̂p(·)(B
+
R(x0),M, γ, γ1, δ, 1/r) the class of functions

u ∈ W 1,p(·)(B+
R) with ‖u‖∞;B+

R
6 M such that, for ω = ±u, the following inequalities

are valid for arbitrary 0 < τ < t 6 R:

(4.2)
∫

Ak,t

|∇ω|p(x) dx 6 γ

∫

Ak,t

∣∣∣ω − k

t− τ

∣∣∣
p(x)

dx+ γ1|Ak,t|
1−1/r

for k > sup
Ωt

ω − δM, where Ak,t = {x ∈ B+
t (x0) : ω(x) > k}.

Without loss of generality we may assume that L > 1, γ > 1 in Remark 2.1

and (4.2). Let M be a positive constant. Since p is continuous on Ω, there exists a

radius R1 such that

(4.3) M
osc
ΩR1

p

6 2

for any BR1 with ΩR1 6= ∅.

Lemma 4.2. Let Ω be a bounded domain of Rn, let z ∈ ∂Ω, and let (4.1) be

satisfied. Suppose that p ∈ C0,1/|log t|(Ω) satisfies (1.7). Let R0 ∈ (0, 1) be a num-

ber such that R0 6 min{R1, R̃} and p0σ0 > n + ε0, where σ0 > 1, ε0 > 0 are

given numbers and p0 = p−
B+

R0(z)

. Suppose that BR′(x0) ⊂ BR0(z), where x0 ∈ ∂Ω,

u ∈ W 1,p(·)(B+
R′(x0))∩L∞(B+

R′ (x0)) and u ∈ B̂p(·)(B
+
R (x0),M, γ, γ1, δ, 1/r) for some

R ∈ (0, R′] and r > σ0. Then

(4.4) osc
B+

R(x0)
u 6 CR′−α

Rα

where α = min{ε0/(n+ ε0),− log4(1−2−sl−1)}, l = max{2, 2/δ}, s = s(n, p+, p−, γ,

L, ε0) > 2 and C = 4max
{
l2s(((ωn + 1)(γ + 1) + γ1)/γ)R

′ε0/(n+ε0), osc
B+

R′

u
}
.

The proof of Lemma 4.2 is completely analogous to that of [29], Lemma 4.5, in

which Yu and Ri obtained an interior Hölder estimate, the only difference being that

we have to use the inequality (4.3) and Lemma 2.6 with E = B+
̺ (0 < ̺ < R) and

p0σ0 has to be replaced by n+ ε0 in our proof.

Lemma 4.3. Let Ω and z ∈ ∂Ω be as in Lemma 4.2 and let p ∈ W 1,γ(Ω), where

n < γ < ∞, satisfy (1.7). Suppose that A, B and C are satisfied the same conditions

as in Theorem 1.2 and u ∈ W 1,p(·)(Ω) is a bounded weak solution of (1.1), (1.2)

with sup
Ω

|u| 6 M and sup
∂Ω

|u| 6 M , where M is a positive number. Then there

exist a number R0 ∈ (0, 1) with |BR0 | 6 1 and a number ε0 > 0 such that for any
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BR(x0) ⊂ BR0(z) and σR := min
{
s−
B+

R

,
(
n
(
p−
B+

R

− 1
)/(

(n− 1)p−
B+

R

))
µ−
B0

R

}
, where

x0 ∈ ∂Ω, u ∈ B̂p(·)(B
+
R (x0),M, γ, γ1, δ, 1/σR) and σR > (n+ ε0)/p

−

B+
R(x0)

, where δ =

min{2, a0(M)/(4Mb0(M))}, γ = γ(p+, a0(M), a3(M)) and γ1 = γ1(n, p
+, p−, µ+,

µ−, a0(M), a1(M), ‖a2‖s(·), a3(M), ‖a5‖p′(·)s(·), ‖b2‖s(·), c0(M), ‖c1‖µ(·);∂Ω,Ω, ∂Ω).

P r o o f. Since p and s are continuous on Ω, by (1.10) we can take numbers ε′ > 0

and R2 > 0 such that

(4.5) s−ΩR2
>

n+ ε′

p−ΩR2

for all BR2 with ΩR2 6= ∅.

Similarly, putting

sRΓ (x) :=
n(p−ΩR(x) − 1)

(n− 1)p−ΩR(x)

µ−
(∂Ω)R(x) for x ∈ ∂Ω

and using (1.11), we find that there exist numbers ε′′ > 0 and R3 > 0 such that

(4.6) sR3

Γ >
n+ ε′′

p−ΩR3 (x)

for all x ∈ ∂Ω.

Setting

P(x) :=
nµ(x)

nµ(x)− n+ 1
for x ∈ ∂Ω,

we have P ∈ C(∂Ω) and

1 < P(x) < p(x) < n for all x ∈ ∂Ω.

Therefore we find that

(4.7) P(x) =
nµ′(x)

n− 1 + µ′(x)
, that is, µ′(x) =

(n− 1)P(x)

n− P(x)

and there is a number R4 > 0 such that

(4.8) P
+
(∂Ω)R(x) < p−ΩR(x) for all 0 < R < R4 and for all x ∈ ∂Ω.

Let R0 ∈ (0, 1) be a number satisfying R0 6 min{R̃, R1, R2, R3, R4} and |BR0 | 6 1,

and let BR(x0) ⊂ BR0(z), where x0 ∈ ∂Ω. Putting ε0 = min{ε′, ε′′}, from (4.5),

(4.6) and (4.7) we have

(4.9) σR >
n+ ε0

p−
B+

R(x0)

and

(4.10) (µ−
B0

R(x0)
)′ =

(n− 1)P+
B0

R(x0)

n− P
+
B0

R(x0)

.
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Let 0 < τ < t 6 R and let η ∈ C1(Rn) be as in the proof of Lemma 3.1. Setting

v = ηp
+

ω(k), where k > sup
B+

t

ω − δM , we have v ∈ W 1,p(·)(Ω) ∩ L∞(Ω), so we can

take v as a test function in Definition 2.9. This yields

(4.11)
∫

Ak,t

ηp
+

A(x, u,∇u)∇ω dx+ p+
∫

Ak,t

ηp
+−1∇ηA(x, u,∇u)(ω − k) dx

+

∫

Ak,t

B(x, u,∇u)(ω − k)ηp
+

dx =

∫

B0
t

C(x′, u)ω(k)ηp
+

dx′.

We use (1.9)–(1.14) to get:

±

∫

Ak,t

ηp
+

A(x, u,∇u)∇ω dx(4.12)

> a0(M)

∫

Ak,t

ηp
+

|∇ω|p(x) dx− 2a1(M)‖a2‖s(·)|Ak,t|
1−1/s−

B
+
R ,

∣∣∣∣p
+

∫

Ak,t

ηp
+

∇ηA(x, u,∇u)(ω − k) dx

∣∣∣∣(4.13)

6 2p+a3(M)

×

∫

Ak,t

(
εηp

+

|∇ω|p(x) + (ε1−p(x) + 1)
∣∣∣ω − k

t− τ

∣∣∣
p(x)

+ a4
p′(x)

)
dx

6
a0(M)

4

∫

Ak,t

ηp
+

|∇ω|p(x) dx

+ C(p+, a0(M), a3(M))

∫

Ak,t

∣∣∣ω − k

t− τ

∣∣∣
p(x)

dx

+ C(p+, p−, a3(M), ‖a5‖s(·)p′(·))|Ak,t|
1−1/s−

B
+
R ,

where we used the Hölder inequality and Young inequality with ε = a0(M)/

(8p+a3(M)),

(4.14)

∣∣∣∣
∫

Ak,t

B(x, u,∇u)(ω − k)ηp
+

dx

∣∣∣∣

6
a0(M)

4

∫

Ak,t

ηp
+

|∇ω|p(x) dx+ C(a0(M), ‖b2‖s(·))|Ak,t|
1−1/s−

B
+
R

and where we took into account that 0 6 ω(x) − k 6 δM 6 a0(M)/(4b0(M)) for

x ∈ Ak,t. Finally, we estimate the boundary integral on the right-hand side of (4.11).

For brevity, we writeP1, s0, p0, µ0 instead ofP
+
B0

R(x0)
, s−

B+
R(x0)

, p−
B+

R(x0)
, µ−

B0
R(x0)

, re-

spectively. Thus, taking into account (4.8), (4.10) and using (1.9), (1.15), the Hölder
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inequality, the boundary trace imbedding and the Young inequality, we find that

(4.15)

∣∣∣∣
∫

B0
t

C(x′, u)ω(k)ηp
+

dx′

∣∣∣∣

6 c0(M)

∫

B0
t

c1(x
′)ω(k)ηp

+

dx′
6 C‖ω(k)ηp

+

‖(n−1)P1/(n−P1);∂Ω

6 C(‖∇(ω(k)ηp
+

)‖P1;Ω + ‖ω(k)ηp
+

‖P1;Ω)

6 C
(
‖∇ωηp

+

‖P1;Ak,t
+
∥∥∥ω − k

t− τ

∥∥∥
P1;Ak,t

)

6 C
(
‖∇ωηp

+

‖p0;Ak,t
+
∥∥∥ω − k

t− τ

∥∥∥
p0;Ak,t

)
|Ak,t|

1/P1−1/p0

6
a0(M)

4

(∫

Ak,t

ηp
+

|∇ω|p(x) dx+

∫

Ak,t

∣∣∣ω − k

t− τ

∣∣∣
p(x)

dx

)
+ C|Ak,t|

1−1/σ,

where σ = n(p0 − 1)µ0/((n− 1)p0) and we used that |Ak,t| 6 1. Combining

(4.12)–(4.15) with (4.11) and using the definition of σR, we conclude that

∫

Ak,τ

|∇ω|p(x) dx 6

∫

Ak,t

ηp
+

|∇ω|p(x) 6 γ

∫

Ak,t

∣∣∣ω − k

t− τ

∣∣∣
p(x)

dx+ γ1|Ak,t|
1−1/σR .

The lemma is proved. �

Next we consider the local Hölder continuity of weak solutions of (1.1). We shall

refer to a function u ∈ W 1,p(·)(Ω) ∩ L∞(Ω) such that

∫

Ω

(A(x, u,∇u)∇v +B(x, u,∇u)v) dx = 0

for an arbitrary function v ∈ W
1,p(·)
0 (Ω) ∩ L∞(Ω) as to a bounded weak solution of

the equation (1.1). The following class which is useful for proving the interior Hölder

continuity was defined by Ri and Yu (see [29]).

Definition 4.4. Let M , γ, γ1, δ, r be positive constants with δ 6 2, r > 1 and

BR(y) ⊂ Ω. We say that a function u belongs to the class Bp(·)(BR(y),M, γ, γ1,

δ, 1/r) if u ∈ W 1,p(·)(BR), ‖u‖∞;BR 6 M and the functions ω(x) = ±u(x) satisfy the

inequalities

∫

Ak,τ

|∇ω|p(x) dx 6 γ

∫

Ak,t

∣∣∣ω − k

t− τ

∣∣∣
p(x)

dx+ γ1|Ak,t|
1−1/r

for arbitrary 0 < τ < t 6 R and k such that k > sup
Bt(y)

ω − δM .
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Lemma 4.5. Let p ∈ C0,1/|log t|(Ω) satisfy (1.7) let R0 ∈ (0, 1) be a number

satisfying R0 6 R1. Let ε0 > 0 and r > 1 be numbers such that p0r > n+ ε0, where

p0 = p−ΩR0(x0)
and x0 ∈ Ω. Let BR′(y) ⊂ ΩR0(x0), and u ∈ W 1,p(·)(BR′ ) ∩ L∞(BR′)

and sup
BR′

|u| 6 M. Suppose that u ∈ Bp(·)(BR(y),M, γ, γ1, δ, 1/r) for any R ∈ (0, R′].

Then there exists a constant s = s(n, γ, p+, p−, L, ε0) > 2 such that, for arbitrary

0 < R 6 R′,

osc
BR(y)

u 6 C0R
′−α

Rα,

where L is as in Remark 2.1 and

C0 = 4max
{ (ωn + 1)(γ + 1) + γ1

γ
l2sR′ε0/(n+ε0), osc

BR′

u
}
, l = max

{
2,

2

δ

}
,

α = min
{ ε0
n+ ε0

,− log4(1 − l−12−s)
}
.

Lemma 4.6. Let p ∈ C(Ω) satisfy (1.7). Let A and B satisfy (1.9), (1.10),

(1.12)–(1.14) and let u be a bounded weak solution of (1.1) such that sup
Ω

|u| 6 M .

Then for any ball BR(y) ⊂⊂ Ω with |BR| 6 1

u ∈ Bp(·)

(
BR(y),M, γ, γ1, δ,

1

s−BR

)
,

where δ = min{2, a0(M)/(3Mb0(M))}, γ = γ(p+, a0(M), a3(M)), γ1 = γ1(p
+, p−,

a0(M), a1(M), ‖a2‖s(·), a3(M), ‖a5‖p′(·)s(·), ‖b2‖s(·)).

The proofs of Lemmas 4.5 and 4.6 are similar to those of Lemmas 4.2 and 4.3 (see

also the proofs of Lemmas 4.5 and 4.6 in [29]), respectively, and are therefore omitted.

P r o o f of Theorem 1.2. Consider now the collection of the balls BR(z)(z) for all

z ∈ ∂Ω, where R(z) = 1
3R0 with R0 corresponding to z as in Lemma 4.3. A finite sub-

set BR(zi)(zi), i = 1, . . . , N , of this collection covers ∂Ω. It follows from Lemma 4.3

that u belongs to B̂p(·)(B
+
R (x0),M, γ, γ1, δ, 1/σR), where x0, R > 0 and σR satisfy

x0 ∈ ∂Ω, BR(x0) ⊂ BR(zi)(zi) and σR > (n+ ε0)/p
−

B+
R(x0)

. We denote C correspond-

ing to z = zi in (4.4) by Ci. Put

R := min{R(z1), . . . , R(zN)}.

Let x, y ∈ Ω, β = dist(y, ∂Ω). First, suppose that β < R. When |x − y| < β,

putting R = |x − y| we have BR(y) ⊂⊂ Ω. Thus, by Lemma 4.6 we get u ∈

Bp(·)(BR(y),M, γ, γ1, δ, 1/s
−
BR

), where s−BR
> (n+ ε0)/p

−
BR
by using (4.5). By

Lemma 4.5 with x0 = y,R0 = R′ = β, we have

(4.16)
|u(x)− u(y)|

|x− y|α
6 C0β

−α 6 4max
{
C, β−α osc

Bβ(y)
u
}
,
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where C depends on s as in Lemma 4.5 and γ, γ1, l as in Lemma 4.6, and we used

that ε0/(n+ ε0) − α > 0 and β < 1. We estimate β−α osc
Bβ(y)

u. Choosing x0 ∈ ∂Ω

such that |x0 − y| = β, then Bβ(y) ⊂ B2β(x0) and so we have

(4.17) β−α osc
Bβ

u 6 2α osc
Ω2β(x0)

u · (2β)−α.

Since x0 ∈ BR(zi)(zi) for some 1 6 i 6 N , we get B2β(x0) ⊂ B2R(zi)(x0) ⊂

B3R(zi)(zi). Using Lemma 4.2 with R = 2β, R′ = 2R(zi), R0 = 3R(zi) and z = zi,

we therefore have

(4.18) osc
Ω2β(x0)

u · (2β)−α 6 Ci(2R(zi))
−α 6 C

where C = C(n, p(·), s(·), µ(·),M, a0(M), a1(M), a3(M), b0(M), c0(M), ‖a4‖p′(·)s(·),

‖b1‖s(·), ‖c1‖µ(·);∂Ω,Ω). Substituting (4.17) and (4.18) into (4.16), we obtain

(4.19)
|u(x)− u(y)|

|x− y|α
6 C.

Let β 6 |x − y| < R. By using the notations introduced above, we have BR(y) ⊂

B2R(x0) and

|u(x)− u(y)|

|x− y|α
6 osc

ΩR(y)
u ·R−α 6 2α osc

Ω2R(x0)
u · (2R)−α.

Replacing β by R and repeating the arguments which give (4.18), we thus have (4.19).

Next, suppose that R 6 β. When |x − y| < R, putting R = |x − y|, R′ = R and

using Lemmas 4.5 and 4.6, we get (4.19). If |x − y| > R, (4.19) is obvious. This

completes the proof of Theorem 1.2. �

References

[1] E.Acerbi, G.Mingione: Regularity results for a class of functionals with non-standard
growth. Arch. Ration. Mech. Anal. 156 (2001), 121–140. zbl MR doi

[2] T.Adamowicz, O.Toivanen: Hölder continuity of quasiminimizers with nonstandard
growth. Nonlinear Anal., Theory Methods Appl., Ser. A 125 (2015), 433–456. zbl MR doi

[3] S.N.Antontsev, J. F. Rodrigues: On stationary thermo-rheological viscous flows. Ann.
Univ. Ferrara, Sez. VII, Sci. Mat. 52 (2006), 19–36. zbl MR doi

[4] P.Baroni, M.Colombo, G.Mingione: Harnack inequalities for double phase functionals.
Nonlinear Anal., Theory Methods Appl., Ser. A 121 (2015), 206–222. zbl MR doi

[5] M.Borsuk: L∞-estimate for the Robin problem of a singular variable p-Laplacian equa-
tion in a conical domain. Electron. J. Differ. Equ. 2018 (2018), Article ID 49, 9 pages. zbl MR

[6] Y.Chen, S. Levine, M.Rao: Variable exponent, linear growth functionals in image
restoration. SIAM J. Appl. Math. 66 (2006), 1383–1406. zbl MR doi

183

https://zbmath.org/?q=an:0984.49020
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR1814973
http://dx.doi.org/10.1007/s002050100117
https://zbmath.org/?q=an:1322.49059
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR3373594
http://dx.doi.org/10.1016/j.na.2015.05.023
https://zbmath.org/?q=an:1117.76004
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR2246902
http://dx.doi.org/10.1007/s11565-006-0002-9
https://zbmath.org/?q=an:1321.49059
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR3348922
http://dx.doi.org/10.1016/j.na.2014.11.001
https://zbmath.org/?q=an:1386.35122
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR3781164
https://zbmath.org/?q=an:1102.49010
http://www.ams.org/mathscinet/search/publdoc.html?contributed_items=show&pg3=MR&r=1&s3=MR2246061
http://dx.doi.org/10.1137/050624522


[7] E.DiBenedetto: Partial Differential Equations. Cornerstones. Birkhäuser, Boston, 2010. zbl MR doi
[8] L.Diening, P. Harjulehto, P.Hästö, M. R̊užička: Lebesgue and Sobolev Spaces with
Variable Exponents. Lecture Notes in Mathematics 2017. Springer, Heidelberg, 2011. zbl MR doi

[9] M.Eleuteri, P. Harjulehto, T. Lukkari: Global regularity and stability of solutions to
elliptic equations with nonstandard growth. Complex Var. Elliptic Equ. 56 (2011),
599–622. zbl MR doi

[10] X.Fan: Global C1,α regularity for variable exponent elliptic equations in divergence
form. J. Differ. Equations 235 (2007), 397–417. zbl MR doi

[11] X.Fan: Boundary trace embedding theorems for variable exponent Sobolev spaces. J.
Math. Anal. Appl 339 (2008), 1395–1412. zbl MR doi

[12] X.Fan: Local boundedness of quasi-minimizers of integral functionals with variable
exponent anisotropic growth and applications. NoDEA, Nonlinear Differ. Equ. Appl. 17
(2010), 619–637. zbl MR doi

[13] X.Fan, Q. Zhang, D. Zhao: Eigenvalues of p(x)-Laplacian Dirichlet problem. J. Math.
Anal. Appl. 302 (2005), 306–317. zbl MR doi

[14] X.Fan, D. Zhao: A class of DeGiorgi type and Hölder continuity. Nonlinear Anal.,
Theory Methods Appl. 36 (1999), 295–318. zbl MR doi

[15] X.Fan, D. Zhao: The quasi-minimizer of integral functionals with m(x) growth condi-
tions. Nonlinear Anal., Theory Methods Appl., Ser. A 39 (2000), 807–816. zbl MR doi
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