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OPERATORS IN NORMED ALMOST LINEAR SPACES 

G. Godini 

1. INTRODUCTION 

The notion of normed almost linear snace (nals) is- a genera­

lization of the notion of normed linear space. Such a space satis­

fies some of the axioms of a linear space and the norm satisfies all 

the axioms of a norm on a linear space, as well as an additional one, 

which is useless in a normed linear space. An example of a nals is the 

set X of all nonempty, bounded and convex subsets A of a (real) norm­

ed linear space E for the addition A,+A7= (a..+a~ :a, eA , a„eA«} , the 

element zero of X the set {0} , the multiplication by reals XA={Aa:aeA} 

and the norm I I IA VI I =sup ,I |a| I . Besides the axioms of an usual norm 
* aeA 

on a linear space, the above norm I I I •I I I satisfies also the follow­

ing condition: if A =-A1 then I I lAl I |<l I IA+A.J I I for each AeX. 

The normed almost linear spaces were introduced in [3] as a 

natural framework for the theory of best simultaneous approximation 

in normed linear spaces. In [3] and the subsequent papers [4]-[6] we 

have also begun to develop a theory for the normed almost linear spa­

ces similar with that of the normed linear spaces. It turned out that 

some results from the latter theory were true in our more general 

framework. Here we mention that we have introduced the "dual" of a 

nals X, denoted X*, (where the functionals are no lonaer linear but 

"almost linear"), which is also a nals, and when X is a normed line­

ar space then X* is the usual dual space of X (see [3], [4]). In a 

nals X for each xeX there exists feX*, I I IfI I I=1 such that f(x) = 

=111x111 ([6]), though the result which states that in a normed li­

near space X, given a linear subspace M c X and fe.M* there exists a 

norm-preserving extension to X is not true if we replace "linear" 

by "almost linear" (see examples in [4]). The main tool for the theo­

ry of normed almost linear spaces was given in ([6], Theorem 3.2) 

where we proved that any nals X can be "embedded", in a normed linear 

space E . Though the embedding mapping is not one-to-one, it has 
A 

enough properties to permit us the use of normed linear spaces tech-
This paper is in final form and no version of it will be 

submitted for publication elsewhere. 
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niques to prove certain problems' in a nals. 

The present paper is a continuation of the above cited pa­

pers, providing results from the theory of bounded linear operators 

in normed linear spaces which can be formulated and proved in normed 

almost linear spaces. 

When X and Y are two normed almost linear spaces, the defi­

nition of a bounded linear operator T:X -* Y may be given as in the 

case when X and Y are normed linear spaces, but the set of all such 

operators may be the only operator T=0. Moreover, for Y=R we do not 

obtain the dual space X*. To avoid these unpleasant facts we shall 

work with bounded almost linear operators with respect to a convex 

cone C c Y (see Section 4). The set of all such operators, denoted 

by L(X,(Y,C)), is ?-{0} when C?-{0}, X*=L(X,(R,R+)) and when X,Y are 

normed linear spaces, L(X,(Y,C)) is 'the set of all bounded linear 

operators T:X - Y. Though L(X,(Y,C)) has some relevant nroperties, 

it is not a nals for arbitrary CcY. For convex cones C having a 

certain property (P) in Y (see Section 3), L(X,(Y,C)) is a nals. 

Though property (P) of C is not necessary for L(X,(Y,C)) to be a 

nals, it is a certain sense the best possible (see Theorem 4.15). 

In order to prove the extensions of some results from the 

theory of bounded linear operators in normed linear spaces, the main 

tool is given in Theorem 5.6, where we "embed" L(X,(Y,C)) in the 

space of bounded linear operators T:E - E v. As applications we prove 

the Banach-Steinhaus Theorem and the inverse mapping Theorem in our 

more general framework (Section 6). 

2. PRELIMINARIES 

For an easy understanding of this paper, in this section we 

recall definitions and results from [3], [4], [6] which will be used 

in the next sections. Some notations and general assumptions can be 

also found here. The main assumption is that all spaces are over the 

real field R. Let us denote by R the set {XeP:X>0}and by N the set 

{1,2,....}. 

An almost linear space (als) is a set X together with two 

mappings s:XxX - X and m:RxX -* X satisfying (L-^-fLg) below. We de­

note s(x,y) by x+y (or x+y) and m(A,x) by A.ox (or Ax). Let x,y,zeX 

and A.,ueR. (I^) x+(y+z) = (x+y)+z; (L2) x+y=v+x; (L3) There exists an 

element OeX such that x+0=x for each xeX; (L4) lox=x; (L5) 0ox=0; 

(L6) Xo(x+y)=Xox+A#y; (L?) \o (Uox) = (Au) °x; (Lg) U+u) ox=Aox+u<>x for 
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In an als X the following two sets play an important role: 

- V ={xeX:x+(-lox)=0} 
X 

W={xeX:x=-lox}(={x+(-lox):xeX}) 
X 

They are almost lineav subspaaes of X (i.e., closed under addition 

and multiplication by scalars), and by (L,)-(Lg), V is a linear 

space. Plainly, an als X is a linear space iff X=V
V
 , iff W ={0}. 

X A 

In an als X we shall always use the notation Aox for m(A,,x), 

the notation Ax being used onlv in a linear space. 

An als X satisfies the law of cancellation if the relations 

x,y,zeX, x+y=x+z implv y=z. 

In what follows a cone in an als X is a set CczX such that 

AoxeC for each xeX and XeR . The definition of a convex set in an 

als X is similar with that in a linear snace. 

A novm on the als X is a functional I I I• I I I :X — R satisfying 

(N
1
)-(N

4
) below. Let x,yeX, weW

x
 and A.eR. (N.,) I I I x+y I || < I 11 x I I I + 

+ lllylll; (N
2
) I I lx| I 1=0 iff x=0; (N

3
) I I IAox1 I I = I X I I I IxI I I ; (N

4
) 

I I |x| I |<l | |x+w| I I . By (N
]L
)-(N

4
) it follows that I I I x I I I >0, xeX. A 

novmed almost lineav space (nals) is an als X together with 

I I I • I I I :X - R satisfying (N
1
)-(N

4
). Here we note that in [3]-[5] we 

gave another equivalent definition for the norm, the above one being 

used in [6]. 

In a nals X the following inequalitv holds: 

(2.1)
 %

 | | | |x| I |-| ! lyl I I |<| I Ix+vl I I (x,veX) 

2.1. REMARK. Let X be a nals and x,veX. The function <p(X) = 

= 1 I Ix+Aoy | | | is convex on [0,«>) and (~°°,0]. 

The next result is from ([3]). 

2.2. LEMMA. Let X be a nals and x,y,zeX. 

(i) If x+y=x+z then |||ylll = Mlz|||-

(ii) If x+v#V
v
 then x,veV

v
 . 

"* X " A 

Let X,Y be two almost linear spaces. A mappina T:X - Y is 

called.a lineav opevatov if T (A^ox^A^ox.^) =A
x
oT (x̂ )̂ +A

2
oT (x

2
) , x^X, 

A
i
eR

#
 i=l,2. 

The main tool for the theory of normed almost linear spaces 

-"u-Шmsm* г*W«-л-
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is the following theorem ([6], theorem 3.2). 

2.3. THEOREM. For any nals (X,J I I • I I I) there exist a normed 

linear spaoe (Ex# II • I |p ) and a mapping coy:X — E x with the following 

properties: 

(i) The set X =cov(X) is a oonvex oone of Ev suoh that E =X,-
I X X X I 

-X, , and X, oan be organized as an als where the addition and the 
multiplication by non-negative reals are the same as in Ev. 

x 
(ii) For eaoh zeEx we have: 

( 2 . 2 ) M z l l = i n f [| I l x 1 l I l + l I Ix 2 l I I : x x , x 2 eX, z=cox (x1) -cox ( x 2 ) } 
x 

and the als X, together with this norm is a nals. 

(iii) The mapping coy from X onto the nals X, is a linear opera­
tor and I |cov(x) I I „ =11 |x| I I for eaoh xeX. 

X E x 

In the sequel we shall not use the subscript X (resp. Ex) 

for E v and cov (resp. I I • I I „ ) when these" will not lead to misunder-x X b x 
standings. 

2.4. REMARK. We have co(Wv)=Wv and co(Vv)=Vv . 
X X , X X , 

2.5. REMARK. If co:X - X, is one-to-one then co :X, - X is a 

linear operator. 

The proof of the following lemma is contained in the proof 

of ([6], Theorem 3.2, (iv), fact (I)). 

2.6. LEMMA. Let (X,IM'|||) be a nals and x,yeX suoh that 

co(x)=co(y). Then for eaoh e>0 there exist x ,y ,u eX suoh that 

I I lx I | | + | I ly^l M*e and x+y +u =y+x +u . 

A consequence of Theorem 2.3 is the following result (C6l, 

Corollary 3.4). 

2.7. COROLLARY. For any nals (X, I I I'll I) the function 

P(x,y)=Px(x,y) = | lco(x)-co(y) I I (x,yeX) 

is a semi-metric on X and we have: 

(2.3) p(-lox, -loy)=p(x,y) (x,veX) 

In a nals X the semi-metric p generates a tonology on X 

(which is not Hausdorff in general) and in the sequel any topologi-
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cal concept such as closeness, completion, continuity, will be under­

stood for this topology. Clearly p is a metric on X iff GO is one-to-

-one. Notice that even when p is not a metric on X we can use senuen-

ces instead of nets. Moreover the topologv on the normed linear space 

(Vx,I I I •I I I) generated by p is the same as the topology generated by 

the norm. 

2.8. REMARK. If A is a closed subset of the nals (X,I I I• I I I) 

then o)(A) is a closed subset of the nals (Xlfll*ll). 

We recall now the definition of the dual space of a nals X 

and some of its properties used in the next sections. 

Let X be an als. A functional f:X -» R is called an almost 

linear functional if *f is additive, positively homogeneous and f(w)> 

>0 for each weWv. Let X be the set of all almost linear functionals 

on X. Define the addition in X by (fx+f2)(x)=f1(x)+f2(x), xeX and 

the multiplication by reals (Xof)(x)=f(Aox), xeX. The element 0eX is 

the functional which is 0 at each xeX. Then X is an als. When X is 

a nals, for feX* define I I If I I I=sup{If(x) I :I I IxI I I<1}, and let X*= 

= {feX*: I I If I I |<»} . Then X* is a nals ([3]) called the dual space of 

the nals X. The dual space X* is ?-{0} if X?-{0} since the corollary 

of Hahn-Banach Theorem extends to a nals (see the introduction and 

the reference cited there). The next corollary is an immediate con­

sequence of the above mentioned result and ([4], • Proposition 3.15). 

We give another direct Droof using only the extension of the corol­

lary of Hahn-Banach Theorem. 

2.9. COROLLARY. If X is a nals such that X?-Vv then Wv„>{0}. 
A X x 

Proof. Let weWx , I I lw| I 1=1 and let feX*, I I If I I 1=1 such that 

f (w) = | I Iwl I I . Define for xeX, f 1 (x) =f (x+ (-lox) ) /2. Then f±^x1t and 

I I lf1l I \=\. 

We conclude this section with some examples from [3], [4] 

which will be used in the next sections. 

2.10. EXAMPLE. Let X= {(a,(3)f R2 : (3eR } . Define the addition 
2 and the multiplication by non-negative reals as in R and define 

2 

-lo(a,0)=(-a,3). The element zero of X is (0,0)eR . Then X is an als 

and we have Vx={ (a,0) :aeR} and Wx={ (0,3) : |3eR+} . Define for (a,[3)eX, 

I I I (a, (3) I I | = |cU+(3. The als X together with this norm is a nals. 

2.11. EXAMPLE. Let X=R+. Define x+y=max{x,y} and for M O , 

A.ox=x and 0ox=0. The element OeX is OeR . Then X is an als such that 

W =X. There exists no norm on X. 

2.12. EXAMPLE. Let X=R. Define the addition and the element 

OeX as'in R and define A.ox=IX|x.. Then X is an als such that WX=X. 
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There exists no norm on X. 

If othevwise not stated, an als (nals) X will be suvposed 

rUO}. 

3. CONES WITH PROPERTY (P) IN A NORMED ALMOST LINEAR SPACE 

Let (X,I I I•I I I) be a nals and C a convex cone of X. 

3.1. DEFINITION. The convex cone C has property (P) in X if 

the relations x,yeX, x+yeC and csC implv that 

(3.1) max {I I Ixl I I,I I |y| I !}<max{I I Ix+cI I 1,1 I Iy+cI I I} 

Note that if C',C are convex cones of X, C ' ^ C and C has 

property (P) in X then C has also property (P) in X. 

Clearly the cone C=W has property (P) in X. The next re-
X 

suit gives more information about the existence of cones with 

property (P) in a nals X. 

3.2. PROPOSITION. In any nals X there exists a maximal con­

vex cone C;,-{0} having property (P) in X and such that W Y C C . 
A 

Proof. Suppose Wv?-{0}. As we observed above W v has nronertv 

(P) in X. Let F be the set of .all convex cones C c X , having proper­

ty (P) in X and such that I L C C . It is a partiallv ordered set, or­

dered by set-inclusion, and by Zorn's Lemma the conclusion follows. 

Suppose W = { 0 } . Then X is a normed linear snace. Let x cX, 
M i x I I 1=1 and let C ={A.x :XeR.} . Then C has propertv (P) in X. In-o o o + o 
deed, let x,yeX such that x+yeC and let ceC . If x+y=0 then (3.1) 
is obvious. If x+y=A x , ^ > 0 , suppose |||vlll<Mlx|||. Let c=X1x , 
X.cR^ and let X=X. A . We have I I |x| I l = (l+X) I I IxI I I-XI I IxI I I< l + l o 
<(1+X) I I Ixl I l-XI I lyl I l<l I I (1+A)x+A.vl I 1 = 1 I I x+c I I I , whence (3.1) fol­

lows. As in the case Wv?-{0} (replacing W v by C ) , the assertion from 
A A O 

the proposition follows by Zorn's Lemma. 

The next proposition yields a necessary condition for a con­

vex cone to have property (P) in X. 

3.3. PROPOSITION. If C is a convex cone having property (P) 

in the nals X then: 

(3.2) I I lc1l I l<l I lc1+c2l I I (c l fc 2eC) 

Proof. Let c ^ c ^ C . We can suppose 0?-| I I c 2 I I I < I I I c± I I I . 

Case 1. I I lc2l I \<\ I Ic-J I I . Choose 0<A.<1 such that (1+A> 
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• I I |c2I I \<\ I |c11 I I . Since c 1+c 2eC r by propertv (P) of C in X we have: 

I I Ic1| | I<max{| | |c 1+Aoc 2 M l , || Ic 2+Aoc 2 M l } 

By the choice of X we must have I 11^1 ||<M \c1+XoC?\ I Ir and (3.2) 

follows how by Remark 2.1. 
C a s e 2. || | c 2 I I | = || | c± I I | . Let 0<u<l, Then I I | uoc 2 I I l< II I c]L II I 

and by the above case we get I I |c, I I l<ll |c +u°c9l I I. Aaain by Remark 

2.1 we obtain (3.2) . 

The necessarv condition for propertv (P) given above is not 

sufficient as the following example shows. 

3.4. EXAMPLE. Let X be the nals described in Example 2.10-

Let C={(a,&)eX:a,BeR +}. Then (3.2) is satisfied for c i rc 2eC but C has 

not property (P) in X. Indeedr let 0<e<l/2 and let x = ( - e r l ) r y=c= 

= (e r0)eC We have x+yeC r II IyI I |<I I IxI I I= l + e,I IIx+cII I=1 and 

I I ly+cl I |=2e<l and so (3.1) fails. 

Let (Xr I II • I II ) be a nals and (Er I I • I I ) , cor X and p be given 

by Theorem 2.3 and Corollary 2.7. 

3.5. LEMMA. Let (XrII I •II I) be a nals satisfying the law of 

cancellation and let CcX be a convex cone having property (P) in X 

and such that WyCC. 

(i) C =co(C) is a convex cone having vroverty (P) in X-.. 

(ii) The closure C of C in X is a convex cone having pro.-nerty 

(P) in X. 

Proof, (i) . By the properties of co given in Theorem 2.3r C1 

is a convex cone. Let now xryeX such that x+y=c1eC1 and let ceC1. 

Let xryeXr crc]LeC such that co(x)=xr co(y)=yr co(c)=c and co(c1)=c*1. 

Then co(x+y) =co(c, ) . By Lemma 2.6 and since X satisfies the law of can­

cellation, for each e>0 there exist x ,yeeX such that 111x^111+ 

+11ly I I l<e and x+y+y =c,+x . Hence, using the hynothesis Wx*Cr we 

get x+y+y +(-lox )eCr and by (2.1) and the property (P) of C in X 

we obtain 

max {II Ixll 1-1 llyeM I r II ly II I -I I l x e M l}< 

<max{l IIx+y^lI I, I I|y+(-lox£)Ill}< 

<max{| I Ix+y +c I II , II ly+(-l<>xe)+cl 11} < 

*max{l I Ix+cI Il + llIv II Ir I Ily+clll + lIlxclI 1} 

Letting e - 0 we get (3.1) r and the conclusion that ^ has property 



316 rc- HODINI 

(P) in X^ follows by the properties of w , 

(ii) Clearly C is a convex cone of X. Let now x,yeX such that 

x+yeC and let ceC. For e>0 there exist c',c"eC such that p(x+y,c")<e 

and p(c,c')<e. Since I |co(x)+co(y)-co(c") I | <e, by (2.2) there exist 

x 1,y 1eX such that GO (X) +CO(V) -GO(C" ) =co (x1) -co(y1) and I I I x 1 I I I + I I I yx I I I < 

<e. Then oo(x+y+Vl ) =co(x,+c
M) and as in (i) above we find x ,v eX with 

I I Ix^l | | + | | |y£l I |<e and such that x+v+y1+v =x1+c
,,+x£. Hence x+y+y + 

+Ye+ (-lox1) + (-lox ) e C Using property (P) of C in X and (2.1) we get: 

max{l I |x| | |, | | lyl I l}-2e<max{| I I x + y ^ l | I, I I ly+(-loX]L) + (-loxe) I I |}< 

fay) <max{l I Ix+y^-Vg+c' III, II I y+(-lox1) + (-lox£)+c' I I |}< 

<max{l I lx+c'Ml, II ly+c'I I |}+2e 

Now I I |x+c' I I l-l I lx+c I I | = | |a)(x)+co(c;) I I-| Ico(x)+co(c) I |<| |co(c')-co(c)|| = 

=p(c',c)<e and similarly I I ly+c'I I I - I I Iy+cI I I<e. By (3.3) we obtain: 

max{I I IxlI I, I I lyl I l}-2e<max{| I lx+cI I I, I I ly+cI I I}+3e 

Letting e •* 0 we obtain (3.1), i.e., C has property (P) in X. 

We have not an example to show that the assumntion on X to 

satisfy the law of cancellation is not superfluous in the above 

lemma. 

We conclude this section with the following remark. 

3.6. REMARK. Let C,cx, be a convex cone having nronertv (P) 
-1 

in X,. Then GO (C) = {xeX, cofxJeC,} is a convex cone having propertv 

(P) in X. 

4. ALMOST LINEAR OPERATORS 

Let X,Y be two almost linear snaces and C a convex cone of Y. 

4.1. DEFINITION. A mapping T:X - Y is called an almost linear 

operator with respect to C if the following three conditions hold: 

(4.1) T(x1+x2)=T(x1)+T(x2) (x1,x2eX) 

(4.2) T(Xox)=XoT(x) (x«X, XeR+) 

(4.3) T(WX)€SC 

We denote by L(X,(Y,C)) the set of all T:X •* Y satisfyina 
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(4.1)-(4.3). We organize Z(xf(YfO) as an als in the following way: 

for TlfT2fTeL(Xf (YfC) ) and AeR we define T^+T^ L (x (Yf C) ) and *oTe 

eL(X, (Y fO) by 

(T1+T2)(x)=T1(x)+T2(x) (xeX) 

(XoT)(x)=T(Xox) (xeX) 

The element OeL(Xf(YfO) is the onerator which is zero at any 

xeX. It is straightforward to show that L(Xf(YfO) is an als. 

4.2. REMARK. If C'f C are convex cones of Y such that C'eC 

then L(Xf(YfC')) is an almost linear subspace of L(X f(Y fO). 

Let us also denote by L(XfY) the set L(Xf(Yf[0})) and by 

A(XfY) the set of all linear operators T:X - Y. Bv Remark 4.2 L(XfY) 

is an almost linear subspace of L(Xf(YfC)) for every CcY. It is easy 

to construct examples of TeL(Xf(YfO) which are not linear operators 

(see Example 4.7 below). Clearly if TGL(Xf(YfO) then we have T'E 

eA(XfY) iff S=-loT where S:X - Y is defined by S (x) =-lo (T (x) ) f xcX. 

Here we also note that the inclusion A(XfY)cL(Xf(YfC)) can failf 

but we always find cones CcY.when it holdsf as the following remark 

shows. 

4.3. REMARK. The set A(XfY) is an almost'linear subspace of 

L(Xf(YfWy)). 

4.4. REMARK. We have: 

(4.4) A( X' VY )^ VL(X f(Y fC))
= U X' Y ) 

(4.5) A(VxfVy)*L(Vxf (Y fO) 

(4.6) A(VxfVy)=L(Vxf (V y fO) 

(4.7) L(Xf (RfR+))=X* 

Formula (4.5) shows that Definition 4.1 generalizes the no­

tion of a linear operator between two linear spaces and (4.6) shows 

that when X and Y are linear spaces then the cone C is superfluous 

and Definition 4.1 is equivalent with the definition of a linear 

operator T:X - Y. Formula (4.7) shows that Definition 4.1 generali­

zes the notion of an almost linear functional on an als X. 
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4.5. REMARK. Let Te L (X, (Y, c) ) . We have TeW., , , . iff T(x) = 

=T(-lox) for each xeX. Conseauentlv if TeW, , ,__ . » then T(X)CC 

4.6. REMARK. If Teyyx,Y) then T(X) is an almost linear sub-

space of Y. If TeL(X,(Y,C)) then T (X) is a convex cone of Y which 

can be not an almost linear subsoace of Y as the followina example 

shows. 

4.7. EXAMPLE. Let Y= {(a, 3) eR2: (3eR+} be the als described in 

Example 2.10 and let X be the almost linear subsnace of Y defined 

by X={(a,(3)eY:|3>|a|} . We have Wx=Wy= { (0,3) :3eR+} . Let Te L (X, (Y,Wy) ) 

be defined by T ( (a,3) ) = (a,a+[3) , (a,3)eX. Then T (X) = {(a,3) eY: 3>2a} 

which is not an almost linear subspace of Y since (-l,0)eT(X) and 

-lo(-l,0)=(l,0)/T(X). Clearly T/A(X,Y). 

When Y is a nals then we can improve some of the above 

statements. 

4.8. REMARK. When Y is a nals, condition (4.2) in Definition 

4.1 can be given only for AeR \ {0} . The fact that it holds for X=0 

is an immediate consequence of (4.1) and Lemma 2.2 (i). This is no 

more true when Y is not a nals. 

4.9. EXAMPLE. Let X=R+ be the als described in Example 2.11. 

Let Y=C=X and define T:X - X by T(x)=max{1,x}, xeX. Then T satis­

fies (4.1), (4.3) and (4.2) for A.?-0 but T^L(X,(X,X)) since T(0)=1. 

4.10. REMARK. Let Y be a nals. We have: 

(4.8) L(X,Y)=A(X,Vy) 

(4.9) {T|Vx:TeL(X, (Y,C) ) } CZ A(VX, Vy) 

(4.10) A(Vx,Vy)=L(Vx,(Y,0) 

The formulas (4.8)-(4.10) are not true when Y is not a nals. 

4.11. EXAMPLE. Let X be the linear space R and let Y=R be the 

als described in Example 2.12. Since Vy={0} we have A(X,V )=A(VX,VV)= 

= {0}. Define T:X - Y by T(x)=x. Then (4.8)-(4.10) do not hold for 

this T. 

Suppose now that X and Y are two normed almost linear snaces. 

For TeL(X,(Y,C)) define 

(4.11) I I IT I I l=sup{| I |T(x) I I I :I I |x| I |<1} 
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and let L(X, (YfC) ) = {TeL(Xf (YfC) ) : I I I T I I I O } . It is easy to show that 

Ill-Ill defined by (4.11) satisfies ( N ^ - C ^ ) , whence L (Xf (YfC) ) is 

an als. It is not always a nals for arbitrary convex cones C«Y (see 

Proposition .4.14 or the example given in the proof of Theorem 4.15 

below). Though we shall avoid the word "norm" when (N,) does not 

holdf in the sequel we shall always consider the als L(X,(Y,C)) eq-

quiped with the I I I •I I I defined by (4.11). 

4.12. REMARK. If C^{0} then L (Xf (Yf C) ) 7- {0} . Indeed, let 

ceC\{0} and let feX*\{0}. Define T(x)=f(x)cf xeX. Then TeL(Xf(YfO) 

and I I IT| I 1 = 1 I If I I I I I lc| I l<» and IIITIM ^0, i.e., TeL(X,(Y,C))\{0} . 

If C={0} then L(X,(Y,C)) may be {0} (e.q., when X=T7V) . We. also note . 

here that if C={0} then L(X,(Y,C)) may be ?-{0} (e.g., when X and Y 

are normed linear spaces). 

4.13. REMARK. It is easy to show that if TeL(X,(Y,C)) and T 

is continuous then TeL(X,(YfC)). The converse will be proved in Re­

mark 5.5 in the next section. 

We conclude this section with some necessary and (or) suffi­

cient conditions on the convex cone CcY in order that L(X,(Y,C)) be 

a nals. As we observed above, if X is a linear space then the cone 

C<Y is superfluous and up to the end of this section we supposeXfiJ^. 

4.14. PROPOSITION. Let C be a convex cone of the nals Y. In 

order that L(X,(Y,C))be a nals it is necessary that the elements of 

C satisfy (3.2). If X=W then this condition is also sufficient. 

Proof. Suppose L(X,(Y,C)) a nals and suppose there are. 

c,,c2eC such that I I I c1-fc2 1.1 l< I I I c11 I I . By Corollary 2.9 there 

exists feWv., I I I f I I I =1. Define T.(x)=f(x)c. , xeX, i=l,2. Bv Re-

mark 4.5, T 1'
T2 e W

L(X (Y O ) a n d w e h a V e '''Tl'''='!'cl!''' 
I I IT-^+T^ I 1=1 I lc +c2 I I I and so (N4) is not satisfied, contradicting 
the hypothesis that L(X,(Y,C)) is a nals. 

The other statement is obvious, since if X=WV then for each 

T«L(Xf(YfO) we have T(X)cC and (N4) follows by (3.2). 

Now we show that nroperty (P) of C in Y introduced in Section 

3 is a sufficient condition in order that L(X,(Y,C)) be a nals. 

Though this condition is not always necessary (see examnle below), 

it is in a certain sense the best Dossible, as one can see in the 

next result. 

4.15. THEOREM. Let C be a convex cone of the nals Y. 

L(X,(Y,C)) is a nals for each nals X iff C has vroverty (P) in Y. 

Proof.' Suppose C has pronerty (P) in Y. Let TeL(X, (Y,C) ) , 

T eW , ,v p,, and xeX, I I |xl I Ir̂ l. By Remark 4.5 we have 
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T-, (x)=T 1 ( - l o x ) ^ C S i n c e T (x)+T (-Jox)^C and by h v p o t h e s i s we n e t 

max{l I IT(x) I I I, I I I T ( - l o x ) I I I}< 

* m a x { | I | T ( x ) + T 1 ( x ) I I I , II | T ( - l o x ) + T 1 (x) I I l}<l I IT+T.J I I 

whence (N.) follows, i.e., L(X,(Y,C)) is a nals. 

If C has not propertv (P) in Y, there exist y^y.-.eY, 

I I ly2l I l<l I \Y, I I I ar-d ceC such that y 1+y 2eC and max {I I ly^cl I I f 
I I ly2+cl I IXI I ly 1M I . Let X be the almost linear subspace of the als 

described in Example 2.10f "defined by X={(af(3)eR :|3>lal}. Define 

I I I (a, |3) I I 1=3 for (af (3) eX. Then (Xf I I I • I I I ) is a nals. Let TeL(X,(YrC)i 

V WL(X,(Y,C)) b e d e f i n e d bv 

T( (af 13) )=2^ y i+£=Sy 2 - ( (a,3) eX) 

T1((a,3))=3c ((af0)eX) 

Since 0>lal for (a,3)eX, we have: 

I I |T((a,3)) I I l<^i£| | | Y ll I I+^21 I ly2l I l<pl I ly1l I I 

and since I I IT((1,1)) I I I = I I |y11 I I it follows that I I IT| I I = I I | Y lI I I. 

Furthermore 

I I I (T+T1) ((a,3)) I I 1 = 1 I l
27e(y1+c)+^2!:(y2+c) I I |< 

<3max{| | |y1+c| II, II lv2+cl I 1} 

whence I I I T+T x I I I <max {III y 1+c III, III y 2+c I I I} < I I l.yx I I I = I I IT I I I which 

shows that L(X,(Y,C)) is not a nals. 

We give now the example promised before Theorem 4.15. 

4.16. EXAMPLE. Let X be the nals described in Example 2.10 
2 and let C={(a,3)eR :a,0eR +}. In Example 3.4 we showed that C has not 

property (P) in X. Let v=(l,0)eVx , w=(0,l>. eWx- For (a,(3)eX we have 

(a,P)=aov+3oW. Let T ^ L (X, (X,C) ) and T 2 e W L ( x (x r ) ) . By (4.9) and 

Remark 4 . 5 we get T. ( (a, 3) ) =aoT .(v)+3°T. (W) , T.(v)eVv , i=l,2 and 

T 2(v)=0. Let T 1 ( V ) = ( Y Q , 0 ) and ̂  (w) = ( Y . , ^ ) , Y i,6 ieR + , i=l,2. Then 

T 1((a f3)) = (aY0+3Y]L#361) and T 2 ( (af 3) ) = ( 3 Y 2 , &
62) ' L e t (a'0) eX' 

I I I (af3) I I I<1. If ay o>0 then I I |TX ( (a, 3) ) I I I =aYo+0Y1+[361< 

<l I I (T,+T-) ((a,P))I Il<lI|T,+T~I||. If ayrt<0 then lay +3Y- K-av +3Y-, 
J . . - . X - - o O l O l 

and by the above case we get I I |T 1((a,3)) I I I<I I IT±((-a,3)) I I I< 
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<| I |T1+T2I I |, i.e., we have (N4) and so L(X,(X,C) is a nals. 

4.17. REMARK. By Proposition 4.14 and Theorem 4.15 we immedia­

tely obtain another proof for PrODOSition 3.3. 

5. MAIN RESULT 

Let X and Y be two normed almost linear spaces and C a convex 

cone of Y. Up to the end of this paper we shall use the following 

notation: 

X1=cox(X) 

Y1=cay(Y) 

C1=coY(C) 

Even when L(X,(Y,C)) is not a nals, it has certain nronerties 

which we give below. 

5.1. LEMMA, (i) For each TeL(X,(Y,C)) there exists (a unique) 

TeL(X1# (Y1fC1)) suoh that uYT=Tux and I I T M = I I I T I I I , 

(ii) The mapping I:L(X,(Y,C)) -* L (X^ ( Y 1 ^ ) ) defined by I(T) = 

=T, is a linear operator such that I 11 (T) I I = I I I T I I I , TeL (X, (Y,C) ) ., 

(iii) If L(Xlf (Y1,C1)) is a nalsy then L(X, (Y,C)) is a nals. 

(iv) If coY is one-to-one then I is one-to-one and onto 

L(Xlf (Y1fC1)), and L(X,(Y,C)) is a nals iff L (X1, (Y1 ,Cl) ) is a nals. 

(v) We have I (L (X, (Y,C) )flA(X,Y) )cL (X][, (Y1 ,C 1) )OA(X 1 ,Y 1) and 

the equality sign holds if coY is one-to-one. 

Proof, (i) Let TeL(X, (Y,C) ) . For xeX- let T (x) =CDV (T (x) ) , 
-1 _-, ~ i j. 

xecox (x) . To show that T is well defined, let x, rx 2eX such that 

c.ov (x. )=co *(x~)=x and let e>0. Bv Lemma 2.6, there exist x ' x " , u eX x i A z r e e e 
such that I I lx'I M + l I lx" I I |<e and x,+x"+u =x~+x'+u . Hence T(x,)+ 

e e J - e e - - . e e l 
+T(x^)+T(ue)=T(x2)+T(x*:)+T(ue) and so cô  (T(x1) J+cOy (T (x

M) )=t .A . / (T(x 2 ) ) + 

+"y(T(xf'))- Then I | a)y (T (xl) ) -a)y (T (x2) ) I | = | | a^ (T (x£) ) -G) y (T (xjl) ) I I < 

<l I IT I I I (I I \x'e\ I 1 + 1 MxJII I I )<| I ITI I le, whence since E><fwas arbitra­

ry, we obtain (.oy (T (x̂ )̂ ) =coy (T (x2) ) , i.e., T is well defined. Using 

the fact that w x ( W x ) = W x , it is easy to show that T e U X j , (Y-^C-^ ) . 

Since for xeco"1 (x) we have I I T (x) I I = 1 lo)v (T (x) ) | | = 1 I IT (x) I I I and 

I |x| | = | I |x| | I , it follows that I ITI 1 = 1 I |T| I l O . 

(ii) By (i) above we have I 11(T)|| = | | |T| I I for each 

TeL(X,(Y,C)). It is straightforward to show that I is a linear 

operator. 

(iii) If T e W L ( x (y C ) ) then by Remark 4.5 we get that 
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I(T)eWT,v ,v - , , . Now (N.) .for Ill-Ill onL(X,(Y,C)) follows bv 
Li \A. . (Y. ,L-| ; ; ** 

(N4) for the norm of L (X̂ ,̂ (Y1 ,C1) ) using (ii) . 

(iv) Suppose co one.-to-one. Plainly, I is also one-to-one and 

to show that I is onto L (Xx , {Y1 ̂  ) ) , let TeL (Xx , (Y ± ,0^ ) . Define 

(5.1) T(x)=ooY
1(T(oox(x))) , (xeX) 

By Remark 2.5, TeL(X, (Y,C) ) and since I I lT(x) I I 1 = 1 |T(cox(x) ) I l< 

<IIT|||||x||| for each xeX, it follows I I I T I I I < I IT I I <°°, i.e., 

TeL(X, (Y,C) ) . By the definition of T we have that I(T)=T, i.e., I 

is onto L(X1, (Y-jvC.,) ) . For the last assertion in (iv) , by (iii) 

above it remains to show that L (Xx, {Y1 ,C1) ) is a nals if L(X,(Y,C)) 

is a nals. The proof is similar with the proof of (iii), observing 

that if TeWT /v ,„ n v, and TeL (X,* (Y,C) ) is such that I(T)=T then 
Li l A - j , l l , , ^ 1 ) J 

L (X (Y C) ) 

' (v) L e t TeL(X,(Y,C))f lA(X,Y) and l e t I (T) =TeL (X1, (Y1 ,C± ) ) . 

L e t xeX, and xeX such t h a t co ( x ) = x . We have T ( - l o x ) =T (oox ( - l o x ) ) = 

=a ) v (T ( - lox) )=-loco (T(x) ) = - l o T ( x ) , i . e . , T E A ^ ^ ) . I f ooy i s o n e - t o -

-one and TEL (Xlf (Y ^ ) )/1A(X1,Y1) then T defined by (5.1) belongs 

to L(X, (Y,C).)nA(X,Y) and we have I(T)=T. 

5.2. REMARK. Let Afe(X,Y) = {TEA(X,Y) :I I ITI I IO} where IIITIII 

is given by (4.11). Using Remark 4.3 and the fact that L(X,(Y,Wy)) 

is a nals (by Theorem 4.15), it follows that Afe(X,Y)=A(X,Y)d 

fiL(X,(Y,Wy)) is a nals. By Lemma 5.1 (v) for C=Wy we have that 

I:Ab(X,Y) - Aj^X-^Y.^ is a linear onerator such that III(T)II = 

= IIIT||I, TeAb(X,Y), and when ojy is one-to-one, then I is one-to-

-one and onto A,(X1,Y1). 

Let K be the convex cone of the linear snace L(EX,EV) defined 

by 

K={TcL(Ex,EY) :T(X1)eY1 , T (Wx JCC^ 

and let 

K-KOL(Ex,Ey) 

5 . 3 . LEMMA. For TeK let T=T I X-^. Then Te L (X.L, (Y-ĵ  ,'C.^ ) and 

I I T I | = | | T | | . 

Proof . C l e a r l y TEL(X l f (Yj^^Cj^)) and | | T | | < I I T | I . Let now zeE x 

M z l K l . There e x i s t x ^ L e X such t h a t z=x - x and I lx ] [ I I + I |x"2 I I < 1 . 



OPERATORS IN NORMED ALMOST LINEAR SPACES 323 

We have I |T(z) I I<I ITfx.^ I l + l lT(x2) I 1 = 1 |T(x1) I | + | |T(x2) I |< 

<| |T| I (| lx.̂ 1 l + l |x2l l)<l IT I I , whence ||T||<||T||. 

5.4. LEMMA (i) The oone K can be organized as an als where 

the addition and the multiplication by non-negative reals .are as in 

L(EX,EY). 

(ii)K is an almost linear subspaoe of K and the als K together 

with the norm I I -II of L(Ex,Ey) satisfy (N1)-(N3). 

(iii) The mapping J:K - L (X-., (Y± ,0^ ) defined by J(T)-T|X ' , 

TeK, is a linear operator suoh that I IJ(T) I | = | |T| I, TeK, and J is 

one-to-one and onto L (X.. , (Y, ,C1) ) . 

(iv) (K,||-||) is a nals iff LtXj, (Y^C^) is a nals". 

Proof, (i) Observing that if T-^T-^TeK and A,eR+ then T-j+T^eK 

and AoT=XTe/(, it remains to define -loTeK. For zeEv, z=x -x0 , 
A 1 __ 

x^X.^ , i=l,2, let (-IOT) (z)=T(-l«x1)-T(-lox2)*EY. It is easy to 

show that -loT is well defined and that -loTeK. Now a simple verifi­

cation shows that K is an als. 

(ii) Let TeK. Since (-loT) I X-^-lo (TI X±) ,. by Lemma 5.3 it 

follows that I 1-loTl | = || (-IOT) IX.J 1 = 1 ITIX.̂ 1 1 = 1 IT I |<». The proof of 

the assertions in .(ii) is now obvious. 

.(iii) By Lemma 5.3, for TeK we have J(T) eL(Xlf (Y-^C-^) and 

I IJ(T) I 1 = 1 IT I I . It is straightforward to show that J is a linear 
E > 

z=x -x2 , x.eX. , i=l,2, define T(z)=T{x )-T(x2)eEy . This mapping 

is well defined and TeL(Ex,Ey). Clearly TeK and TIX-^T- By Lemma 

5.3 we get I IT I I = | ITI |<«, i.e., TeK and since J(T)=f it follows that 

operator which is one-to-one. Let now TeL (X.. , (Y, ,-C, ) ) and for ze,. 

J is onto L(XX,(Y1,C1)). 

(iv) Using Remark 4.5 and the definition of -loT for TeK it 

is easy to show that TeW^ iff J(T)eWT/v ,,r n w • T n e assertions 
% J\ ii \A^ , 11 1 , ^ 1 ) ; 

of (ivj follow now immediately. 

We can now prove the converse statement in Remark 4.13, 

5.5. REMARK. If TeL(X,(Y,C)) then T is continuous. Indeed, 

let T =J~ I(T)eK, where I and J are given by Lemmas 5.1 and 5.4. Then 
I (T)=J(T, )=T, |X, . Now let x ,xeX such that lim pv(x ,x)=0. T7e have 1 1 1 n n-*°° A n 

py(T(xn),T(x)) = | |coY(T(xn))-coY(T(x)) I | = | |I(T) (cox (X R) )-I (T) (ux(x)) I 1 = 

= 1 |T1(cox(xn) J-Tj^f^fx) ) I I - 0, since T ^ L f E ^ E ^ and Mcox(xn)-

-ox(x)I|=px(xn,x) - 0. 

The main result of this paper is the next theorem which gives 

(E,||-I.l) and co from Theorem 2.3 for L(X,(Y,C)) when it is a nals. 

Unfortunately we are able to nrove it under the stronger assumption 

(in view of Lemma 5.1 (iii)) that L{Xl,(Y1fC1)) is a nals. Let I 
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and J be given by Lemmas 5.1 and 5.4, and denote by K1 the following 

subset of L(EX,EY): 

K1=j"
1I(L(X,(Y,C))) 

5.6. THEOREM. If L (X.. , {Y1 ,C ) ) is a nals, then fov the nals 

L(X,(YfC)) the following assevtions are tvue: 

(i) E ,x ,y .. is a lineav subspace of L(Ex,Ey) and we have 
EHX,(Y,C))=Kl-Kl-'The *orm%fln E L ( X / ( y > c ) ) is deHned for 
TeEL(X,(Y,C)) b» 

, , T , , ^ ( x , ( Y , c ) )
= i n f { , , T l , , ^ V V + " T 2 , , ^ W 1 

wheve the inf is taken over all T ,T2eK.. such that T=T1-T2. Moveovev 

I IT I I =1 ITI | , ) (TeK ) 
EL(Xf(YfC)) L(ExfEy) 

(ii) We have CJ L ( X ,,, C ) ) = J ~ I and ^L (X, (Y,C) ) (L (X' (Y' C ) J J = K1 

is an almost lineav subspace of the als K such that (K1,1 I • I I , „ ,) 

is a nals. 

(iii) If coy is one-to-one then the conclusions of (i) and (ii) 

hold fovKy=K and the mapping co ,x ,y -,, ^ is now one-to-one. 

Proof. As we have noted above, since L(X1,(Y1fCx)) is a nalsf 

by Lemma 5.1 (iii)f L(X f(Y fO) is also a nals. Usinrr Lemmas 5.1 and 

5.4 together with the observation that since J I is a linear opera­

tor then K1 is an almost linear subspace of Kf it is easy to show 

that the linear space K,-K, endowed with the norm defined at (i) 
— 1 above, and the linear operator J I satisfy all the requirements of 

Theorem 2.3 for the nals L(X,(Y,C))f as well as (i)-(ill) above. 

Even when coy is one-to-onef we have not the eauality sign in 

the inclusion K-KCL(E fE ) f as the following examnle shows. 

5.7. EXAMPLE. Let X be the nals described in Example 2.10f 
2 

Y=R endowed with the Euclidean norm and C C Y be the convex cone 
{(af0):aeR,}. Since C has nronertv (P) in Yf bv Theorem 4.15f 

-j- 2 

L(X,(Y,C)) is a nals. We have X=Xlf Y=Yx=Ey and EX=R endowed with 

the norm I I (a,&) I l = lal + l 01 , (af[3)eR
2. Let TeL(ExfEy) be defined bv 

T((afp)) = (af3) , (af0)eEx. SunDOSe T=T1-T2 , T^K, i = lf2, Then for 

the element (0fl)eW , we must have ^((0f1))=(aif0)eCf i=lf2. Hence 

T((0,l))=(0fl)=T1((0f1))-T2((0f1))=(a1-a2,0), which is not possible. 
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6. APPLICATIONS 

The aim of this section is to obtain certain classical theo­

rems from the the theory of operators in normed linear spaces, within 

the framework of normed almost linear spaces. For the proofs we 

shall use Theorem 5.6f the corresponding theorem known in normed li­

near spaces, as well as the following result. 

6.1. LEMMA. A nals (XfI I I •I I I) is complete iff (E^, I I -II )is 

a Banaoh space and X, is norm-closed in E . 
Proof. Suppose X complete. Then X.. is comDlete in the I I 'I I 

of E x and so closed in E^. We show now that E x is a Banach space. 

Let {z } c E v be a Cauchy secruence. We can suonose passing to a n n—J. A -
subsequence if necessary) that for each neN we have 

I |z -z I K-4TT for eacn P--1 

n n+p «n+l 
2 

Let Z 1
= X

1 " Y 1 ^ x^y.eX. . Since ||z2-z ||<l/2 , .there exist x^y^eX, 

such that z2~zi=x2""y2 a n d M x21 | +1 |y21 |<l/2 . Then z2=(x,+x2)-

-(y-^y-)) where I Ix21 I <l/2 , ||y2ll<l/2 . By induction on n we find 

two sequences [x.} . . , (y.)? ,CX. such that for each n4N we have 

zn=(-^i=lxi)"(^i=lyi) a n d f o r n~ 2 w e h a v 6 Mxnll<l/2
n
f Mynll<l/2

n. 
For each neN, let x = I n

= 1 x eX and Y n
= I n

= 1 Y-EX-I- Clearly, {x }" 1 
and [y }°°:=1 are Cauchy sequences and since X is coranlete, there 

exist X.VEX, such that lim I|x -x|1=0 and lim Ily -y|1=0. Then -* 1 n-»«> n n-*-<» n 
for z=x-y^Ev we have lim ||z -z||=0f i.e.f E v is a Banach space. A n-»°° n A 

The "if" part is obvious. 

Simple examples show that the assumption (E„fI I"I I) be a 

Banach space does not imply that X., is norm-closed in E . 

We can now prove e.g. the extensions of Banach-Steinhaus 

Theorem and the inverse manping theorem from .the theory of normed 

linear spaces. 

6.2. THEOREM. Let X be a complete nals, Y a nals such that 

o)y is one-to-one and CcY a closed convex cone such that L(Xf(YrC)) is 

a nals. Let {T } °° . be a sequence in L(Xf(YfO) such that 
n n=l ^ m 

limn_^pY(Tn(x) fT(x) )=0 for each xeX. Then the sequence {II IT̂ I I l}n==1 

is bounded and TeL(Xf(YfC)). 

Proof. Since cov is one-to-one and C closed, it is easy to 

show that TeL(Xf(YfC) ) . Now for each xeXf | | | X | M < 1 we have 

I I |T(x) I I | = | |o)Y(T(x)) I |£| |a)Y(T(x))-coY(Tn(x))| I +1 |o)y (Tn (x) ) I I = 

=PY(Tn(x)fT(x)) + | I |Tn(x) I I |<pY(-Tn(x)fT(x)) + | I |Tnl I I for each neN, 
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and so i f we show t h a t {MIT IK|} = 1 i s bounded , t h e n T€L (X, (Y,C) ) . 

S i n c e Co,, i s o n e - t o - o n e , by h y p o t h e s i s and Lemma 5 , 1 ( i v ) , 

L(X lf (Y-^C.^) i s a n a l s . By Theorem 5.6, coL ( x ( v c) . (T n )eK, neN. Then 

°*L(X (Y C) ) ^ n * l x i = T n e L ( X 1 # (Y 1 ,C 1 ) ) and covTn=Tncox , neN. Hence and 
by h y p o t h e s i s we have f o r e a c h x e X - t h a t 0=lim _|fcoopv(T ( x ) , T ( x ) ) = 

=lini I l&vtT (xJJ-OL-fTlx)) I l=l in i I I i (cov (x) ) -cov (T (x) ) I I and so n-*-°° x n x n-*-°° n x Y 
f o r each xeX, t h e s e q u e n c e {T (x)}°° , c o n v e r g e s t o an e l e m e n t of Y, . 

1 n n = l i 

L e t z £ E x , z = x 1 - x 2 , x . e X 1 , i = l , 2 . Then co L ( x ( y C ) ) ( T
n ) ( z ) = 

= T n ( x 1 ) - T n ( x 2 ) and so t h e s e q u e n c e (<oL(x ( y c . ) . (Tn) (z)}™=1 c o n v e r a e s 

t o an e l e m e n t of E . By Lemma 6 . 1 , E i s a Banach s n a c e , whence bv 

B a n a c h - S t e i n h a u s Theorem t h e secmence { | |co_ / v ,.. „ , , (T ) | | } . i s 
L(X, (Y,CJ J n n=l 

b o u n d e d . S i n c e I lo>L ( x ( y c* . (T ) I 1 = 1 I IT *| I I f o r e a c h neN, t h e s e ­
que n ce {MIT I I I } 0 * , i s b o u n d e d . 
^ n n=l 

6 . 3 . THEOREM. Let X,Y be two complete novmed almost lineav 

spaces such that both cov and cov ave one-to-one. I-P TeL(X, (Y,WV)) is 

one-to-one and onto Y and T(WX)=WV , then the invevse opevatov T eL(Y, (X,W ) ) . 

P r o o f . By Remark 2 .4 we have cov(Wv)=Wv and cov(Wv)=W_- . By 
—"^--— X X X , x x Y-j 

Theorem 4.15, L(X,(Y,Wy)), L(X1,(Y1,WY )), L(Y,(X,WX)) and 

L(Y.,,(X ,W )) are normed almost linear spaces. Let TeL(X,(Y,W )) be 

one-to-one and onto Y and T(W )=Wy , and let T=co , (y w )) (T)eK* 

Then ^ I Xr=TeL (X1, (Y1 ,Wy ) ) and TG)X=COVT . We show that the
Ybounded 

linear operator T,:EV - E v is one-to-one and onto E . Let z,,z0eEv 
T X x _ 1 —> X 

such that T1 (z1)=T1 (z2) . Let x.eX, l<i<4, such that z1=cox (x̂ )̂-cox (x2) 

and z2=cox(x3)-cox(x4) . Then T± (z^ =T (cox(x1) )-T(cox(x2) )=cov(T(x1) )-

-C0Y(T(X 2)), and similarly, T1 (z2) =coy (T (x3) ) -cov (T (x4 J ) , and so 

coy (T(x1+x4) ) =coy (T(x2+x3) ) . Since cov and T are one-to-one, it follows 

that xi + x4 = x9 + x3 ' w h e n c e z1=co (x-jj-co (x2)=cox(x3)-cox(x4)=z2 , i.e., 

T-, is one-to-one. Let now ueEv and y,,y2eY such that u=cov (y1) -coy(y2). 

Since T is onto Y there exist x.,x2eX such that y.=T(x.), i=l,2. 

Let z=cox(x1)-cox(x2) eEx . We have T1 (z) =T (co^Xj^)) -T (cox(x2) ) = 

=coY(T(x1) )-coY(T(x2) )=coy (y-ĵ J-cOy (y2)=u, i.e., T-̂  is onto E y. By the 

inverse mapping theorem, there exists T 1 €L(EV,EX) such that 

TT (T1(z))=z for each zeE . We show now that the following inclu­

sions hold: 

(6.1) T 1
1(Y 1)CX 1 

(6.2) T T ^ V )<^WV 
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For the proof of (6.1), let yeY and zeE such that T~ (y)=z. Let 

yeY such that y=0)Y(y) and let xex such that T(x)=y. Then T1(z)=y= 

=co (T(x) )=?(co (x) )=T, (cox(x) ) and since T, is one-to-one, it follows 

that z=u (x)-eX-. For the proof of (6.2), let w, ew . By (6,1) we get 
X 1 1 X , 

T~ (w,)=xexl. By Remark 2.4, there exists w-̂ W-y with w =coY (w, ) . By 

hypothesis there exists weW such that w =T(w). We have T, (x) =w = 

=coy(T(w) )=T(cox(w) )=T (co (w) ) , and since T.. is one-to-one, we get 

x=co (w) . Again by Remark 2.4, xeW . 
X X, 

Using (6.1), (6.2) and the hvpothesis that cov is one-to-one, 
x 

by Theorem 5.6, there exists Tf eL (Y, (X,W..) ) such that GCL,Y , w vx(T') = 

=T~ . It remains to show that for each xeX we have T' (T(x))=x, i.e., 

T'-S-T"1. Let us denote by I' :L (Y, (X,WV) ) - L(Y,,(X, ,WV ) the manning ' 
A 1 1 X-j 

given by Lemma 5.1 (ii) . Let xeX and y=T(x). We have co (T'(T(x)) = 
=cox(TMy)) = (I

r(T'))(coY(y))=coL(Y^(x^w. } } (T') (coy(y) )=T^ (coy(y) ) = 
x 

=T^1(coY(T(x) ) )=T~
1(T(cox(x) ) )=T1

1(T1(cox(x) ) )=cox(x) , Since cox is one-

-to-one, we get Tf(y)=x, which completes the proof. 

As one can see in the above Theorems 5.2 and 5.3, the for­

mulations in our more general setting of some results known in the 

theory of operators in normed linear spaces is not difficult. The 

above method may be used to prove other results. We can not.prove or 

disprove in the framework of normed almost linear spaces the closed 

graph theorem and the open mapping theorem. We also do not know 

whether a nals L(X,(Y,C)) is complete if Y is complete. It is easy 

to show that if V is a Banach space then V , /y c . . is a Banach 

space. 
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