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VARIATIONAL METHODS OF SOLVING LINEAR AND NONLINEAR 
BOUNDARY VALUE PROBLEMS 

S. G. MIHLIN, Leningrad 

1 Introduction 

Some results concerning variational methods and their applications to linear boundary 
value problems are given in the monograph [1] which appeared in 1957. In the present 
report, the results of the author and his pupils L. N. Hagen-Thorn, G. N. Yaskova, 
I. V. Gelman, A. Langenbach, S. N. Rose, M. N. Yakovlev, are described; some 
results obtained by L. M. Kacanov and V. M. Mitkevic are also considered. These 
investigations deal with the problem of stability of Ritz procedure and with the 
application of the variational methods to nonlinear problems. 

In this Introduction we give some earlier results which will be used later. 

1.1 The generalized solution and the variational problem. Let us consider the 
equation 

.(1) Au=f 

for unknown w, where A is a linear operator in a given Hilbert space H, and/ and u 
#re elements of the same space. We suppose that A is positive definite. This implies 
that the domain D(A) of the operator A is dense in the space H and that there exists 
a constant y > 0 with 

(2) (Au,u) = y2\\u\\2
9 ueD(A); 

if if is a real Hilbert space then it is necessary to suppose in addition that A is sym­
metric. 

If A is positive definite, then the equation (2) has a generalized solution which can be 
•constructed in the following way. We introduce (see [2]) a new Hilbert space HA 

which is the closure of the set D(A) in the metric generated by the scalar product 

<3) [u, v\ = [u, v]A = (Au, v) . 

We term the space HA an energetic space; the norm in HA will be denoted by |u | 
or \u\A. It is known that HA can be imbedded in H and that the inequality 

<4) H^M 
7 

holds. 
The functional (u,f) is bounded in HA. Using the known theorem of F. Riesz we 

-conclude that there exists a unique element u0 e HA such that (u,f) = [u, w0] for 
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u e HA. This element u0 is the generalized solution of equation (l); more definitely >. 
u0 satisfies the equation Au = / , where A is the so called K. Friedrich's self-adjoint 
extension of A; the operator A is also M. G. Krein's "hard" extension of A (see [3]).. 

Let {wk} be a complete orthonormal set in HA. Then 

(5) u0 = £ (/, wk) wk . 
k 

The generalized solution minimizes the functional 

(6) F(u) = [u9u]-2Re(u9f)9 

the domain of this functional being the whole space HA. 

1.2 Ritz procedure. Let H be separable; then HA is also separable. We may con­
struct an approximation of the generalized solution u0 using the well known Ritz: 
procedure. 

Let the sequence vn9 n = 1, 2, . . . satisfy the following conditions: a) vneHA9 

n = 1, 2,. . . ; b) the elements vl9 vl9 ...9vn are linearly independent for every n; c) th& 
sequence {vn} is complete in HA. The elements vl9 vl9... are called coordinate ele­
ments, the sequence {vn} is called a coordinate system. 

We choose a positive integer n and look for an approximation to u0 in the form 

(7) un = ta<C\; 
k = l 

the coefficients ah
n) are to be determined from the condition that the value of F(un) be 

minimal. This condition leads to the following linear algebraic system (Ritz system) 

(8) t[vk,vJ]a<k
n) = (f9vJ); j = l929...9n9 

fc=i 

which has a unique solution. Substituting it into formula (7) we obtain the so-called 
Ritz approximate solution of the equation (1). 

The following relations hold: 

(9) \un-uo\l09 

(10) KUK|. 
The matrix of Ritz system will be called in the following Ritz matrix. It coincides 

with Gram's matrix of the elements vl9 v29 ...9vn in HA. The quantities a[n) satisfying 
the system (8) will be called Ritz coefficients. 

2 Stability of Ritz Procedure 

2.1 General remarks. If the coordinate system satisfies conditions a) to c) of the 
Introduction, then Ritz approximate solution un converges to the generalized solution 
u0 of the equation (1) (see formula (9)). This is true if the approximate solution itself 
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is calculated exactly, without any error. But actually, this is usually not so: Ritz 
coefficients are derived from the system (8), which is constructed and solved approxi­
mately, with some errors. If the order of Ritz system is small, in other words, if we 
construct a rough approximation, then these errors are not essential and every coordi­
nate system satisfying the conditions a) to c) mentioned above is practically suitable. 
But if we wish to construct a more exact approximation we are obliged (this is obvious 
from formula (9)) to use Ritz systems of higher orders, and the errors commited in 
calculating the matrix and the right-side members of the system (8) may become signi­
ficant. Thus there arises the problem of stability of Ritz procedure as to small errors 
of the type mentioned. The main results concerning this problem are given below. 

2.2 Strongly minimal systems of elements. Let H be any Hilbert space. An infinite 
countable set {vn} of its elements is called a strongly minimal system in this space 
(see [4]) if the least eigenvalue of the matrix 

(11) K = (fPj, V^jiZ'x 

is bounded from below by a positive number independent of n. A strongly minimal 
system is also simply minimal in the same space. 

Theorem 1 (see [5] and [6]). Let A and B be two self-adjoint positive definite 

operators, and let the space HA be imbedded in HB.Ifvk e HA9 k = 1, 2,..., and if the 

system {vk} is strongly minimal in HB9 then it is also strongly minimal in HA. 

Corol la r ie s . 1) If the conditions of Theorem 1 are fulfilled then every system which 
is orthonormal in HB is strongly minimal in HA. 2) If the operator A is positive definite 
and a system is strongly minimal in if, then this system is strongly minimal in HA. In 
particular, every system orthonormal in H is strongly minimal in HA. 

2.3 On the stability of Ritz procedure. Suppose that every energetical product 

[vj9 vk~\ in Ritz system (8) is calculated with some small error gjk = gkj9 and the right-

side members (/, Vj) of the same system are calculated with a small error dj. Instead of 

(8) we obtain the following system 

(12) t {[>*, Vj]A + gkj} 4 W ) ' = (/, Vj) + dj, j = 1, 2,..., n . 
fc=i 

We denote by G the matrix of elements gkj. This matrix generates an operator in the 

n-dimensional unitary space; the norm of this operator will be denoted by ||G||. We 

denote by d9 a
(n), a ( w )' the column-vectors with components 

d\9 dl9 ...9dn\ 

00 
n 
00' 

/ 7 ( n ) л ( и ) д ( ł l ) 

" 1 ? " 2 > •••' u n 

ay" ,a 2 ' " , . . . , an 

respectively. 
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The solution of Ritz system is called stable (relatively to small variations of the 
matrix and the column of the right-side members of this system), if there holds an 
inequality 

(13) | a « ' - a « | = p\\G\\ + q\d\, 

where the numbers p and q do not depend on n. 

Theorem 2. If the coordinate system is strongly minimal in HA, then the solution 
of Ritz system is stable. 

Let us explain the significance of Theorem 2. Let m be the positive lower bound of 
eigenvalues of the matrices Rn; the coordinate system being strongly minimal, m does 
not depend on n. Suppose that ||G|| < m; then 

fl-A U»r - «« | | < m-3'2\\G\\\u0\A + m-^d\\ 
1 } " " = 1 - m-l\\G\ 

The results of sections 2.1 — 2.3 are given in [5] and [6]. 

Theorem 2 is extended in [7] to the case of Bubnov-Galerkin procedure (see [1]). 

2.4 The stability of Ritz approximate solution (see [6]). 

Theorem 3. If the coordinate system is strongly minimal in HA, then Ritz approxi­
mate solution is stable relatively to small variations of the matrix and the column of 
the right-side members of Ritz system. 

Let us explain the assertion of Theorem 3. Denote 

k=l 

where the coefficients af£y satisfy the system (12). If the coordinate system is strongly 
minimal in HA, then there exist two constants pt and q1 independent of n and satis­
fying the inequality 

\u0-um\^Pl\G\+qi\d\. 

2.5 On a certain numerical experiment. Using Ritz procedure, V. M. Mitkevic 
(see [8]) has solved approximately the problem of bending of a ring-sectorial plate 
which has the outer arc edge clamped, while the rest part of the boundary is free. The 
author used two coordinate systems. The first system consists of the functions wtj = 
= Qi+1Q2j, where Q = (r — &)/a, r and 0 being the polar coordinates; the symbols a 
and b denote the outer and the inner radii of the plate. The second coordinate system 
is obtained from the first by orthogonalisation. 
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As we can demonstrate, the first coordinate system is not strongly minimal in the 
corresponding energetical space, while the second system is strongly minimal in this 
space — it follows immediately from Corrolary 2) in section 2.2. 

The computations were performed on the electronic computer "Strela" of the 
Moscow Computing Centre of the Academy of Sciences of USSR; this computer 
calculates to 9 decimals. There were introduced some special commands in the com­
puting program so as to introduce zeros in some of the last decimal places; this per­
mits to introduce some small errors in Ritz matrix. 

12 coordinate functions were used in the both calculations. 

V. M. Mitkevic gives in [8] the value of the ratio of errors of certain unknown 
quantities to the error of the elements of Ritz matrix. When the first coordinate 
system was used, this ratio was of the order 104 —105 for Ritz coefficients, of the 
order 50 — 100 for the normal displacements and of the order 500 — 1000 for the bend­
ing moments. When the second system was used the errors of the mentioned quanti­
ties were of the same order as the errors of the elements of Ritz matrix. The ratio men­
tioned above varies between the limits 0-10 and 5-31, with the exception of one of 
Ritz coefficients, for which this ratio was 39.7. 

2.6 On the condition number of Ritz matrices. It was supposed in the preceding 
sections that the solution of Ritz system is calculated exactly, so that errors arise only 
in the process of setting up this system. However, round-off errors are inevitable in the 
numerical solution of an algebraic system. If the coordinate system is only strongly 
minimal in HA, then the condition number of Ritz matrix may increase indefinitely 
together with its order and the solution of Ritz system (8) may be unstable relatively 
to round-off errors. 

The condition number of Ritz matrix is equal to the ratio of the maximal and 
minimal eigenvalue of this matrix; the mentioned number is evidently bounded if the 
eigenvalues of Ritz matrix are bounded from above and below by positive numbers 
independent of the order of the matrix. 

The last condition is fulfilled if the coordinate system is chosen as described below. 
Let B be a positive definite operator and let the spaces HA and HB consist of the same 
elements, i.e. D(^/A) -= D(JB). If any set orthonormal and complete in HB is 
chosen as a coordinate system, then the eigenvalues of Ritz matrices are bounded as 
described above. 

2.7 On the convergence of the discrepancy to zero (see [9]). Let A be a positive 
definite operator, and assume that equation (1) is solved approximately by means of 
Ritz procedure. Let un be the corresponding approximate solution. In general the 
discrepancy Aun — / does not converge to zero as n ->oo; indeed if Aun — / -> 0 
(n -> oo) for every coordinate system, then the operator A is bounded. 
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But if the coordinate system is specially chosen, then the discrepancy Aun — / may 
converge to zero even in the case of an unbounded operator A. One method of such 
a choice is given by the following theorem. 

Theorem 4. Let A and B be self-adjoint positive definite operators with a common 

domain, and let B have a pure point spectrum, i.e., let the set of the eigenelements 

of B be complete in the given Hilbert space. If the set of eigenelements of B is chosen 

as a coordinate system, then Aun — / -> 0 (n -•oo). 

2.8 On a rational choice of the coordinate system (see [10]). Positive definite and 
self-adjoint operators A and B are called semisimilar if DQJAL) = D(^/B). Let A and 
B be semisimilar. If any set orthonormal and complete in HB is chosen as a coordinate 
system for the equation (l), then Ritz approximation is stable and the condition 
number of Ritz matrix is bounded independently of its order. 

Positive definite self-adjoint operators with a common domain are called similar. 
Let the operators A and B be similar, and let B have a pure point spectrum. If the set 
of the eigenelements (which we suppose to be normalized in HB) of B is chosen as a 
coordinate system for equation (1), then Ritz approximate solution is stable, the con­
dition number of Ritz matrix is bounded independently of its order and Aun — f -> 0 
(n ->oo). 

E x a m p l e 1. Consider the differential equation of the second order 

(15) -.±(p(x)^j + q(x)u=f(x) 

with the boundary conditions 

(16) u(0) = u(l) = 0 . 

We suppose for simplicity that the functions p(x), p'(x), q(x),f(x) are continuous 

on the segment <0,1>, p(x) _̂  p = const > 0, q(x) = 0. The operator B, where 

Bu = — u"(x), u(0) = i/(l) = 0 is similar to the operator given by formulas (15) and 

(16). The eigenfunctions of B which are normalized in HB, are given by the following 

formula: 
h . 

vn(x) = --— sin nnx ; n = 1,2,... 
nn 

If these functions are chosen as the coordinate ones for the problem (15)—(16), then 

Ritz approximate solution is stable, the condition number of Ritz matrix is bounded 

and 

d X d2

Mo| 

dx 2 dx2 
0 (и -юo), 

I-a 

where u0 is the generalized solution of the problem (15) —(16). 
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Example 2. Now let us consider equation (15) under the boundary conditions 

(17) tt'(O) - a n(0) = 0 , tt'(l) + b M(1) = 0, a > 0 , b > 0. 

The operator — d2/dx2 under conditions (17) is similar to the operator (15)—(17). 
But it is difficult to construct the eigenfunctions of the similar operator because 
this construction is connected with the problem of solving a certain transcend­
ental equation. However, it is easily to indicate a semisimilar operator and a system 
of functions which is complete and orthonormal in the corresponding energetic space. 
For example, such a semisimilar operator is given by the formulas 

Bu = - — , tt'(0) - n(0) = 0 , tt'(l) = 0 ; 
dx2 

the corresponding energetical product and energetical norm are 

(18) [w, v]B = tt(0) v(0) + f M'(X)7(X) dx , 

\u\l = \u(0)\2+jy(x)\2dx. 

The set of functions 
J2 . Jl . . Jl . 

1, x, 2— sin nx, y— sin 2nx,..., -y— sin nnx,... 
n 2n nn 

is complete and orthonormal in the metric defined by (18). 

Example 3. We proceed to the case of m variables, and consider the Dirichlet 
problem 

<19) " Z /" U*£-) + Cu= M I "Is - 0, 
j,k=i dxj \ dxkJ 

where the differential operator is elliptic nondegenerate; S denotes the boundary of 
a finite region D. We suppose for simplicity that the function Ajk and C are suffi­
ciently smooth and that C i= 0. 

Let us suppose that the formula 

(20) x' = x'(x) 

realises a one-to-one mapping of the region D onto a certain region D', and that the 
eigenfunction of the Dirichlet problem for Laplace's equation and the region D' are 
known. We also suppose that the function (20) is sufficiently smooth and that the 
Jacobian J = D(x')/D(x) is bounded from below by a positive constant. We suppose 
finally that the boundary S' of the region D' consists of a finite number of sufficiently 
smooth surfaces. 

«* 83 



The transformation (20) changes the problem (19) in the following one: 

(21) - I — 
Lfc=l ÕXj 

Ajk 
õu 

+ CJu = Jf; u\ 

The operator of the problem (21) is semisimilar to the operator 

(22) -Au = 0, w|s, = 0 ; 

if the set of the eigenfunctions of the operator (22) is chosen as a coordinate system 
for the problem (21), then Ritz approximate solution is stable and the condition 
number of Ritz matrix is bounded. 

We may indicate two cases when the operators of the problems (21) and (22) are 
similar: 1) the boundary S' is sufficiently smooth, 2) m -= 2 and the boundary S' 
consists of a finite number of arcs, each of which is sufficiently smooth and at each 
corner the inner angle is less than it. In these cases we may conclude that 

m rs 

z — 
Lл = i дXj 

A' 
Sx'k. 

+ CJu„ - Jf 0 (n ->oo) 

where un is Ritz approximate solution. It follows from the last relation that 

d2u„ d2uf 

дx'j õx'k õx'j õx'k 

0 (n -»oo), 
L2 

where u0 denotes the generalized solution of the problem (21). 

3 Variational Methods in Nonlinear Problems 

3.1 The variational problem in Hilbert space (see [11], [12] and [13]). 

Theorem 5. Let P be a nonlinear operator which acts in a real Hilbert space H 
and is defined on a dense linear set M. Let the following conditions be fulfilled: 
1) po -= 0; 2) Gateaux*s differential P'(u) h exists for every u,heM and this 
differential is linear with respect to h; the element P'(u) h is continuous in any two-
dimensional plane containing the fixed point u; 3) the operator P'(u) is symmetric 
and positive for every ue M, i.e., for any u, hu h2,heM the relations 

(P'(u)hu ft2) = (h 1 ) P' (u) / l 2 ) , 

(P'(u) h,h)>0, h*0 

are true. If the equation 

(23) Pu=f, feH 

has a solution, then this solution is unique and minimizes the functional 

(24) F(u) = f (Ptu, u) dř - (f, u) . 
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Conversely, if there exists an element of the set M\vhich minimizes the functional 
(24), then this element satisfies the equation (23). 

Theorem 6. Let the conditions of Theorem 5 hold and let there exist a constant 
y > 0 such that 

(25) (P'(u)h,h)>y2\\h\\2. 

Then the functional (24) is bounded from below and every sequence which mini­
mizes this functional converges in H. 

This limit, the existence (and uniqueness) of which follows from Theorem 6, is 
called the generalized solution of the problem of minimizing the functional (24). 

Theorem 7. Let the conditions of the Theorem 5 hold and let there exist positive 
constants ft and y such that 

(26) (P'(u) h, h) £ /?(P'(0) h, h) £ y2\\hf 

for any u9he M. Then the generalized solution of the problem of minimizing the 
functional (24) belongs to the space HA where A = P'(0). 

3.2 The variational problem in Sobolev spaces (see [14]). Let £ be a Banach space 
with a weakly compact sphere. A functional F(u) with domain E is said to be essen­
tially convex if the inequality 

f(au + bv) < af(u) + bf(v), u * v 

is true for any elements u9veE and any positive numbers a, b with a + b = 1. 

Theorem 8. Let the functional F(u) with domain E be increasing, lower semicon-
tinuous and essentially convex. Then this functional is bounded from below; and 
there exists a unique element u0e E such that 

F(u0) = infF(u). 
ueE 

Every sequence which is a minimizing one for the functional F(u) converges weakly 
to u0. 

Now suppose that the functional F has a linear Gateaux's differential in every point 
ueE and that the domain of grad F is not empty. We also suppose that the remainder 
k(u9 h) of Gateaux's differential satisfies the inequality 

k(u9 h) ^ a||ft||1+e, a, e positive constants . 

Then every minimizing sequence converges strongly to u0. 
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We shall consider the problerh of minimizing the functional 

(27) F(u) = G(x., x2, ...,xm;..., a^... t Jm,...) dx , 

i = 1,2, ....AT; j = 0,1,..., /; j . + ... +jm=j, 
where 

*i if....Уifi ðxí1 . . .ðx^ 

the minimum is to be found on the set of functions which satisfy the boundary con­
ditions 

(28) ujL.tJm\s = 0; f = l,2,...,N, j = 0 , l , 2 , . . . , / - l . 

We suppose that the function G is defined for any xe D and for any values of the 
variables uV ; . 

Jl » . . . » Jm 

Important cases of this problem are investigated in the classical works of S. N. 
Bernstein and L. Tonelli and also in some papers by Ch. Morrey and A. G. Sigalov. 
Here we shall formulate only one theorem proved by I. V. Gelman [14]. The symbol 
Wy\D) will denote the set of functions which belong to the Sobolev space W^\D) and 
satisfy the boundary conditions (28). 

Theorem 9. Let the function G have the following properties: 

1) This function and its derivatives of the first and second order with respect to 
the variables w}'/*...fJ-m are continuous in the whole domain of the function G. 

2) The inequality 

(29) -?,.I( Z K : . . . , J T 2 ^ G ^ 
i = l h + ... + lm = l 

-S1--ICZ Z K1..JT2 

*=1 1 = 0 jl+...+jm=j 

is true in the same domain; the symbols Kl9 Kl9 a denote constants, K1 > 0, 
K2 > 0, a > 1. 

3) The quadratic form 

y y °__1L ttJ . rM 
La La rs i.i rs k.s ji.— .Jm -*i sm 

i,k,j,S = l Jl+.-+U-J dUj^JmdUa[ S m 
S l + . . . + S m = S 

is positive definite. 0 

Then there exists a unique element u0 e W£l\D) such that 

F(u0) = inf F(u) ; 
oil) 

ueWl '(D) 
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every sequence which is a minimizing one for the functional F converges weakly to u0. 

The proof follows easily from Theorem 8; the semicontinuity of the functional F 
follows from a theorem of V. I. Kazimirov [15]. 

If a > 2 in (29) and the inequalities 

дG 

д2G 

ð" s l Sm 

*x>Íá Z Wť.....JT-lva. ^ > o ; 
í = l j = 0 ji+...+jm-j 

< . . . , > ; ; : . 

N i 

-Si-*Z(Z E Иl.,J2Г2 ) / 2> ^ > 0 ; 
ł = l j = 0 ji+...+jtn = j 

are true, then every minimizing sequence converges strongly in JVa
(/)(D). 

I. V. Gelman (see [16]) has proved a similar theorem on the existence of the solution 
of the variational problem (27) — (28) in some Orlicz spaces; the asymptotic behavior 
of function G may also be different from that specified above. 

3.3 Ritz procedure (see [17]). One usually construes the minimizing sequence by 
means of Ritz procedure. Let us look for the minimum of a functional F with a linear 
domain. We choose a coordinate system {vn} which satisfies the usual conditions: 

a) all the elements vk belong to the domain of F; 
b) the elements vl9 vl9 ...9vn are linearly independent for all n; 
c) the coordinate system is complete in a certain metric space containing the do­

main of F. 

The set D(F) is linear and therefore 
n 

un = Z akvk e D(F) 
fc = i 

for any values of the constants al9 al9 ..., an; consequently F(un) is defined. The 
expression F(un) is a function of a finite number of variables al9 al9..., an. Let us 
find the values of this variables for which the function F(un) attains its minimum; for 
this purpose it will suffice to solve the system of equations 

(30) M ^ = 0 ; j = h2,...,n 
daj 

and to verify that the so obtained values of ak actually minimize F(un). If we then sub­
stitute these values of ak in the expression for un we obtain the so called Ritz approxi­
mate solution of the given variational problem. 

Theorem 10. Let the functional F be increasing, lower semicontinuous in a certain 
metric space and continuously differentiable on every finite-dimensional linear 
subdomain of its domain. Then: 1) F is bounded from below; 2) Ritz approximate 
solution can be constructed for every n; 3) the sequence of Ritz approximate solutions 
is a minimizing one for the given functional F. 
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3.4 The functionals of the theory of plasticity and their generalization (see 
[11], [12] and [13]). Some problems of the theory of plasticity may be reduced to the 
problem of minimizing a functional of the following kind 

r / P r*jHu) \ t» 

(31) F(u) = ( Z eXO d{) dx - \fu dx , feL2(D) . 
JD\J=1J0 J JD 

Here QJ are non-negative functions of £ determined on the interval 0 = I; <oo, D is 
a finite region in the coordinate space, r2(u) are non-negative quadratic forms of the 
function u and its derivatives which orders do not surpass a certain number. We sup­
pose that the inequalities 

Qj(€) = Qo = const > 0, 

T2(U) dx = y2 \ u2 dx ; y = const > 0 
JD JD 

are true at least for one value i of the index/; the last inequality must be fulfilled if the 
function u satisfies the boundary conditions of the given problem. 

For example, in the case of the elastic-plastic torsion problem we have 

F(u) = ff ( i f ^ ( 0 dč - cou\ dx dy, 

+ u2, D is the region of the cross-section of the given rod, co = const; 
the function u must vanish at the boundary of the cross section D which is supposed to 
be simply connected. Finally, the function g(£) satisfies the inequalities g'(£) > 0, 
g(£) > G"1, where G is the shear-modulus of the material in the elastic state. 

The functional (31) satisfies the conditions of theorems 5—7. Therefore the functio­
nal (31) attains its minimum and Ritz approximate solutions converge to the minim­
izing element. 

3.5 Procedure ofL. M. Kacanov for solving non-linear Ritz systems. L, M. Kaca-
nov [18] has developed his procedure in relation to a certain problem of the theory of 
plasticity; S. N. Rose [19] has examined this procedure theoretically and extended 
it to functionals (31). 

Let us solve the problem of minimizing (31) by Ritz procedure. We choose any 
coordinate system satisfying the conditions of section 3.2, put 

n 

(32) un = £ akvk 

and form the equations 
(33) ^ ) = 0, j = l , 2 , . . . , „ . 
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The system (33) will be solved as follows. We substitute the functions Qj(£) in the 
integral (31) by some constants ^.0) such that ^ 0 ) > 0; let Fx(u) be the so obtained 
quadratic functional: 

JDJ = I 

Now put 
n 

Unl = Z aklVk 
k = l 

and determine the coefficients akl so that the value of Fi(i/nl) be minimal; this leads 
to a certain linear algebraic system. The coefficients akl being determined, we substi­
tute Qj(^) by Qj(tj(unl)) in (31) and obtain a new quadratic functional 

Hu) = f t QtfM) *2j(u) dx - (/, u) . 
J D I = -

Put 
n 

Un2 = Z ak2Vk 
fc=l 

and determine the coefficients ak2 so that the value of F2(un2) be minimal; this also 
leads to a linear algebraic system. This process must be repeated infinitely. The set 
of solutions 

(01s>a2s>-"> a«s)> 5 = 1 , 2 , . . . 

is compact and every limit point of this set is a solution of the system (33). 

3.6 Reduction to Cauchy problem (see [20]). Here we shall develop another proce­
dure for solving non-linear Ritz systems; this procedure is based on a reduction of the 
mentioned system to a certain system of ordinary differential equations. The idea of 
this reduction is given for example in D. F. Davidenko's paper [21]. 

Consider the system of equations 

(34) fi(al9 a29..., an) = 0 , i = 1, 2 , . . . , n . 

Choose some functions Ft(al9 a29..., an91) such that 

Ft(al9 al9..., an9 1) = ft(al9 al9..., an) 

and that the expression Ft(al9 al9..., an9 0) is sufficiently simple; let 

(35) Fi(al9al9...9an90) = at. 

The equations 

(36) Ft(al9 a29 ...9an9t) = 09 i = 1, 2 , . . . , n 

determine al9 al9..., an as functions of t; for our purposes it suffices to know the 
values of these functions at t = 1. On differentiating the equations (36), we obtain 
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a system of ordinary differential equations of the first order 

(37) £ _ L ^ + — l = 0, i = l ,2 , . . . ,n ; 
fc = i 9afc or 3f 

the relations (35) give the initial values of the unknown functions at: 

(38) a J ^ o - O . 

Let the Cauchy problem (37)—(38) have a solution on the segment 0 ^ t = 1. We 
shall construct this solution by some approximate method; then on putting t = 1, we 
shall obtain the solution of (34). 

Let the system (34) be a Ritz system. Then the Cauchy problem mentioned above 
has a solution on the segment 0 _ t = 1, if certain conditions, described below, are 
fulfilled. 

Consider a functional F(u) with a linear domain which is dense in some real Hilbert 
space H. Let F(u) be the potential of a certain operator P(u)9 i.e., let the relation 

±F(u + sh)\s=0 = (P(u),h) 
as 

hold for any elements u9 h e D(F). 
Suppose that the Gateaux's differential P'(u) h of the operator P(u) is symmetric 

and uniformly positive definite, i.e., there exists a positive number y independent of 
both u and h which satisfies the inequality 

(P'(u)h,h)^y2\\h\\2. 

Set up the problem of minimizing F and solve it by means of Ritz procedure. We 
obtain the system of equations 

(39) (P(un)9vj) = 09 j = l929...9n9 

where 
n 

"n = X akVk 
* = 1 

and vk are the coordinate elements. Note that we shall obtain the same system (39) if 
we apply the Bubnov-Galerkin procedure (see [1]) to the equation P(u) = 0, which is 
the Euler-Lagrange equation for the functional F. 

In order to reduce our problem to a Cauchy problem we choose the system (36) in 
the form 

dj + t[(P(un)9 Vj) - a,.] = 0 , j = 1, 2,..., n . 

Then we obtain the following Cauchy problem 

(40) ^f + (F(un),vJ)-aJ + 
at 
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+1 
k 

ż\(PXuй)vk,Vj)-ðjҖ = 0. 

aj\t=o = °» J = 1, 2,.... n . 

The determinant An of the matrix consisting of the coefficients of the derivatives in 
(40) is non-zero and the system (40) may be reduced to the form 

daJ AnJ) < ,\ • 1 o 
—- = — = 93(ai9 a29..., an91), j = 1, 2,..., n . 
At An 

Suppose the following conditions are fulfilled: 
1) The functions (P(un)9 vj) and (Pf(un) vk9 Vj) of the variables ai9 al9..., an are 

-continuous for all values of their arguments and may increase at infinity in such a 
manner that 

<41) l ( ^ ) , ^ ) | g p m ( | f l 1 | , | f l 2 | , . . . , | a j ) , 

\(P'(un) vk9 vj)\ ^ Pm-^a^ \a2\9..., \an\) , 

where pm and pm-i are polynomials of degrees m and m — 1 respectively, and m is 
.a positive integer. 

2) The inequality 

{42) (P'(un) h9 h)^N(i a2Ym-1),2\\h\\2 , N = const > 0 

liolds. 
Then the Cauchy problem (40) has a solution in the segment 0 ^ t ^ 1. 
One can show (see [22]) that the inequalities (41) and (42) are fulfilled with m = 1 

in the case of the functional (31), if the functions Q^) satisfy some additional condi­
tions. 
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