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METRIC SOBOLEV SPACES

Pekka Koskela

Abstract. We describe an approach to establish a theory of metric Sobolev
spaces based on Lipschitz functions and their pointwise Lipschitz constants

and the Poincaré inequality.

1. Introduction

There have been recent attempts to do analysis on metric spaces that are
equipped with a doubling measure. In these notes we try to explain an
approach based on the pointwise Lipschitz constants.

In the Euclidean setting one can define the Sobolev spaces by many dif-
ferent ways. For example, one can begin with smooth functions defined in
an open and connected set and then complete this class with respect to the
norm

‖u‖ := ‖u‖p + ‖ |∇u| ‖p,

where the norms on the right are usual Lp-norms and |∇u| is the length
of the gradient of u. Alternatively, one can consider Lipschitz functions
instead of smooth functions. The point is that also Lipschitz functions have
an (almost everywhere defined) gradient and usual density arguments show
that smooth functions may well be replaced by Lipschitz functions.

In the setting of a metric space equipped with a measure, one cannot
anymore talk about smooth functions. However, the concept of a Lipschitz
function makes sense. What then about the gradient?

Above we did not really use the gradient but only the length of it, which
is almost everywhere comparable to the pointwise Lipschitz constant. Recall
that the pointwise Lipschitz constant of u is defined as

Lipu(x) = lim sup
r→0+

sup
{y:d(x,y)≤r}

|u(x)− u(y)|
r

.
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space.

133



134 PEKKA KOSKELA

This suggests to try building the theory of Sobolev functions based on
Lipschitz functions and their pointwise Lipschitz constants.

We shall be somewhat sketchy in what follows and we refer the reader to
[5], [4], [6], [15] for more details.

2. The Poincaré inequality and Sobolev spaces

The power of Sobolev space techniques lies in Sobolev inequalities: one
wishes to control suitable integrals involving the function in terms of in-
tegrals of the length of the gradient. In order to obtain such estimates we
shall take as a standing assumption a Poincaré inequality. For this we need
a measure. The measures that we consider will be doubling, i.e. satisfying

µ(B(x, 2r)) ≤ Cd µ(B(x, r))

for every x in our metric space X and all r > 0. We shall also assume that
0 < µ(B) < ∞ for each ball B and that µ is a Borel measure. We then say
that (X, d, µ) is a doubling space.

Let (X, d, µ) be a doubling space, and let p ≥ 1. We say that X supports
a p-Poincaré inequality if there exist Cp > 0 and λ ≥ 1 such that

∫

B

|u− uB| dµ ≤ Cp diam(B)
(∫

λB

(
Lipu(x)

)p
dµ

)1/p

, (1)

for all balls B and for every Lipschitz function u.
We wish to warn the reader that this definition is somewhat different from

the one in [6] and in the subsequent works. See, however, the discussion after
Corollary 6.3 below.

Notice that our Poincaré inequality differs from the usual Euclidean one
in two respects. First, the left-hand side is the averaged L1-integral in-
stead of the usual averaged Lp-integral; so our inequality is actually a (1, p)-
inequality. Secondly, the integration on the right-hand side is over a larger
ball than on the left-hand side.

Thus we should perhaps call our inequality a weak Poincaré inequality.
However, it turns out that the Poincaré inequality always improves itself to
a (p, p)-inequality, possibly with larger constants Cp and λ. Indeed, even
a (q, p)-inequality follows with an optimal q > p. This will be explained
below (see Section 3). Moreover, the constant λ can often be taken to be 1
by enlarging Cp. To be more precise, this holds if the metric d is a path
metric (i.e. infimum of lengths of paths joining the points) and geodesic: in
this case the geometry of balls can be controlled and one can iterate the
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Poincaré inequality so as to decrease λ. We call such a metric a length
metric and the corresponding space a length space. If we assume that X is
proper (i.e. all closed balls are compact), then it follows from the Poincaré
inequality that we can replace the metric d with a bi-Lipschitz equivalent
length metric. Because bi-Lipschitz changes of the metric do not affect the
validity of our Poincaré inequality, a p-Poincaré inequality also holds (with
some new λ and C) for the length metric and we can iterate to decrease λ
to 1. The value of λ can thus be assumed to be 1 when X is proper. For
this argument see [4] and also Section 6 below.

One should notice that the metric completion of X is always proper be-
cause of the doubling condition. Moreover, our Poincaré inequality and our
doubling measure extend to this completion. On the other hand, the above
Poincaré inequality does not require X to be proper or connected. Indeed,
(R2 \ S1, d, µ) supports the Poincaré inequality for all p ≥ 1 when S1 is the
unit circle, d is the usual Euclidean distance and µ is the Lebesgue measure.
This follows from the usual Poincaré inequality in R2.

It is immediate from Hölder’s inequality that the Poincaré inequality for
exponent p implies the corresponding inequality for all q > p. Thus the
strongest of all these inequalities is the (1, 1)-inequality. This is closely
related to relative isoperimetric inequalities. Moreover, the inequality gets
strictly weaker when the exponent p increases: given 1 ≤ p < q, one can
construct a proper space (X, d, µ) so that the q-Poincaré inequality holds
on X but the p-Poincaré inequality fails. Indeed, consider, for example, two
closed cubes in the space Rn. If one identifies an edge of each of the cubes
(i.e. glues the cubes along an edge), one obtains a space for which the p-
Poincaré inequality holds exactly when p > n − 1. Here the measure is the
usual Lebesgue measure and the distance the natural distance for the union.
If the cubes get glued along a single vertex, then the p-Poincaré inequality
holds exactly when p > n. One can also glue the cubes along other subsets,
say along Cantor-sets. For example, when the gluing set is a copy of the
usual Cantor ternary set, then the p-Poincaré inequality holds if and only if
p > n − log 3/ log 4. Notice that in all these examples the allowable range
for the exponents is p > n− dim(E), where dim(E) is the dimension of the
gluing set.

In the classical case of a Euclidean space, the Poincaré inequality (1)
extends to hold for all functions in the Sobolev space W 1,p when the Lipschitz
constant on the right-hand side is replaced by the length of the gradient
defined as a suitable limit. One can obtain a generalization of this by taking
the completion of the collection of all Lipschitz functions with respect to
the norm ‖u‖ = ‖u‖p + ‖Lip u‖p; the concept of the length of a gradient
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needs then to be replaced with a more abstract notion for functions that
are not Lipschitz. On the other hand, the partial derivatives of a Sobolev
function exist almost everywhere and one can thus make sense of a pointwise
(length of a) gradient. It turns out that even in our generality a version of
this phenomenon persists. This will be given by the concept of an upper
gradient.

Let u : A → R, A ⊂ X. Any Borel function g : A → [0,∞] such that, for
every rectifiable path γ : [0, l] → A, 0 < l < ∞,

|u(γ(l))− u(γ(0))| ≤
∫

γ

g ds

is called an upper gradient of u on A. Some comments on the above definition
are perhaps in order. First of all, our version of the fundamental theorem of
calculus requires that |u(x)− u(y)| is well defined whenever the points x, y
can be joined by a rectifiable curve, on which g is integrable. In fact, u has
to be continuous on every such a curve. Secondly, if the space admits no
rectifiable, non-constant curves, then the zero function is an upper gradient
of every function u. Furthermore, the function g ≡ ∞ is always an upper
gradient of every u.

We now define, for given p, 1 ≤ p ≤ ∞,

N1,p(X) = {u ∈ Lp(X) : u has an upper gradient g ∈ Lp(X)},

where the Lp-spaces are taken with respect to our measure µ and the concept
of an upper gradient is with respect to our metric d. As a norm on N1,p we
take

‖u‖1,p = ‖u‖p + inf
gu

‖gu‖p,

where the two norms on the right are usual Lp-norms and the infimum is
taken over all upper gradients gu of u. As usual, one needs to consider equi-
valence classes in our definition in order to obtain a normed vector space.
The necessary equivalence relation is given by setting u ≈ v if ‖u−v‖1,p = 0.
Notice that the representatives are defined outside of a potentially very small
set; recall that u is defined and continuous on every curve on which gu is
integrable. If u ∈ N1,p and v = u almost everywhere, it is not necessarily
true that v ∈ N1,p. In the Euclidean setting it turns out that

N1,p(Rn) = W 1,p(Rn)

as sets when both the metric and the measure are the usual Euclidean ones.
The representatives arising from N1,p are in a sense “fine representatives” of
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Sobolev functions. We shall discuss these issues in more detail below. In the
general setting, under the properness and Poincaré inequality assumptions,
N1,p(X) coincides with the completion of the class of Lipschitz continuous
functions with respect to the norm ‖ · ‖. The simple (Euclidean) example
(R2 \S1, d, µ) discussed above shows that the properness assumption cannot
be disposed of.

3. Sobolev inequalities

Suppose that X is a doubling space that supports a p-Poincaré inequality.
In order to talk about Sobolev-type inequalities, we need a substitute for
the dimension of X. This is obtained from the doubling condition: a simple
iteration argument shows that there are constants C > 0 and s > 0 so that

µ(B(x, r)) ≥ C(r/R)sµ(B(x,R)) (2)

for every x ∈ X and all 0 < r < R. Here s = log2 Cd. One more application
of the doubling condition shows that this estimate also holds when B(x, r)
is replaced with B(y, r) ⊂ B(x,R). In what follows, the exponent s can be
chosen to be any number as in (2); it need not be the one obtained from
iterating the doubling condition and the estimate is only needed up to the
scale of the diameter of the ball in question. Notice, however, that for the
Lebesgue measure in Rn the above argument gives s = n.

Theorem 3.1. Suppose that (X, d, µ) is a doubling length space that sup-
ports a p-Poincaré inequality. Let B be a ball and u ∈ N1,p(B) with an
upper gradient g. Suppose that µ(B(x, r)) ≥ Cb(r/diam(B))sµ(B) when-
ever B(x, r) ⊂ B.

(i) If p < s, then

‖u− uB‖Lp∗ (B) ≤ C diam(B)µ(B)1/p∗−1/p‖g‖Lp(B),

where p∗ = ps/(s− p).
(ii) If p = s, then

∫

B

exp
(

C1µ(B)1/s|u− uB|
diam(B)‖g‖Ls(B)

)s/(s−1)

dµ ≤ C2.

(iii) If p > s, then |u(x)− uB| ∈ L∞(B) and

‖u− uB‖L∞(B) ≤ C diam(B)µ(B)−1/p‖g‖Lp(B).

Here C = C(λ, s, Cp, Cb, Cd), Ci = Ci(λ, s, Cp, Cb, Cd).
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The proof of this result is a combination of arguments from [5], see [6].
There is also a version of Theorem 3.1 without the length metric assump-

tion. In this general setting one replaces the sets B of integration for g by
the balls τB, where τ ≥ 1 is a constant depending on the given data.

We shall not prove Theorem 3.1 here. See however the next section that
contains pointwise inequalities that are helpful. Especially, part (iii) can be
proven with a slight modification of the arguments given in the next section.

One could also ask for Lorentz norm improvements of the inequalities
in Theorem 3.1: The inequality (i) is generalized to the usually looking
inequality

inf
c∈R

∫ ∞

0

tp−1
[
µ
(
{x ∈ B : |u(x)− c| > t}

)](s−p)/s
dt ≤ C

∫

B

gp(y) dµ(y).

There is no Lorentz norm inequality for (iii) but for the Trudinger inequality
(ii) one has the generalization

inf
c∈R

∫ ∞

0

ts−1 log1−s
( e µ(B)

µ ({x ∈ B : |u(x)− c| > t})
)

dt ≤ C

∫

B

gs(y) dµ(y).

These improvements on Theorem 3.1 are given in [10]; the latter inequality
has its roots in [13].

4. The Sobolev space

We now state the equivalence of the intrinsic definition of the Sobolev space
with the “completion” definition.

Theorem 4.1. Let X be a proper doubling space that supports a p-Poincaré
inequality, p ≥ 1. Then N1,p(X) consists precisely of those functions in
Lp(X) that are Lp-limits of sequences of Lipschitz functions for which also
the sequence of the pointwise Lipschitz norms converges in Lp(X). Moreover,
when p > 1, the space N1,p(X) is reflexive.

The approximation result here is essentially due to N. Shanmugalingam
(see [16]) and the reflexivity was proven by J. Cheeger in [1]. The reflexiv-
ity seems to be a very subtle issue: the related space defined using pointwise
inequalities similar to those in the next section need not be reflexive. For this
see [14]. Cheeger’s argument is based on showing that the norm is equivalent
to a uniformly convex one. To prove this he constructs in [1] a differential
for every Lipschitz function. This then leads to yet another characterization
of the Sobolev class as those Lp-functions whose differentials also belong to
Lp(X). For details see [6] and also [7] for related results.
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Now that the first order Sobolev class has been defined, one could also aim
for the higher order theory. It is not clear if upper gradients and pointwise
Lipschitz constants could somehow be used as a basis for the theory. A more
promising approach is to look at the Poincaré inequality directly: one can
show that functions u ∈ Lp(X) for which there is a function g ∈ Lp(X) so
that the p-Poincaré inequality holds for this pair and all balls are precisely
the members of N1,p(X), see [2]. In the Euclidean setting, this general-
izes to higher order spaces. Indeed, we can characterize the second order
Sobolev space if instead of using averages we use a Poincaré inequality type
approximation by linear functions. For general orders one then uses polyno-
mials. There does not seem to be a natural way to construct substitutes for
polynomials in the abstract setting of a metric space. When X has group
structure, an approach of this kind has been used by Y. Liu, G. Lu and
R. L. Wheeden in [11], [12].

5. Pointwise inequalities

It is often convenient to know that the Poincaré inequality can be character-
ized by a pointwise inequality. We recall that for every R > 0 the restricted
maximal operator MR is defined by

MRu(x) = sup
0<r<R

∫

B(x,r)

|u(y)| dµ,

where u is a measurable function. Because the proof of the pointwise in-
equality is somewhat easier when p > 1 and works for pairs of functions, not
only pairs of functions and upper gradients, we first only state this case.

Lemma 5.1. Let (X, d, µ) be a doubling space, u be locally integrable and
g ≥ 0 measurable. If p > 1, then the following conditions are quantitatively
equivalent:

(i) There exist C > 0 and λ ≥ 1 such that

∫

B

∣∣u− uB

∣∣ dµ ≤ C diam(B)
(∫

λB

gp dµ

)1/p

(3)

for every ball B.
(ii) There exist C > 0 and τ > 0 such that

|u(x)− uB| ≤ C diam(B)
(
Mτ diam(B)g

p(x)
)1/p

for every ball B and almost every x ∈ B.
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(iii) There exist C > 0 and σ > 0 such that

|u(x)− u(y)| ≤ Cd(x, y)
(
Mσd(x,y)g

p(x) + Mσd(x,y)g
p(y)

)1/p

for almost every x, y ∈ X.

Moreover, even when p = 1, condition (i) implies condition (ii) which yields
condition (iii).

The proof is rather simple and thus we give it below.Proof. (i) ⇒ (ii). Let x ∈ X be a Lebesgue point of u; by the Lebesgue
differentiation theorem, this is true for almost all points. Write r = diam(B)
and Bi = B(x, ri) = B(x, 2−ir) for every non-negative integer i. Then uBi

tends to u(x) as i tends to infinity. We have

|u(x)− uB| ≤ |u(x)− uB0 |+ |uB0 − uB |,

and now, using the doubling property of µ and (i), we conclude that

|u(x)− uB0 | ≤
∞∑

i=0

|uBi
− uBi+1 |

≤
∞∑

i=0

∫

Bi+1

|u− uBi
| dµ

≤ Cd

∞∑

i=0

∫

Bi

|u− uBi
| dµ

≤ C

∞∑

i=0

diam(Bi)
(∫

λBi

gp dµ

)1/p

≤ C

∞∑

i=0

diam(Bi)
(
Mλrg

p(x)
)1/p

= C diam(B)
(
Mλrg

p(x)
)1/p

.

Here C depends on Cd and the constant in inequality (3).
Furthermore,

|uB0 − uB | ≤ |uB0 − u2B0 |+ |u2B0 − uB|
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and

|u2B0 − uB | ≤
∫

B

|u− u2B0 | dµ

≤ µ(2B0)
µ(B)

∫

2B0

|u− u2B0 | dµ

≤ C diam(B0)
(∫

2λB0

gp dµ

)1/p

≤ C diam(B)
(
M2λrg

p(x)
)1/p

.

The same estimate holds for |uB0 − u2B0 |, and now (ii) easily follows.
(ii) ⇒ (iii). Given a ball B and x, y ∈ B such that d(x, y) ≥ diam(B)/10

write
|u(x)− u(y)| ≤ |u(x)− uB |+ |u(y)− uB |

and apply (ii).
(iii) ⇒ (i). Applying Cavalieri’s principle and the weak-type estimate for

the maximal function, we obtain
∫

B

|u− uB | dµ ≤
∫

B

∫

B

|u(x)− u(y)| dµ(x) dµ(y)

≤ C diam(B)
∫

B

(
M(gpχ3σB)

)1/p
dµ

= C diam(B)µ(B)−1

∫ ∞

0

µ
(
{x ∈ B : M(gpχ3σB) > tp}

)
dt

≤ C diam(B)µ(B)−1

(∫ t0

0

µ(B) dt +
∫ ∞

t0

(C

tp

∫

3σB

gp dµ
)

dt

)

= C diam(B)µ(B)−1

(
t0µ(B) + Ct1−p

0

∫

3σB

gp dµ

)
.

The claim follows when we choose t0 =
(
µ(B)−1

∫

3σB

gp dµ
)1/p

. �

The previous characterization also holds for p = 1 when we consider
pairs of functions and their upper gradients (or Lipschitz functions and their
pointwise Lipschitz constants) — see the following Lemma 5.2. For a proof of
this fact see [4], [6]. The main idea here goes back to V. Maz’ya: conditions
(ii) and (iii) give us weak-type inequalities which can be shown to imply the
Poincaré inequality using truncation arguments.
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Lemma 5.2. Let (X, d, µ) be a proper doubling space. Then the validity of
conditions (i), (ii) and (iii) of Lemma 5.1 for all functions u ∈ N1,1

loc (X) and
their upper gradients are quantitatively equivalent.

Notice that already the simple results Lemma 5.1 and Lemma 5.2 indicate
that the Poincaré inequality implies a better inequality: estimate (ii) and the
weak boundedness of the maximal operator in L1 show that every function
that satisfies (3) with some non-negative g ∈ Lp belongs to the weak Lp.

6. Quasiconvexity

We say that X is quasiconvex if there exists a constant C ≥ 1 such that
every pair x, y ∈ X can be joined with a rectifiable curve γ such that

length(γ) ≤ Cd(x, y).

The Poincaré inequality does not even require the connectivity of X as the
standard example (R2 \ S1, d, µ) shows. When X is assumed to be proper
(or, equivalently, complete), we can conclude the quasiconvexity from the
Poincaré inequality.

Lemma 6.1. Assume that (X, d, µ) is a doubling space that supports
a p-Poincaré inequality and that X is proper. Then X is quasiconvex.Remark 6.2. The proof below shows that it suffices to assume the p-Poin-
caré inequality for Lipschitz functions and their continuous upper gradients.Proof. Fix y ∈ X, and let k ≥ 1. We say that y = x1, x2, . . . , xl = x is
a k-chain from y to x if d(xi+1, xi) ≤ 1/k for every i, 1 ≤ i ≤ l−1. Consider
the set Uy consisting of all points x ∈ X for which there exists a k-chain
from y to x and the residual set V consisting of those points x ∈ X for which
no such chain exists. Then both Uy and V are clearly open. Moreover, Uy is
non-empty as B(y, 1/k) ⊂ Uy.

We claim that V = ∅. Suppose the opposite. Choose r > 1/k so that
B(y, r) ∩ V 6= ∅. Define u = χUy

. Then u is Lipschitz and g = 0 is
an upper gradient of u as there can be no curve joining a point of Uy to V ;
in fact d(Uy, V ) ≥ 1/k. On the other hand, the doubling condition and the
facts that B(y, r) ∩ V 6= ∅ and V is open, guarantee that u = 0 in a set of
positive measure in B(y, r). This contradicts the Poincaré inequality because
µ(B(y, 1/k)) > 0 and u = 1 on B(y, 1/k). It follows that, for every k ≥ 1,
there is a k-chain to every point x ∈ X.
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We now define a function uk : X → [0,∞) by setting

uk(x) = inf
{ l−1∑

1

d(xi+1, xi) :

y = x1, x2, . . . , xl = x is a k-chain from y to x
}

.

Here the infimum is taken over the k-chains of all lengths. Then uk is locally
1-Lipschitz and the constant function g(x) = 1 is an upper gradient of uk.
We would now like to apply the Poincaré inequality to uk to obtain a suitable
k-chain. The problem is that it is not clear if uk is Lipschitz. However, it
is easy to see that the restriction of uk to any ball B is Lipschitz. Thus,
multiplying u by a suitable Lipschitz cut-off function that equals to 1 in B
and with support in 2B, we may assume that uk is Lipschitz when we make
estimates in εB, where ε > 0 is a small number determined by the data
(as the constant σ below). Thus we may assume that the pair u, g satisfies
a p-Poincaré inequality and so the pointwise inequality

uk(x) = |uk(x)− uk(y)| ≤ Cd(x, y)
(
Mσd(x,y)g

p(x) + Mσd(x,y)g
p(y)

)1/p

obtained from Lemma 5.1 shows that uk(x) ≤ Cd(x, y).
We would like to claim that the usual Arzelà-Ascoli argument guarantees

that a subsequence of these k-chains converges to a rectifiable curve of length
no more than Cd(x, y). This conclusion turns out to be true, but we have
to handle a technical problem, caused by the fact that it is not clear how to
extend these chains to curves.

We construct a new metric space X̂ by attaching to the space X infinitely
many Euclidean segments. We do this as follows. For given k, we choose
a k-chain y = xk,1, . . . , xk,l(k) = x so that Σl−1

1 d(xi+1, xi) ≤ 2Cd(y, x). We
glue to the space X a straight Euclidean segment Ik,i of length d(xk,i, xk,i+1)
joining the points xk,i, xk,i+1, for 1 ≤ i ≤ l(k)− 1. We repeat this for every
k ≥ 1. The space X̂ is equipped with a natural metric which is induced from
the Euclidean metric in every segment and the metric d in X. We denote
the metric in X̂ by d̂. Then, for given k ≥ 1, we obtain a rectifiable curve
γk joining y to x in X̂ by following the Euclidean segments. Moreover, the
length of this curve is no more than L := 2Cd(x, y). Because the lengths of
the segments Ik,i tend to zero when k tends to infinity, it is easy to check that
(X̂, d̂) is proper. We may assume that each γk is parametrized by arc-length,
and extending γk as γk(length(γk)) = x to [length(γk), L] if necessary, we
may assume that γk : [0, L] → X̂ is 1-Lipschitz.
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The Arzelà-Ascoli theorem shows that a subsequence of the curves γk

converges uniformly to a 1-Lipschitz curve γ of length no more than 2Cd(x, y)
that joins y to x in X̂. Since the end-points of the segments Ik,i lie in the
proper space X, and their distance is at most 1/k, it easily follows that γ lies
in X. Then γ : [0, L] → X is also 1-Lipschitz because d̂ ≤ d on X. The
claim follows. �

The previous result allows one to replace the metric of a proper space that
supports a Poincaré inequality with a bi-Lipschitz equivalent path metric.

Corollary 6.3. Suppose that (X, d, µ) supports a p-Poincaré inequality and
that X is proper. Define d̂(x, y) = infγ length(γ), where the infimum is taken
over all curves that join x and y. Then d̂ is a geodesic metric and there exists
a constant C so that

1
C

d(x, y) ≤ d̂(x, y) ≤ Cd(x, y)

for all x, y ∈ X.

The quasiconvexity is crucial in the proof of the fact due to S. Keith
(see [8]) that the Poincaré inequality for Lipschitz functions and their con-
tinuous upper gradients implies the Poincaré inequality for all functions in
N1,p(X) (or in N1,p

loc (X)). It then easily follows that this also holds when
X supports a Poincaré inequality.

Here is a sketch of a proof of such a result. By the Vitali-Carathéodory
theorem, we may assume that the upper gradient g in the Poincaré inequality
is lower semicontinuous. Thus there is an increasing sequence of continuous
functions gj that converges to g. Fixing a ball B, we may further assume
that gj ≥ δ > 0. By Lemma 5.1 and Lemma 5.2, it suffices to show that, for
a.e. x, y,

|u(x)− u(y)| ≤ Cd(x, y)
(
Mσd(x,y)g

p(x) + Mσd(x,y)g
p(y)

)1/p
.

We may assume that u(x) = 1 and u(y) = 0. We construct a new Lipschitz
function uj by setting

uj(z) = inf
γz

∫

γz

gj ds,

where the infimum is taken over all curves that join z to x in CB. Then uj is
Lipschitz and gj is a continuous upper gradient of uj . Applying Lemma 5.1
to the pairs uj , gj and using the fact that gj ≤ g, we notice that it suffices
to prove that uj(y) → 1 for a (sub)sequence. This can be shown with some
work by using the Arzelà-Ascoli theorem and the lower semicontinuity of g;
notice that if the numbers uj(y) were small, we would find a sequence of
curves of uniformly bounded length joining y to x (recall that gj ≥ δ > 0).
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7. Poincaré inequality revisited

There is yet another way to characterize the Poincaré inequality. Following
S. Semmes (see [15]), we define, for given ε > 0 and measurable u : X → R,

Dεu(x) = sup
y∈B(x,ε)

|u(x)− u(y)|
ε

,

for every x ∈ X.
The following result is due to S. Keith and K. Rajala (cf. [9]).

Theorem 7.1. Let X be a proper doubling space. Then X supports
a p-Poincaré inequality, p ≥ 1, if and only if there are constants C and
λ such that

∫

B

|u− uB | dµ ≤ C diam(B)
(∫

λB

(Dεu)p dµ

)1/p

,

for every ε and every ball B ⊂ X of diameter at least 2ε and all u.

The point behind the theorem is essentially that, under the properness
assumption, it suffices to consider Lipschitz functions instead of general ones.
For such functions the claim is somewhat more transparent than for general
functions.

8. Stability

We have already mentioned one form of stability for the Poincaré inequal-
ity: bi-Lipschitz changes of the metric do not destroy the inequality. The
Poincaré inequality turns out also to persist in convergence of spaces. For
this, we need the concept of (pointed) measured Gromov-Hausdorff conver-
gence.

First of all, the Hausdorff distance of two compact subsets X, Y of a met-
ric space Z is the infimum of numbers ε > 0 for which X is contained in the
ε-neighborhood Yε = {z ∈ Z : d(z, Y ) < ε} of Y and for which Y is con-
tained in the ε-neighborhood of X. Then the Gromov-Hausdorff distance of
compact metric spaces X,Y is the infimum over the Hausdorff distances of
all isometric embeddings of X and Y into a common metric space Z. The
concept of convergence in this case should now be obvious. One can also
make sense of this for unbounded (proper) spaces: one fixes points xi ∈ Xi

and y ∈ Y and essentially requires that the isometric embeddings take xi

to the image of y and that, for every r > 0, the closed balls centered at xi
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converge to B(y, r). We refer the reader to [6] for a more detailed discus-
sion. The convergence of measures is also a natural concept: one requires
that the measures µi(B(x̂i, r)) converge to µ(B(ŷ, r)) whenever the balls
B(x̂i, r) ⊂ Xi converge to B(ŷ, r) ⊂ Y .

We can now state the stability result.

Theorem 8.1. Suppose that {(Xi, xi, di, µi)}i is a sequence of geodesic,
pointed, proper doubling spaces so that every space is doubling with the
same constant Cd and so that every of them supports a p-Poincaré inequality
with fixed constants Cp, λ. If this sequence converges in the pointed, mea-
sured Gromov-Hausdorff sense to a proper space (X,x, d, µ), then (X, d, µ) is
a doubling space that supports a p-Poincaré inequality. Moreover, (X, d, µ)
is geodesic.

There is also an associated precompactness result. If we are given a se-
quence as above, then automatically a subsequence will converge in the
pointed Gromov-Hausdorff sense, but the measures need not converge: con-
sider (R2, d, µi), where d is the usual Euclidean metric, µi = iµ, and µ
the Lebesgue area. One can, however, guarantee the convergence of the
measures by a simple modification: we replace µi by µ̂i that is defined as
µi(A) = µ̂i(A)/µi(B(xi, 1)). For all this see [6].

The stability results presented here are essentially due to J. Cheeger
(see [1]); the general version given here was proven by S. Keith in [8].
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Sér. I Math. 320 (1995), 1211–1215. Zbl 0837.46024, MR 96f:46062.

[4] P. Haj lasz and P. Koskela: Sobolev met Poincaré. Mem. Amer. Math. Soc. 145
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[8] S. Keith: Modulus and the Poincaré inequality on metric measure spaces. Math. Z.

(to appear).



METRIC SOBOLEV SPACES 147

[9] S. Keith and K. Rajala: A remark on Poincaré inequalities on metric measure
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