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Abstract

We deal with numerical simulation of incompressible flow governed by the Navier-Stokes equations. The problem is discretised using the finite element method, and the arising system of nonlinear equations is solved by Picard iteration. We explore the applicability of the Balancing Domain Decomposition by Constraints (BDDC) method to nonsymmetric problems arising from such linearisation. One step of BDDC is applied as the preconditioner for the stabilized variant of the biconjugate gradient (BiCGstab) method. We present results for a 3-D cavity problem computed on 32 cores of a parallel supercomputer.

1. Introduction

The Balancing Domain Decomposition by Constraints (BDDC) was developed by Dohrmann in [1] as an efficient method to solve large systems of linear equations arising from partial differential equations discretised by the finite element method. In [1], the method was applied to elliptic problems, namely Poisson problem and linear elasticity. BDDC was extended to the incompressible Stokes problem in [4] considering finite elements with discontinuous approximation of pressure. In [6], the BDDC method was applied to the Stokes problem discretised by Taylor-Hood finite elements with continuous pressure approximation. The interface problem in this monolithic approach contains both velocity and pressure unknowns. An alternative approach was presented in [3]. A generalisation of the BDDC method for systems with nonsymmetric matrix was proposed in [12] and applied to Euler equations of inviscid compressible flows.

In our contribution, we combine the approach to building the interface problem from [6] with the extension to nonsymmetric problems from [12]. The algorithm is applied to nonsymmetric linear systems obtained by Picard’s linearisation of the steady Navier-Stokes equations using Taylor-Hood finite elements. Numerical results for flow inside a 3-D lid driven cavity are presented.
2. Navier-Stokes equations and the finite element method

We consider stationary flow of incompressible fluid in three spatial dimensions, governed by the Navier-Stokes equations without body forces (see e.g. [2])

\[
(u \cdot \nabla)u - \nu \Delta u + \nabla p = 0 \quad \text{in } \Omega, \\
\nabla \cdot u = 0 \quad \text{in } \Omega,
\]

where \( u = (u_1, u_2, u_3)^T \) is an unknown velocity vector, \( p \) is an unknown pressure normalised by (constant) density, \( \nu \) is a given kinematic viscosity, and \( \Omega \) is the solution domain. In addition, the following boundary conditions are considered

\[
u(\nabla u)n + pn = 0 \quad \text{on } \Gamma_N,
\]

where \( \Gamma_D \) and \( \Gamma_N \) are parts of the boundary \( \partial \Omega, \Gamma_D \cup \Gamma_N = \partial \Omega, \Gamma_D \cap \Gamma_N = \emptyset, \) \( n \) is the outer unit normal vector of the boundary, and \( g \) is a given function.

2.1. Weak formulation

In deriving the weak mixed formulation, we multiply equations (1)–(2) by test functions and integrate over the solution domain. Then using the divergence theorem, we get the final weak formulation

We seek \( u \in V_g \) and \( p \in L^2(\Omega), \) satisfying

\[
\int_\Omega (u \cdot \nabla)u \cdot v d\Omega + \nu \int_\Omega \nabla u : \nabla v d\Omega - \int_\Omega p \nabla \cdot v d\Omega = 0 \quad \forall v \in V, \\
\int_\Omega q \nabla \cdot ud\Omega = 0 \quad \forall q \in L^2(\Omega).
\]

Here the spaces are

\[
V_g := \{ u \in H^1(\Omega)^3, u = g \text{ on } \Gamma_D \}, \\
V := \{ v \in H^1(\Omega)^3, v = 0 \text{ on } \Gamma_D \}.
\]

2.2. Assembly of the system of algebraic equations

During the assembly of the system of algebraic equations, we substitute into the weak formulation (5)–(6) for \( u, p, v, \) and \( q \) their finite element counterparts

\[
u(\nabla u)n + pn = 0 \quad \text{on } \Gamma_N,
\]

where \( \Gamma_D \) and \( \Gamma_N \) are parts of the boundary \( \partial \Omega, \Gamma_D \cup \Gamma_N = \partial \Omega, \Gamma_D \cap \Gamma_N = \emptyset, \) \( n \) is the outer unit normal vector of the boundary, and \( g \) is a given function.
We obtain the following system of algebraic equations

\[
\begin{bmatrix}
\nu A + N(u) & B^T \\
B & 0
\end{bmatrix}
\begin{bmatrix}
uA \\
B
\end{bmatrix} =
\begin{bmatrix}
uA \\
B
\end{bmatrix}
\begin{bmatrix} f \\
g
\end{bmatrix},
\] (7)

where \( u \) is the vector of unknown coefficients of velocity, \( p \) is the vector of unknown coefficients of pressure, \( A \) is the matrix of diffusion, \( N(u) \) is the matrix of advection which depends on the solution, \( B \) is the matrix from continuity equation, and \( f \) and \( g \) are discrete right-hand side vectors arising from Dirichlet boundary conditions. Each part of system (7) is assembled as (see [2])

\[
A = [a_{ij}], \quad a_{ij} = \int_{\Omega} \nabla \phi_i : \nabla \phi_j \, d\Omega,
\] (8)

\[
N(u) = [n_{ij}], \quad n_{ij} = \int_{\Omega} (\mathbf{u} \cdot \nabla) \phi_j \cdot \phi_i \, d\Omega,
\] (9)

\[
B = [b_{lj}], \quad b_{lj} = -\int_{\Omega} \psi_l \nabla \cdot \phi_j \, d\Omega,
\] (10)

\[
f = [f_i], \quad f_i = -\sum_{j=3n_u+1}^{3(n_u+\partial n_u)} u_j \int_{\Omega} (\mathbf{u} \cdot \nabla) \phi_j \cdot \phi_i \, d\Omega - \nu \sum_{j=3n_u+1}^{3(n_u+\partial n_u)} u_j \int_{\Omega} \nabla \phi_j : \nabla \phi_i \, d\Omega,
\] (11)

\[
g = [g_l], \quad g_l = \sum_{j=3n_u+1}^{3(n_u+\partial n_u)} u_j \int_{\Omega} \psi_l \nabla \cdot \phi_j \, d\Omega.
\] (12)

System (7) is nonlinear due to the matrix \( N(u) \), and for its linearisation, we use the Picard iteration. This leads to solving a sequence of linear systems of equations in the form

\[
\begin{bmatrix}
\nu A + N(u^k) & B^T \\
B & 0
\end{bmatrix}
\begin{bmatrix}
uA \\
B
\end{bmatrix} =
\begin{bmatrix}
uA \\
B
\end{bmatrix}
\begin{bmatrix} f \\
g
\end{bmatrix},
\] (13)

where \( N(u^k) \) means that we substitute a solution of velocity from the previous step to the matrix \( N \). This—already linear—nonsymmetric system is solved by means of iterative substructuring.

3. Iterative substructuring

For our calculations, we use decomposition of domain \( \Omega \) into \( N \) nonoverlapping subdomains. In order to explain how the BDDC algorithm fits to problem (13), we assume reordering of unknowns within \( u \) and \( p \) such that the components corresponding to the nodes on the interface are at the end. This leads to the following blocking of the system

\[
\begin{bmatrix}
\nu A_{11} + N_{11} & \nu A_{12} + N_{12} & B^T_{11} & B^T_{21} \\
\nu A_{21} + N_{21} & \nu A_{22} + N_{22} & B^T_{12} & B^T_{22} \\
B_{11} & B_{12} & 0 & 0 \\
B_{21} & B_{22} & 0 & 0
\end{bmatrix}
\begin{bmatrix}
uA \\
B
\end{bmatrix} =
\begin{bmatrix}
uA \\
B
\end{bmatrix}
\begin{bmatrix} f \\
g
\end{bmatrix},
\] (14)
where subscript 1 denotes the part with interior unknowns and subscript 2 denotes the part with interface unknowns. The whole blocks are now permuted to get an interface problem, similarly as it was done for the Stokes problem in [6],

\[ S \begin{bmatrix} u_2 \\ p_2 \end{bmatrix} = g. \]  

(15)

Here

\[ S = \begin{bmatrix} \nu A_{22} + N_{22} & B_{22}^T \\ B_{22} & 0 \end{bmatrix} - \begin{bmatrix} \nu A_{21} + N_{21} & B_{12}^T \\ B_{21} & 0 \end{bmatrix} \begin{bmatrix} \nu A_{11} + N_{11} & B_{11}^T \\ B_{11} & 0 \end{bmatrix}^{-1} \begin{bmatrix} \nu A_{12} + N_{12} & B_{21}^T \\ B_{21} & 0 \end{bmatrix} \]

is the Schur complement with respect to the interface, and

\[ g = \begin{bmatrix} f_2 \\ g_2 \end{bmatrix} - \begin{bmatrix} \nu A_{21} + N_{21} & B_{12}^T \\ B_{21} & 0 \end{bmatrix} \begin{bmatrix} \nu A_{11} + N_{11} & B_{11}^T \\ B_{11} & 0 \end{bmatrix}^{-1} \begin{bmatrix} f_1 \\ g_1 \end{bmatrix} \]

is the reduced right-hand side.

Problem (15) is solved by the BiCGstab method [10], and one step of BDDC is used as a preconditioner. Thanks to domain decomposition, both the action of the BDDC preconditioner and of the matrix \( S \) are parallelised in each iteration. This is realised by the multilevel BDDC implementation in the BDDCML library\(^1\) (version 2.4) [8] employed in our computations.

4. BDDC for nonsymmetric systems

The BDDC preconditioner works with a residuum \( r^k \) obtained from the \( k \)-th iteration of the BiCGstab algorithm

\[ r^k = g - S \begin{bmatrix} u_2^k \\ p_2^k \end{bmatrix}. \]

(16)

The preconditioner provides an approximate solution to problem (15), and it is realised by one iteration of the BDDC method.

A key idea of BDDC is to choose suitable coarse degrees of freedom, and then seek solution on the interface in a space of functions that are continuous in these coarse degrees of freedom. Although more advanced choices were introduced for advection-diffusion problem in [9], we restrict ourselves in this study to continuity at coarse nodes, which are selected according to [7], and continuity of arithmetic averages over all faces and edges enforced independently for each component of velocity and for pressure.

\(^1\)http://users.math.cas.cz/~sistek/software/bddcml.html
In each action of the BDDC preconditioner, a coarse problem and independent subdomain problems are solved. First we look at one subdomain problem. It takes the total residuum $r^k$ and extracts a local part on the subdomain as

$$r_i = W_i R_i r^k,$$

where $R_i$ is an operator restricting a global interface vector to $i$-th subdomain, and matrix $W_i$ applies weights to satisfy the partition of unity. Then we solve on each subdomain a saddle-point problem

$$
\begin{bmatrix}
S_i & C_i^T \\
C_i & 0
\end{bmatrix}
\begin{bmatrix}
u_i \\
\lambda_i
\end{bmatrix} =
\begin{bmatrix}
r_i \\
0
\end{bmatrix},
$$

where $\lambda$ are Lagrange multipliers, $S_i$ is the Schur complement with respect to the interface of the $i$-th subdomain, and $C_i$ is the matrix defining coarse degrees of freedom, which has as many rows as is the number of coarse degrees of freedom defined at the subdomain. After solving this problem on each subdomain, we get the subdomain correction.

Let us now have a look at the coarse problem. Before solving it in each iteration, one needs to build it in the set-up phase of the preconditioner. This is performed by solving the saddle-point systems from (18) with several right-hand sides

$$
\begin{bmatrix}
S_i & C_i^T \\
C_i & 0
\end{bmatrix}
\begin{bmatrix}
\Psi_i \\
\Lambda_i
\end{bmatrix} =
\begin{bmatrix}
0 \\
I
\end{bmatrix}.
$$

The solution $\Psi_i$ is the matrix of coarse basis functions with every column corresponding to one coarse unknown on the subdomain. These functions are equal to one in one coarse degree of freedom, and they equal to zero in the remaining local coarse unknowns. As introduced in [12], also a set of adjoint coarse basis functions $\Psi_i^*$ is needed for nonsymmetric problems. These are obtained by solving

$$
\begin{bmatrix}
S_i^T & C_i^T \\
C_i & 0
\end{bmatrix}
\begin{bmatrix}
\Psi_i^* \\
\Lambda_i^T
\end{bmatrix} =
\begin{bmatrix}
0 \\
I
\end{bmatrix}.
$$

By solving problem (19), we obtain the local coarse matrix as a side product,

$$S_{Ci} = \Psi_i^{*T} S_i \Psi_i = -\Lambda_i.$$

Local coarse matrices are then assembled into the global matrix of the coarse problem

$$S_C = \sum_{i=1}^{N} R_{Ci}^T S_{Ci} R_{Ci},$$

where $R_{Ci}$ is the restriction of the global vector of coarse unknowns to those present at $i$-th subdomain.
In each action of BDDC, we first extract the residuum for the coarse problem as
\[ r_C = \sum_{i=1}^{N} R_{Ci}^T \Psi_i^T r_i, \]
solve the coarse problem
\[ S_C u_C = r_C, \tag{21} \]
and distribute the coarse solution to individual subdomains
\[ u_{Ci} = \Psi_i R_{Ci} u_C. \]

The complete action of the preconditioner \( M_{BDDC} : r^k \rightarrow u^k \) is obtained by combining the subdomain corrections with the localised coarse corrections,
\[ u^k = \sum_{i=1}^{N} R_{i}^T W_i (u_i + u_{Ci}). \]

5. Numerical results

As the benchmark problem, we consider the 3-D extension of the popular problem in cavity introduced in \cite{11}. The computational domain is a unit cube. The mesh is divided into 32 subdomains using the METIS library (see Figure 1). The computations are performed by a parallel finite element package written in C++ and described in \cite{5}, and the BDDCML library \cite{8} is used for solving the arising system of equations. Simulations were performed on an SGI Altix UV 100 supercomputer at the Supercomputer center of the CTU in Prague using 32 cores and the same number of subdomains. Our results are compared with \cite{11}. Two directions of the unit tangential velocity vector are considered on the top wall, \( u_{\text{top1}} = (1, 0, 0) \) and \( u_{\text{top2}} = (1/\sqrt{3}, \sqrt{2}/\sqrt{3}, 0) \). Picard iteration is used for linearisation, with precision \( \|u^k - u^{k-1}\|_2 \leq 10^{-5} \). In \cite{11}, FpGMRES method is used for the linearised systems with a block preconditioner. In our computations, the BiCGstab method preconditioned by the BDDC preconditioner is used. The linear iterations are terminated when \( \|r^k\|_2 / \|g\|_2 \leq 10^{-6} \) or after reaching the maximum number of 100 iterations.

We compare the maximal numbers of linear iterations over all steps of the nonlinear method. These are considered for two equidistant meshes, with \( n = 16 \) and 32 elements per edge, corresponding respectively to 4096 and 32 768 elements, 35 937 and 274 625 nodes, and 112 724, 859 812 unknowns. Four different values of viscosity \( \nu \) are tested. Results are presented in Tables 1 and 2. Number of linear iterations from \cite{11} are denoted as ‘FpGMRES + block prec.’, while our current results are denoted as ‘BiCGstab + BDDC’. Finally, numbers of nonlinear iteration required in our calculations are reported in Table 3.

From Tables 1 and 2, we can see that the number of linear iterations is growing with decreasing viscosity, while the dependence is similar for both methods. This
confirms that for this problem, the BDDC preconditioner provides a comparable efficiency as the advanced block preconditioner from [11]. As shown in Table 3, a reasonable convergence of the Picard iteration has been obtained for most cases. However, skewing the velocity vector on the lid with respect to coordinate axes had an opposite effect than we expected, with significantly worse convergence for $\mathbf{u}_{\text{top1}}$ than for $\mathbf{u}_{\text{top2}}$ in the case $\nu = 1/160$. We do not have an explanation for this behaviour. The solution for $\mathbf{u}_{\text{top2}}$, $n = 32$, and $\nu = 1/160$ in the slice $x = 0.5$ is shown in Figure 2.
<table>
<thead>
<tr>
<th>$\nu$</th>
<th>1/20</th>
<th>1/40</th>
<th>1/80</th>
<th>1/160</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_{\text{top1}}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n = 16$</td>
<td>8</td>
<td>11</td>
<td>19</td>
<td>198</td>
</tr>
<tr>
<td>$n = 32$</td>
<td>8</td>
<td>12</td>
<td>21</td>
<td>114</td>
</tr>
<tr>
<td>$u_{\text{top2}}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n = 16$</td>
<td>8</td>
<td>11</td>
<td>18</td>
<td>39</td>
</tr>
<tr>
<td>$n = 32$</td>
<td>8</td>
<td>12</td>
<td>21</td>
<td>47</td>
</tr>
</tbody>
</table>

Table 3: Number of nonlinear iterations in our calculations

6. Conclusions

In this contribution, we have combined our previous developments on BDDC for the Stokes problem [6], with extensions of the BDDC method to nonsymmetric problems from [12]. An application of the BDDC preconditioner to nonsymmetric linear systems of equations obtained from linearisation of the incompressible Navier-Stokes equations by means of Picard iteration is presented. Taylor-Hood finite elements with continuous approximation of pressure are used for discretisation.

The parallel implementation of the method is employed for solving a 3-D problem of flow in a lid-driven cavity. The required numbers of linear iterations are compared with those by a block preconditioner published in [11], showing a comparable performance of this approach. The BiCGstab method is used for solution of the interface problem, which contains both velocity and pressure unknowns.

Larger tests of parallel scalability and applications to other problems will be the subject of future research.
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Figure 2: Cavity flow in the plane $x = 0.5$, velocity vectors with magnitude (left) and pressure with several streamtraces (right)
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