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ALMOST FLOQUET AND GENERALIZED 
ALMOST FLOQUET SYSTEMS*) 

H. I. FREEDMAN, Edmonton and J. J. MALLET-PARET, Providence 

(Received October 3, 1972) 

I. INTRODUCTION 

By means of the Floquet theorem (see [1]), stabihty criteria can be obtained for 
the Hnear system of ordinary diiferential equations 

(1) ..=.(,).('=i) 

in the case where A{t) is periodic. Recently, BURTON and MULDOWNEY [4] extended 
these results to include systems of the type where Ä{t) is/-periodic, whereas FREEDMAN 
[5] extended these results to systems where A{t + т) — A{t) have certain properties. 

It is the prupose of the present paper to combine the results of [4] and [5] in 
the next section, as well as to further examine Criteria for such systems in section IIL 
In the last section, we look at several examples to illustrate the results, including 
an example where A{t) is a very simple quasi-periodic matrix. 

II. GENERALIZED ALMOST FLOQUET THEORY 

Definition 1. Let/(^) be an absolutely continuous function on (to, oo), ô ^ — oo, 
such that 

(2) fit) > t 
for all t > tQ. Let 

(3) B{t)^f'{t)A{f{t))-A{t) 

for almost all t > to, and further assume that 

(4) [В(0,Ф(0] = О, 
*) The research for this paper was partially supported by the Defense Research Board of 

Canada Grant No. 9540-22. 
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where Ф{() is that fundamental solution of system (l) such that Ф(0) = /, and 
[17, V~\ = UV — VU. If the above hold, we say that system (l) is a generalized almost 
Floquet system with respect t o / (GAFS — / ) . 

R e m a r k ! . If B(t) = 0, system ( I ) reduces to the GFS — / of Burton and Muldow-
ney [4], whereas i f / ( ^ = / + r, т > 0, system (l) reduces to the AFS of Freedman 
[5]. 

Theorem 1. Let system (1) be a GAFS — / . Let W{t) be that fundamental matrix of 

(5) y' = B{t)y, 

where B(t) is defined by (3) such that 4^(0) = / . Then 

(6) Ф{f{t)) = Ф{t)ЩФ{f{0)). 

Proof. X = Ф{f{t)) and X = Ф{t) 'F{t)Ф{f{0)) both satisfy the matrix initial 
value problem x' = {A(t) + B{t)) x, x(0) = Ф(/(0)). Since this problem has only 
one solution. Equation (6) follows. 

R e m a r k 2. If the appropriate properties of 4^(t) are known, the results of [4] 
can be used to obtain further stability criteria for (l). 

III. SUFFICIENCY CONDITIONS 

In [5], three theorems were proved giving sufficiency conditions for system (1) to 
be an AFS. With slight modifications, these theorems also go over to the present 
paper. We now show that Theorem 5 of [5] is a corollary of the Theorem 3 of [5]. 

Theorem 2. Let B{t) be holomorphic for all t and let d''B{t)ldt^, A{t) = 0, 
/c = 0, 1, 2. Then if A(t) is continuous, then \_B(t), A(sJ] = Ofor all t, s. 

Proof. Define G,{t) = [B{t), A{s)], Then d^G,(OMr' = [В^Щ, A{s)]. Since G,{t) 
is holomorphic, 

k = o kl 

But Gi''\s) = [B^%s), A{s)] = 0 which implies that G,(r) = 0 for all t, s, which proves 
the theorem. 

The fact that the second of the above mentioned theorems of [5] does not imply 
the first will be shown in the first example of the next section. 

The condition [ß(^), A(s)l^ = 0 is very strong. The second example of the next 
section shows that [J5(r), A(tJ] = 0 does not imply AFS in general. However, the 
following intermediate result does hold. 
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Theorem 3. Let B[t) have the same minimal and characteristic polynomials and 
be such that [B{t), B^tJ] = 0 for all t. Then system (l) is a GAPS - f if and 
only if [ß(r), A{t)\ = 0. 

Proof. Since {B{t), B'{t)\ = 0 and B{t) has the same minimal and characteristic 
polynomial, there exist continuous functions bj,{t) such that 

(7) B'{t)J~ib,(t)B\t). 
k = 0 

This follows immediately from the discussion in [7, Chapter 10]. Also B^'^t) is 
a polynomial in B(t) of degree less than n since B[t) satisfies its own characteristic 
polynomial. 

Suppose now that [Ф{t), B{t)] = 0. Then also Ф{t) = ̂  ^/c(0 ^XO ^^^ ^л(0 ̂  
n = l 

G C^[0, oo). Hence Ф'(0 = E K ( 0 ^ 4 0 + ^ ̂ k{t) ß '~XO B'{t)) since [ß(r),ß'(r)] = 

= 0, and so [Ф'(0' ^(01 = Ö- Thus [yl(f), B{t)'] = [Ф^О ^ ~ Ч 0 ' ^(0] = О, proving 
the necessity. 

Let now [Л(^), ß(r)] = 0. Then A{t) = ̂  Û/C(0 ^ 4 0 f̂ i" ^/c(0 ^ ^[^^ oo). 
fc=0 

[ß(r), Ф(г)] = 0 if and only if there exists UQ{t), u^{t)y ..., u„_i(t), Wo(0) = 1, 

Wj(0) = .. . = w^_i(0) = 0, u^{t)eC^[0, oo) such that Ф(г) = Y.^k{t)B\t), i.e. if 

and only if Ф'(/) ="Ё м;(0 B%t) +"X /с м,(0 В ' - '(О ^ ' (0 = ^ ( 0 «^(0 ="Х М О • 

. B\t) Е w (̂̂ ) B\t). Using the expansion of B\t) in terms of Б(г) and writing B'^{t) 
1 = 0 

in terms of B(t) for n ̂  m ̂  2« — 2, this last reduces to an equation of the type 

(8) "E"*(Oß'(0="E ЕЛ;(0«Х05Ч0. 
k = 0 k = 0 j = 0 

where the ff^j{t) are continuous functions of t. Since / , B[t), ..., B"~^(t) are linearly 
independent, equation (8) is equivalent to the system 

(9) u{t) = F(t) u{t), 1/(0) = e, 

where u{t) = [UQ, ..., w„_ J ^ , F{t) = (Л/О) ' ^^^ ^i == [^ ^' • • •' ̂ Y- ^^^^^ ^̂ ^̂  system 
indeed has a unique continuable solution for all t, the theorem is proved. 

In [5], several stability criteria were developed in the case where B{t) is a poly­
nomial. This case is just a special case of the following. 
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Theorem 4. Let Ä(t) = Я(г) + A{t), where n{t+т) = n{t) and Â{t) is functionally 
commutative. Let the Ai of equation (11) below satisfy 

(10) [ я ( 0 , ^ , ] = 0 . 

Then system (1) is an AFS. 

Proof. [A(S), A(ty] = 0 for all s, t by functionally commutativity (defined in [2] 
and [5]). Hence by [2] and [6], Ä(t) can be written 

(И) Àit)^iflt)A,, 

where 1 ^ iV ^ n^, {fi{t)}i is a linearly independent set of scalar functions, and the 
constant matrices Ai satisfy 

(12) [A„Aj]=0, iJ=U...,N. 

Then B{t) = A{t + T) - A{t) = Y{fi{t + ^)-fi{t))^f By (10) and (12), [A{tl 

B{sJ] = 0 and hence by Theorem 3 of [5] system (l) is almost Floquet. 

R e m a r k 3. The above theorem can be modified so as to include the generalized 
almost Floquet case, if n(t) is chosen as a solution of equation (3) with B{t) =0 , 
and Ä{t) is such that the B(t) of equation (3) using A{t) is functionally commutative. 

R e m a r k 4. For the system of Theorem 4, Ф(̂  + т) = Ф[t) W(t) Ф(т), where 
4^{t) is that fundamental matrix of y' = B{t) у such that W{0) =^ / , and B{t) = 

= E {fi^ + ^) - / . (0) ^ r Tf for all и l u i u N, fit + T) - / , (0 = 0, then the 
i = i 

Floquet theorem holds. Suppose that fi{t + т) — /,(г) ф О for some fs. Then B{t) 
may be written 

where {gj{t)}^ is a maximal hnearly independent subset of {fi{t + т) — fi{t)} and 
the Bfs are linear combinations of the ^ / s , 1 ^ К ^ N. Hence B(t) is functionally 
commutative since [Б^, B,^'] = 0. Hence 

Щ = exp( 'rß(s)ds) = txç(YBj \'gis)à^ = Y\^^W(BJ {\h)à 

Hence 

(14) Ф{1 + x) = Ф{1) ( Д e x p (BJ ^'gj{s) dsjj Ф(т), 
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and by Corollary 2 of [5] 
/ к / m - l схЛ-и \ \ 

(15) Ф(/ + mr) = Ф(0 (̂  Д е х р [вф^ J ^ gj^s) ds j j ФСТ)" 

IV. EXAMPLES 

Example 1. We here show that Theorem 4 of [5] is not a corollary of Theorem 3 
of [5]. Let 

".=tol-«-[:i} 
o.{t), KOe Ci[0, oo), a(l) = a'(l) = ^2) = ^'(2) = 0, a(i) Ф 0, i?(f) Ф 0, ^{i) + 
Ф - 1 , )8(f + 1) - i5(() = - 1 for ( > 1, and JJ (j.{s) ds = 0. Let 

[(/ + a(() M2 , 0 ^ r ^ 1 
Л(г) = i t / , 1 < ( g 2 

[r7 + ^(0Mi, 2 < ( . 
Then A(f) e C'[0, 00) and 

Г/ - a(f) M2, 0 ^ t g 1 
B(l) = A{t + 1) - ^(0 = ] / + /?(f + 1) Ml , 1 < ( ^ 2 

[/ + ( iS( f+ l ) - )S(0)Mi , 2 < f . 

If Ф'(0 = A{t) Ф(<), Ф(0) = /, then 

Ф(г) = 

Г / + ( ^ Г а ( ^ ) й 5 ^ м Л е х р ^ 

/ exp 

О < ( < 1 

1 < f < 2 

Г/ + (exp I i3(s) ds - Л M Л exp - , 2 < t 

В(г)бС'[0, 00) and B-\i) exists. Clearly \A(i),B{t)\ = \A{t),B'(i)\ = 
= [Ф(0, ß(0] = [Ф(г). ß'(0] = О- Define С(г) = ß'(0 ^"40- Then [Ф((), G(0] = О 
and B(t) satisfies the hypotheses of Theorem 4 of [5]. Yet [^(i), ß(f)] = 
= a(i) ^Ш [Мг, M,] = -a ( i ) /5(1) M г + 0. and hence [/1(0, ß(s)] ф 0. 

Example 2. This example shows that it is not true in general that [B(t)> ^(0] — ^ 
implies AFS. Let 

where [(] is the greatest integer function. 
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Let 

B{t) = A(t + 1) - A{t) = - 2 sin nt p _ ^̂ -j J j . 

Then [A{t), B{t)] ^ 0. Let 

Further 

If [B{t), Ф{t)] = 0, then the following must hold; p{t) = s{t) and r{t) = (t - [t]) q{t). 
Hence the equation Ф' = АФ gives p = q = r = s = 0 and Ф(/) = 0, which is 
a contradiction. 

The rest of the examples illustrate Theorem 4 and the remarks following it. 

Example 3. Let 

-(') = pMoS"^'«t3' 
where p(t + т) = p{t). 

Then 

B{t) = A{t + T) - A{t) = {q{t + T) - ,(0) ^^j^ J ] = (q{t + T) - q{t)) W, 

Then !F(r) - exp (Pf Jo (̂ (̂  + -f) - ^(5)) ds), and Ф(t + mr) = 
m - l 

= Ф{t) exp (Ж ;^ ^'o^'' {q{s + T) - ^(5)) ds + Ктт), where î  = (l/т) log Ф(т). 

Example 4. Let A{t) = n{t) + q{t)l, where n{t + т) = Я(г). Then B(t) = 
= A{t + T) - A{t) = {q{t + T) - q{t))l and ï^(0 = (exp Ĵ  (^(s + т) - ^(s)) ds)/. 
Ф(̂  + тт) is as in the above example with FT replaced by /. An example of a theorem 
giving stabihty criteria for this example would be as follows: 

Theorem 5. Let Re (eigenvalues of R) < 0. Let there exist to, mo such that for 
m - l 

t ^ tQ,m ^ mo, YJ JO^^^ [̂ ("̂  + T) — q(sj] ds ^ 0. Then system (l) is asymptotical-
1=0 

ly stable. 
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Example 5. Let A{t) = n{t) + P{i), where n{t + т) = Я(г), P{t + со) = Р(г), 
\n{t), P{s)\ = 0. Then B{t) = P(f + T) - P(r) is periodic of period со, and 
4f{t + со) = ï̂ (f) ^(co), Ф{1 + т) = Ф(г) ^(^) Ф(т). Define д{к) and /i(/c) by /ст = 
= gœ + h, О ^ h < CO. Then *F(r + /ст) = ^(^ + h) W{œy and Ф(г + тт) = 

m - l 

= Ф(0 ( S "̂ (̂  + ^(^)) ^И'^^Т ^W", and since 0 ^ /i ^ со, ^(r 4- /î(fc)) is 
k = 0 

bounded in norm, and hence the stability depends on the eigenvalues of !JF̂ (CO) 

and Ф(т). 
Remark 5. The above example could easily be extended to include the case 

where A(t) is a finite sum of appropriately commuting matrices of incommensurable 
periods. 
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