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# A CONTRIBUTION TO THE THEORY OF STABILITY OF DIFFERENTIAL EQUATIONS IN BANACH SPACE 

Jiríí Neustupa, Praha<br>(Received December 15, 1976)

## INTRODUCTION

In this paper, we shall investigate the uniform exponential stability and the uniform stability at constantly acting disturbances of the zero solution of abstract differential equations of the type

$$
\begin{equation*}
\frac{\mathrm{d} U}{\mathrm{~d} t}=A U+B(t) U+N(t) U \tag{0.1}
\end{equation*}
$$

where $A$ and $B(t)$ are certain linear and $N(t)$ a certain nonlinear operator. In most cases the problem of stability of a solution $U_{0}$ of a generally nonlinear differential equation in a Banach space can be transformed by simple methods to the problem of stability of the zero solution of an equation of the type (0.1); that is why stability properties of the zero solution of equations of the type (0.1) are of a great importance.
From recent works about related mathematical problems we mention especially the paper of H. Kielhöfer [10], who treats the Lyapunov stability of the zero solution of a certain autonomous semilinear evolution equation in a Hilbert space and J. BARTÁK [2], who investigates the Lyapunov stability and the stability at constantly acting disturbances of solutions to abstract differential equations of the second order in a Hilbert space.

We list the assumed properties of the operators $A, B(t)$ and $N(t)$ in $\S 1$. Some auxiliary theorems are proved in this section, too. The uniform exponential stability and the stability at constantly acting disturbances of the zero solution of the equation (0.1) are studied in § 2 and $\S 3$. It is proved that these properties of the zero solution of the equation (0.1) are consequences of the uniform exponential stability of the so called linearized equation

$$
\begin{equation*}
\frac{\mathrm{d} U}{\mathrm{~d} t}=A U+B(t) U \tag{0.2}
\end{equation*}
$$

In $\S 4$, it is shown that the derived results can be applied to the Navier-Stokes equations, the wave equation and the Timoshenko type equation.

## 1. FUNDAMENTAL ASSUMPTIONS AND SOME AUXILIARY THEOREMS

Let $X$ be a Banach space with the norm $\|\cdot\|_{0}$. The space of bounded linear operators from $X$ into $X$ will be denoted by $\mathscr{B}(X)$. If $I \subset E_{1}$ and $M \subset X$ then $\mathscr{C}^{n}(I ; M)$ (for $n=0,1, \ldots$ ) will be the set of $n$ times continuously differentiable mappings from $I$ into $M$ and $C^{n}(I ; M)$ (for $n=1,2, \ldots$ ) will be the Banach space of all elements $f$ from $\mathscr{C}^{n}(I ; M)$ with a finite norm

$$
\|f\|_{C^{n}(I ; M)}=\sum_{i=0}^{n} \sup _{t \in I}\left\|f^{(i)}(t)\right\|_{0} .
$$

Suppose that $A$ is a linear operator from $X$ into $X$ with the domain of definition $\mathscr{D}(A)$ such that $A$ is the generator of a semigroup of operators $\mathrm{e}^{A t}$ of the class $C_{0}$ in $X$, i.e. it holds
(i) $\lim _{t \rightarrow 0+}\left\|A x-\left(\mathrm{e}^{A t}-I\right) x / t\right\|_{0}=0$,
(ii) $\mathrm{e}^{A 0}=I$ and $\mathrm{e}^{A t} \in \mathscr{B}(X)$ for all $t \geqq 0$,
(iii) $\mathrm{e}^{A\left(t_{1}+t_{2}\right)}=\mathrm{e}^{A t_{1}} * \mathrm{e}^{A t_{2}}$ for all $t_{1}, t_{2} \geqq 0$,
(iv) $x$ being an arbitrary element of $X$, the mapping $t \mapsto \mathrm{e}^{A t} x$ belongs to $\left.\mathscr{C}^{0}(<0,+\infty) ; X\right)$.

Remark 1.1. The semigroup of the class $C_{0}$ is often called "the strongly continuous semigroup" in literature (see e.g. [3]).

It may be proved that $A$ is a closed operator, its domain of definition $\mathscr{D}(A)$ is dense in $X$, the limit $\lim _{t \rightarrow \infty}(1 / t) \log \left\|e^{A t}\right\|_{\mathscr{B}(X)}=\gamma$ exists and for each $\varrho>\gamma$ there exists $M_{e} \in E_{1}$ such that the inequality

$$
\begin{equation*}
\left\|\mathrm{e}^{A t}\right\|_{\mathscr{B}(X)} \leqq M_{\varrho} \cdot e^{\varrho t} \tag{1.1}
\end{equation*}
$$

holds for all $t \geqq 0$ (see [3]).
Let us denote

$$
\|x\|_{1}=\|x\|_{0}+\|A x\|_{0} \quad(\text { for } x \in \mathscr{D}(A))
$$

and let $X_{1}$ be the space $\mathscr{D}(A)$ with the norm $\|\cdot\|_{1}$. It follows from the closedness of the operator $A$ that $X_{1}$ is a Banach space.

Suppose that $B(t)$ (for $t \geqq 0$ ) is a linear operator from $X$ into $X$ with the domain of definition $\mathscr{D}(B)$ independent of $t$ and containing $\mathscr{D}(A)$. Let $\mathrm{e}^{A t} B(s) x \in X_{1}$ for all $x \in X_{1}, t \geqq 0, s \geqq 0$ and let the following assumption be fulfilled:
(v.) there exists a function $k_{1}(t)$ so that $k_{1} \in L_{1}((0, l))$ for all $l>0$ and the inequality

$$
\begin{equation*}
\left\|\mathrm{e}^{A t} B(s) x\right\|_{1} \leqq k_{1}(t)\|x\|_{1} \tag{1.2}
\end{equation*}
$$

holds for all $x \in \mathscr{D}(A), s \geqq 0$ and $t \geqq 0$.

Let $\|\|\cdot\| \mid$ and $\| \cdot \cdot \|_{0}$ be norms defined on $X_{1}$ and, respectively, on a subset $\mathscr{D}\left(\|\cdot\| \|_{0}\right)$ of $X$ containing $X_{1}$, so that there exist positive constants $c_{1}, c_{2}$ and $c_{3}$ such that

$$
\begin{equation*}
\|x\|_{0} \leqq c_{1}\|x\|_{0} \leqq c_{2}\|x\|\left\|\leqq c_{3}\right\| x \|_{1} \quad\left(\text { for } x \in X_{1}\right) . \tag{1.3}
\end{equation*}
$$

Further, suppose that the following condition is satisfied:
(vi) there exists a function $k_{2}(t)$ and $p>1$ so that $k_{2} \in L_{p}((0, l))$ for all $l>0$ and

$$
\begin{gather*}
\left\|\mathrm{e}^{A t} x\right\| \leqq k_{2}(t)\| \| x \|_{0} \quad\left(\text { for all } t \geqq 0 \text { and } x \in \mathscr{D}\left(\| \| \cdot \|_{0}\right)\right),  \tag{1.4}\\
\left\|\mathrm{e}^{A t} B(s) x\right\|\left\|k_{2}(t)\right\| x \| \quad \quad\left(\text { for all } t \geqq 0, s \geqq 0 \text { and } x \in X_{1}\right) .
\end{gather*}
$$

Remark 1.2. We shall investigate the uniform exponential stability and the uniform stability at constantly acting disturbances with respect to the norm $\|\cdot \cdot\|$ in $\S 2$ and $\S 3$. The norm $\|\cdot \cdot\|_{0}$ will be used to determine the magnitude of disturbances in $\S 3$.

Let $N(t)$ be a generally nonlinear operator from $X$ into $X$ with the domain of definition $\mathscr{D}(N)$ independent of $t$ and containing $\mathscr{D}(A)$. Suppose that $\mathrm{e}^{A t} N(s) x \in X_{1}$ for all $x \in X_{1}, t \geqq 0, s \geqq 0$ and let
(vii) there exist $\alpha>0$ and functions $k_{3}(t, R), k_{4}(R)$ defined respectively on $\langle 0,+\infty) \times\langle 0,+\infty),\langle 0,+\infty)$ and such that $k_{3}(\cdot, R) \in L_{1}((0, l))$ for all $l>0$ and $R \geqq 0, k_{3}(t, \cdot)$ and $k_{4}$ are nondecreasing functions of $R$ for all $t \geqq 0$ and the inequalities

$$
\begin{equation*}
\left\|\left\|\mathrm{e}^{A t} N(s) x\right\| \leqq k_{3}(t, R)\right\| x\left\|^{1+\alpha}, \quad\right\| N(s) x\left\|_{0} \leqq k_{4}(R)\right\| x \|^{1+\alpha} \tag{1.5}
\end{equation*}
$$

hold for all $s \geqq 0, t \geqq 0$ and $x \in X_{1}$ such that $\|x\| \leqq$.
Further, we shall study differential equations of the type (0.1). By solutions of these equations on an interval $I \subset\langle 0,+\infty)$ we shall understand only functions from $\mathscr{C}^{0}\left(I ; X_{1}\right) \cap \mathscr{C}^{1}(I ; X)$ which satisfy the given equation on $I$. In the case of solutions on $\langle 0,+\infty)$ we shall not mention this interval explicitly.

Lemma 1.1. Let $\tau \geqq 0$. Then $U$ is a solution of the equation (0.2) on $\langle\tau,+\infty$ ) if and only if $U \in \mathscr{C}^{0}\left(\langle\tau,+\infty) ; X_{1}\right) \cap \mathscr{C}^{1}(\langle\tau,+\infty) ; X)$ and

$$
\begin{equation*}
U(t)=\mathrm{e}^{A(t-\tau)} U(\tau)+\int_{\tau}^{t} \mathrm{e}^{A(t-\sigma)} B(\sigma) U(\sigma) \mathrm{d} \sigma \quad \text { for } \quad t \geqq \tau \tag{1.6}
\end{equation*}
$$

Proof. If $U$ is a solution of $(0.2)$ on $\langle\tau,+\infty)$ then $U \in \mathscr{C}^{0}\left(\langle\tau,+\infty) ; X_{1}\right) \cap$ $\cap \mathscr{C}^{1}(\langle\tau,+\infty) ; X)$ and

$$
\mathrm{e}^{A(t-\sigma)} \frac{\mathrm{d} U(\sigma)}{\mathrm{d} \sigma}=\mathrm{e}^{A(t-\sigma)} A U(\sigma)+\mathrm{e}^{A(t-\sigma)} B(\sigma) U(\sigma)
$$

for all $t \geqq \tau$ and $\sigma \in\langle\tau, t\rangle$. Thus,

$$
\begin{equation*}
\int_{\tau}^{t} \mathrm{e}^{A(t-\sigma)} \frac{\mathrm{d} U(\sigma)}{\mathrm{d} \sigma} \mathrm{~d} \sigma=\int_{\tau}^{t} \mathrm{e}^{A(t-\sigma)} A U(\sigma) \mathrm{d} \sigma+\int_{\tau}^{t} \mathrm{e}^{A(t-\sigma)} B(\sigma) U(\sigma) \mathrm{d} \sigma \tag{1.7}
\end{equation*}
$$

All integrals in (1.7) converge in $X$ as follows from the estimates

$$
\begin{aligned}
& \left\|\mathrm{e}^{A(t-\sigma)} \frac{\mathrm{d} U(\sigma)}{\mathrm{d} \sigma}\right\|_{0} \leqq M_{\varrho^{2}} \mathrm{e}^{e(t-\sigma)}\left\|\frac{\mathrm{d} U(\sigma)}{\mathrm{d} \sigma}\right\|_{0} \leqq M_{\varrho} \mathrm{e}^{\varrho(t-\sigma)}\|U\|_{C^{1}(\langle\tau, t\rangle ; X)}, \\
& \left\|\mathrm{e}^{A(t-\sigma)} A U(\sigma)\right\|_{0} \leqq M_{\varrho} \max \left(1, \mathrm{e}^{\left.e^{(t-\tau)}\right)}\|U\|_{C^{0}\left(\langle\tau, t\rangle ; X_{1}\right)},\right. \\
& \left\|\mathrm{e}^{A(t-\sigma)} B(\sigma) U(\sigma)\right\|_{0} \leqq k_{1}(t-\sigma)\|U\|_{C^{0}\left(\langle\tau, t\rangle ; X_{1}\right)} .
\end{aligned}
$$

Using the integration by parts on the left hand side of the equation (1.7), we get (1.6).
Conversely, let $U \in \mathscr{C}^{0}\left(\langle\tau,+\infty) ; X_{1}\right) \cap \mathscr{C}^{1}(\langle\tau,+\infty) ; X)$ and let $U$ satisfy (1.6). It follows from the estimate

$$
\left\|A \mathrm{e}^{A(t-\sigma)} B(\sigma) U(\sigma)\right\|_{0} \leqq\left\|\mathrm{e}^{A(t-\sigma)} B(\sigma) U(\sigma)\right\|_{1} \leqq k_{1}(t-\sigma)\|U\|_{C^{0}\left(\langle\tau,\rangle>X_{1}\right)}
$$

that the integrals

$$
\int_{\tau}^{t} \frac{\mathrm{~d}}{\mathrm{~d} t} \mathrm{e}^{A(t-\sigma)} B(\sigma) U(\sigma) \mathrm{d} \sigma, \quad \int_{\tau}^{t} A \mathrm{e}^{A(t-\sigma)} B(\sigma) U(\sigma) \mathrm{d} \sigma
$$

converge, hence we can interchange the order of integration, differentiation with respect to $t$ or application of the operator $A$ in these integrals after substituting $U$ from (1.6) into (0.2). Then after an easy computation we can verify that $U$ satisfies the equation (0.2).

Lemma 1.2. Let $\tau \geqq 0$ and let $U$ be a solution of the equation (0.1) on the interval $\langle\tau,+\infty)$. Then $U$ satisfies the relation

$$
\begin{align*}
U(t) & =\mathrm{e}^{A(t-\tau)} U(\tau)+\int_{\tau}^{t} \mathrm{e}^{A(t-\sigma)} B(\sigma) U(\sigma) \mathrm{d} \sigma+  \tag{1.8}\\
& +\int_{\tau}^{t} \mathrm{e}^{A(t-\sigma)} N(\sigma) U(\sigma) \mathrm{d} \sigma \quad(\text { for } t \geqq \tau) .
\end{align*}
$$

Proof. The equality (1.8) can be derived from the equation (0.1) in the same way as the equality (1.6) from the equation (0.2). It is only the last integral on the right hand side of (1.8) which is added here. The convergence of this integral in $X$ follows from the estimates

$$
\begin{gathered}
\left\|e^{A(t-\sigma)} N(\sigma) U(\sigma)\right\|_{0} \leqq c_{2}\left\|\mathrm{e}^{A(t-\sigma)} N(\sigma) U(\sigma)\right\| \\
\leqq c_{2} k_{3}(t-\sigma,\|U(\sigma)\|) \cdot\|U\|^{1+\alpha} \leqq c_{2}\left(\frac{c_{3}}{c_{2}}\right)^{1+\alpha} k_{3}\left(t-\sigma, \frac{c_{3}}{c_{2}}\|U(\sigma)\|_{1}\right) \cdot\|U(\sigma)\|_{1}^{1+\alpha} \leqq \\
\leqq c_{2}\left(\frac{c_{3}}{c_{2}}\right)^{1+\alpha} k_{3}\left(t-\sigma, \frac{c_{3}}{c_{2}}\|U\|_{C^{0}\left(\langle\tau, t\rangle ; X_{1}\right)}\right)\|U\|_{C^{0}\left(\langle\tau, t\rangle ; X_{1}\right)} .
\end{gathered}
$$

Lemma 1.3. Let $\tau \geqq 0$ and $x_{0} \in X_{1}$. Then there exists a unique solution $U$ of the equation $(0.2)$ on $\left\langle\tau,+\infty\right.$ ) satisfying the initial condition $U(\tau)=x_{0}$. This solution depends continuously on the initial value $x_{0}$ in the sense that

$$
\begin{gather*}
\|U(t)\|_{1} \leqq M_{\rho}\left\{\max \left(1, e^{e t}\right)+\right.  \tag{1.9}\\
\left.+\int_{\tau}^{t} \max \left(1, \mathrm{e}^{\varrho \sigma}\right) k_{1}(t-\sigma) \exp \left[\int_{\tau}^{\sigma} k_{1}(t-\vartheta) \mathrm{d} \vartheta\right] \mathrm{d} \sigma\right\}\left\|x_{0}\right\|_{1} .
\end{gather*}
$$

Proof. According to Lemma 1.1, we may deal with the integro-differential equation

$$
\begin{equation*}
U(t)=\mathrm{e}^{A(t-\tau)} x_{0}+\int_{\tau}^{t} \mathrm{e}^{A(t-\sigma)} B(\sigma) U(\sigma) \mathrm{d} \sigma \tag{1.10}
\end{equation*}
$$

instead of the equation (0.2). Denoting

$$
G(U)(t)=\int_{\tau}^{t} \mathrm{e}^{A(t-\sigma)} B(\sigma) U(\sigma) \mathrm{d} \sigma, G^{0}(U)(t)=U(t)
$$

and regarding the linearity of the operator $G$, we may transform the equation (1.10). into the form

$$
\begin{equation*}
U(t)=\sum_{k=0}^{n} G^{k}(V)(t)+G^{n+1}(U)(t) \tag{1.11}
\end{equation*}
$$

where $V(\sigma)=\mathrm{e}^{A(\sigma-\tau)} x_{0}$ and $n$ is an arbitrary natural number. If $T>0$ then

$$
\begin{aligned}
& \|G(U)\|_{C^{0}\left(\langle\tau, \tau+T\rangle ; X_{1}\right)} \leqq \max _{t \in\langle\tau, \tau+T\rangle} \int_{\tau}^{t} k_{1}(t-\sigma)\|U(\sigma)\|_{1} \mathrm{~d} \sigma \leqq \\
& \leqq\left(\int_{\tau}^{\tau+T} k_{1}(\tau+T-\sigma) \mathrm{d} \sigma\right) \cdot\|U\|_{C^{0}\left(\langle\tau, \tau+T\rangle ; X_{1}\right)},
\end{aligned}
$$

and it means that

$$
\|G\|_{\mathscr{B}\left(C^{0}\left(\langle\tau, \tau+T\rangle ; X_{1}\right)\right)} \leqq \int_{\tau}^{\tau+T} k_{1}(\tau+T-\sigma) \mathrm{d} \sigma=\int_{0}^{T} k_{1}(\sigma) \mathrm{d} \sigma .
$$

Choosing $T>0$ sufficiently small, we may achieve that $\| G_{\|_{\mathscr{B}\left(\mathcal{C}^{0}(\langle\tau, \tau\right.}{ }^{\left.\left.(T T\rangle ; X_{1}\right)\right)}} \leqq h<1$. Then the series

$$
\begin{equation*}
\sum_{k=0}^{+\infty} G^{k}(V)(t) \quad\left(\text { with } V(\sigma)=e^{A(\sigma-\tau)} x_{0}\right) \tag{1.12}
\end{equation*}
$$

converges in the norm of the space $C^{0}\left(\langle\tau, \tau+T\rangle ; X_{1}\right)$. Similarly, we can prove also the convergence of the series (1.12) in the norm of the space $C^{1}(\langle\tau, \tau+T\rangle ; X)$. Hence the sum of the series (1.12) (we shall denote it $S(t, \tau) x_{0}$ ) belongs to
$C^{0}\left(\langle\tau, \tau+T\rangle ; X_{1}\right) \cap C^{1}(\langle\tau, \tau+T\rangle ; X)$. It follows from (1.11) that $S(t, \tau) x_{0}$ satisfies the equation (1.10), i.e. $S(t, \tau) x_{0}$ is also the solution of $(0.2)$ on $\langle\tau, \tau+T\rangle$. It may be easily shown that

$$
S\left(t_{1}, \tau\right)=S\left(t_{1}, t_{2}\right) * S\left(t_{2}, \tau\right) \quad\left(\text { for } \tau \leqq t_{2} \leqq t_{1} \leqq \tau+T\right) .
$$

Using this equality, we can extend the definition of the operator $S(t \tau)$ for all $t \geqq \tau$ in the following way: Every number $t \geqq \tau$ can be expressed in the form $t=\tau+$ $+m T+t^{\prime}$, where $m$ is a natural number and $t^{\prime} \in\langle 0, T)$. Then we define

$$
S(t, \tau)=S(t, \tau+m T) * S(\tau+m T, \tau+(m-1) T) * \ldots * S(\tau+T, \tau)
$$

The function $U(t)=S(t, \tau) x_{0}$ is the solution of the equation (0.2) on $\langle\tau,+\infty)$ and $U(\tau)=x_{0}$.

Returning now to (1.10), we can obtain the estimate

$$
\|U(t)\|_{1} \leqq M_{\varrho} \cdot \max \left(1, \mathrm{e}^{\varrho t}\right)\left\|x_{0}\right\|_{1}+\int_{\tau}^{t} k_{1}(t-\sigma)\|U(\sigma)\|_{1} \mathrm{~d} \sigma
$$

and applying the so called generalized Bellman inequality (see e.g. [4], p. 78), we get (1.9). The uniqueness of the solution $U$ is a consequence of the inequality (1.9).

## §2. THE UNIFORM EXPONENTIAL STABILITY

Definition 2.1. The zero solution of the equation (0.1) is uniformly exponentially stable with respect to the norm $\left\|\|\cdot\|\right.$ if there exist positive numbers $\delta, K_{1}$ and $K_{2}$ so that the implication

$$
\begin{equation*}
\|U(\tau)\|<\delta \Rightarrow\|U(t)\| \leqq K_{1}\|U(0)\| \| \mathrm{e}^{-K_{2}(t-\tau)} \tag{2.1}
\end{equation*}
$$

is valid for each $\tau \geqq 0$, for every solution $U$ of (0.1) on the interval $\langle\tau, \tau+L)$ (where $L \in(0,+\infty\rangle$ depends on $U$ ) and for all $t \in\langle\tau, \tau+L$ ).

Throughout Sections 2 and 3 we shall deal with the stability with respect to the norm $\|\|\cdot\|\|$ only, without repeating it any more.

We do not study the existence of solutions of the equation (0.1) in this work. Nevertheless, it is known that some solutions of (0.1) with initial values sufficiently small exist in many special cases of the equation (0.1), including important equations of mathematical physics. Otherwise, of course, the investigation of the uniform exponential stability of the zero solution of $(0.1)$ would have no sense.

The main result of this section is the following theorem:

Theorem 2.1. Let the zero solution of the equation (0.2) be uniformly exponentially stable. Then the zero solution of the equation (0.1) has the same property.

Proof. In virtue of the linearity of the equation (0.2), the uniform exponential stability of the zero solution of this equation means the existence of positive constants $K_{1}$ and $K_{2}$ such that the inequality

$$
\begin{equation*}
\|V(t)\|\left\|\leqq K_{1}\right\| V(\tau) \| \mathrm{e}^{-K_{2}(t-\tau)} \tag{2.2}
\end{equation*}
$$

holds for every solution $V$ of the equation $(0.2)$ and all $\tau \geqq 0, t \geqq \tau$.
Suppose that $\lambda$ is an arbitrary number from the interval $\left(0, K_{2}\right)$. It may be easily verified that $U$ solves (0.1) if and only if the function $\bar{U}(t)=\mathrm{e}^{\lambda t} U(t)$ solves the equation

$$
\begin{equation*}
\frac{\mathrm{d} \bar{U}}{\mathrm{~d} t}=A \bar{U}+B(t) \bar{U}+\lambda \bar{U}+\mathrm{e}^{\lambda t} N(t)\left(\mathrm{e}^{-\lambda t} \bar{U}\right) \tag{2.3}
\end{equation*}
$$

Similarly, $V$ is a solution of $(0.2)$ if and only if $\bar{V}(t)=\mathrm{e}^{\lambda t} V(t)$ is a solution of the equation

$$
\begin{equation*}
\frac{\mathrm{d} \bar{V}}{\mathrm{~d} t}=A \bar{V}+B(t) \bar{V}+\lambda \bar{V} \tag{2.4}
\end{equation*}
$$

It follows from (2.2) that if $\bar{V}$ is a solution of $(2.4)$ and $\tau \geqq 0, t \geqq \tau$ then

$$
\begin{equation*}
\|\bar{V}(t)\|\left\|K_{1}\right\|\|\bar{V}(\tau)\| \| \mathrm{e}^{\left(\lambda-K_{2}\right)(t-\tau)} \tag{2.5}
\end{equation*}
$$

Further, let $\tau$ be any nonnegative number and $\bar{U}$ a solution of the equation (2.3) on $\langle\tau, \tau+L)$. We shall prove that, if

$$
\begin{equation*}
\|\|(\tau)\|\|<\frac{\delta}{2 K_{1}} \mathrm{e}^{\lambda \tau} \tag{2.6}
\end{equation*}
$$

and $\delta$ is sufficiently small, then

$$
\begin{equation*}
\|\bar{U}(t)\|<2 K_{1}\|\bar{U}(\tau)\| \quad(\text { for } t \in\langle\tau, \tau+L)) \tag{2.7}
\end{equation*}
$$

Let us suppose that this is not true, i.e. that there exists $t_{0}>\tau$ such that

$$
\begin{gather*}
\left\|\vec{U}\left(t_{0}\right)\right\|\left\|=2 K_{1}\right\| \bar{U}(\tau) \|  \tag{2.8}\\
\|\bar{U}(t)\|<\left\|\bar{U}\left(t_{0}\right)\right\| \quad\left(\text { for } t \in\left\langle\tau, t_{0}\right)\right) \tag{2.9}
\end{gather*}
$$

By Lemma 1.3 there exists a solution $\bar{V}$ of $(2.4)$ on $\langle\tau,+\infty)$ such that $\bar{V}(\tau)=\bar{U}(\tau)$.
Firstly, suppose that $t_{0} \in(\tau, \tau+2 r)$, where $r=\left(1 /\left(K_{2}-\lambda\right)\right) \log K_{1}$ (i.e. $\mathrm{e}^{\left(K_{2}-\lambda\right) r}=$ $=K_{1}$ ). We shall use the following lemma:

Lemma 2.1. Let $T \geqq 0$ and let $\tilde{U}, \tilde{V}$ be solutions of the equations (2.3), (2.4), respectively, on $\langle T, T+L)$ so that $\tilde{U}(T)=\tilde{V}(T)$. Then

$$
\begin{equation*}
\|\tilde{U}(t)-\widetilde{V}(t)\|\left\|Z(t-T) \int_{T}^{t} k_{3}\left(t-\sigma, \mathrm{e}^{-\lambda \sigma}\|\tilde{U}(\sigma)\| \|\right) \mathrm{e}^{-\lambda \alpha \sigma}\right\| \tilde{U}(\sigma) \|^{1+\alpha} \mathrm{d} \sigma \tag{2.10}
\end{equation*}
$$

for $t \in\langle T, T+L$ ), where $Z$ is a certain real positive nondecreasing function on the interval $\langle 0,+\infty)$.

The proof of this lemma will be given after completing the proof of Theorem 2.1. An explicit form of the function $Z$ will be derived as well.

Making use of the estimate (2.10) (where we put $\tilde{U}=\bar{U}, \tilde{V}=\bar{V}, T=\tau$ ), we obtain

$$
\begin{aligned}
& \left\|\bar{U}\left(t_{0}\right)\right\|\|\leqq\| \bar{V}\left(t_{0}\right)\left\|+Z\left(t_{0}-\tau\right) \int_{\tau}^{t_{0}} k_{3}\left(t_{0}-\sigma, \mathrm{e}^{-\lambda \sigma}\|\bar{U}(\sigma)\|\right) \mathrm{e}^{-\lambda \alpha \sigma}\right\| \bar{U}(\sigma) \|^{1+\alpha} \mathrm{d} \sigma \leqq \\
& \leqq K_{1}\|\bar{V}(\tau)\| \mathrm{e}^{\left(\lambda-K_{2}\right)\left(t_{0}-\tau\right)}+ \\
& \quad+Z(2 r) \int_{\tau}^{t_{0}} k_{3}\left(t_{0}-\sigma, 2 K_{1} \mathrm{e}^{-\lambda \sigma}\|\bar{U}(\tau)\| \|\right) \mathrm{e}^{-\lambda \alpha \sigma}\left(2 K_{1}\|\bar{U}(\tau)\|\right)^{1+\alpha} \mathrm{d} \sigma \leqq \\
& \leqq K_{1}\|\bar{U}(\tau)\|+Z(2 r) \mathrm{e}^{-\lambda \alpha \tau}\left(2 K_{1}\|\bar{U}(\tau)\|\right)^{1+\alpha} \int_{\tau}^{\tau+2 r} k_{3}\left(\tau+2 r-\sigma, \delta \mathrm{e}^{-\lambda(\sigma-\tau)}\right) \mathrm{d} \sigma .
\end{aligned}
$$

Thus, we have

$$
\begin{gathered}
\left\|\bar{U}\left(t_{0}\right)\right\|\left\|=2 K_{1}\right\| \bar{U}(\tau)\left\|\leqq K_{1}\right\| \bar{U}(\tau)\|\|+ \\
+\left(2 K_{1}\|\bar{U}(\tau)\| \|\right)^{1+\alpha} \mathrm{e}^{-\lambda \alpha \tau} Z(2 r) \int_{\tau}^{\tau+2 r} k_{3}(\tau+2 r-\sigma, \delta) \mathrm{d} \sigma
\end{gathered}
$$

and using (2.6), we get

$$
\begin{equation*}
1 \leqq 2 \delta^{\alpha} Z(2 r) \int_{0}^{2 r} k_{3}(\sigma, \delta) \mathrm{d} \sigma \tag{2.11}
\end{equation*}
$$

Secondly, let $t_{0} \geqq \tau+2 r$. Then $t_{0}$ can be expressed in the form $t_{0}=\tau+r n+l$, where $n$ is a natural number and $l \in\left\langle r, 2 r\right.$ ). Let $\bar{V}_{n}$ be a solution of the linear equation (2.4) on $\langle\tau+r n,+\infty)$ such that $\bar{V}_{n}(\tau+r n)=\bar{U}(\tau+r n)$ (the existence of such a solution $\bar{V}_{n}$ is ensured by Lemma 1.3). Then

$$
\begin{equation*}
\left\|\bar{V}_{n}(t)\right\|\left\|\leqq K_{1}\right\| \bar{U}(\tau+r n)\left\|\| \mathrm{e}^{\left(\lambda-K_{2}\right)(t-\tau-r n)} \quad(\text { for } t \geqq \tau+r n)\right. \tag{2.12}
\end{equation*}
$$

(see (2.5)). Now, writing $\tilde{U}=\bar{U}, \tilde{V}=\bar{V}$ and $T=\tau+r n$ in (2.10), we get the inequality

$$
\begin{gathered}
\left\|\bar{U}\left(t_{0}\right)\right\|\|\leqq\| \bar{V}_{n}\left(t_{0}\right)\| \|+ \\
+Z\left(t_{0}-\tau-r n\right) \int_{\tau+r n}^{t_{0}} k_{3}\left(t_{0}-\sigma, \mathrm{e}^{-\lambda \sigma}\|\bar{U}(\sigma)\|\right) \mathrm{e}^{-\lambda \alpha \sigma}\|\bar{U}(\sigma)\|^{1+\alpha} \mathrm{d} \sigma
\end{gathered}
$$

and in virtue of (2.12), we have

$$
\begin{aligned}
& \left\|\bar{U}\left(t_{0}\right)\right\|\left\|K_{\mathrm{i}}\right\| \bar{U}(\tau+r n) \| \mathrm{e}^{\left(\lambda-K_{2}\right)\left(t_{0}-\tau-r n\right)} . \\
& . Z(2 r) \int_{\tau+r n}^{t_{0}} k_{3}\left(t_{0}-\sigma, \delta\right) \mathrm{e}^{-\lambda \alpha \sigma}\|\bar{U}(\sigma)\|^{1+\alpha} \mathrm{d} \sigma .
\end{aligned}
$$

Since $r \leqq l$ and $K_{1} \mathrm{e}^{\left(\lambda-K_{2}\right) r}=1$, one has

$$
\begin{gather*}
\left\|\bar{U}\left(t_{0}\right)\right\|\|\leqq\| \bar{U}(\tau+r n) \|+  \tag{2.13}\\
+Z(2 r) \int_{\tau+r n}^{t_{0}} k_{3}\left(t_{0}-\sigma, \delta\right) \mathrm{e}^{-\lambda \alpha \sigma}\|\bar{U}(\sigma)\|^{1+\alpha} \mathrm{d} \sigma
\end{gather*}
$$

Similarly, it can be proved that

$$
\begin{gather*}
\|\bar{U}(\tau+r j)\| \leqq\|\bar{U}(\tau+r(j-1))\|+  \tag{2.14}\\
+Z(2 r) \int_{\tau+r(j-1)}^{\tau+r j} k_{3}\left(t_{0}-\sigma, \delta\right) \mathrm{e}^{-\lambda \alpha \sigma}\|\bar{U}(\sigma)\|^{1+\alpha} \mathrm{d} \sigma
\end{gather*}
$$

for $j=1,2, \ldots, n$. Thus, using (2.13) and (2.14), we get

$$
\begin{gathered}
\left\|\bar{U}\left(t_{0}\right)\right\|\|\leqq\| \bar{U}(\tau)\left\|\|+\left(2 K_{1}\|\bar{U}(\tau)\|\right)^{1+\alpha} .\right. \\
. Z(2 r)\left[\sum_{j=1}^{n} \int_{\tau+r(j-1)}^{\tau+r j} k_{3}(\tau+r j-\sigma, \delta) \mathrm{e}^{-\lambda \alpha \sigma} \mathrm{d} \sigma+\int_{\tau+r n}^{t_{0}} k_{3}\left(t_{0}-\sigma, \delta\right) \mathrm{e}^{-\lambda \alpha \sigma} \mathrm{d} \sigma\right] \leqq \\
\leqq\|\bar{U}(\tau)\|+\left(2 K_{1}\|\bar{U}(\tau)\|\right)^{1+\alpha} Z(2 r)\left[\int_{0}^{2 r} k_{3}(\sigma, \delta) \mathrm{d} \sigma\right] \sum_{j=0}^{n} \mathrm{e}^{-\lambda \alpha(\tau+r j)} .
\end{gathered}
$$

Hence it is
$2 K_{1}\| \| \bar{U}(\tau)\| \|=\left\|\bar{U}\left(t_{0}\right)\right\|\|\leqq\| \bar{U}(\tau)\| \|+\left(2 K_{1}\|\bar{U}(\tau)\| \|\right)^{1+\alpha} Z(2 r)\left[\int_{0}^{2 r} k_{3}(\sigma, \delta) \mathrm{d} \sigma\right] \frac{\mathrm{e}^{-\lambda \alpha \tau}}{1-\mathrm{e}^{-\lambda \alpha r}}$ and finally we have

$$
\begin{equation*}
\left(2 K_{1}-1\right) \leqq 2 K_{1} \delta^{\alpha} Z(2 r) \int_{0}^{2 r} k_{3}(\sigma, \delta) \mathrm{d} \sigma \frac{1}{1-\mathrm{e}^{-\lambda \alpha r}} \tag{2.15}
\end{equation*}
$$

Now we can choose $\delta>0$ so small that neither (2.11) nor (2.15) hold, which contradicts the assumption of the existence of $t_{0}>\tau$ satisfying (2.8) and (2.9). Hence the inequality (2.7) must hold.

If $U$ is an arbitrary solution of $(0.1)$ on $\langle\tau, \tau+L)$ such that $\|U(\tau)\|<\delta / 2 K_{1}$ then the function $\bar{U}(t)=\mathrm{e}^{\lambda t} U(t)$ is a solution of the equation (2.3) on $\langle\tau, \tau+L$ ) and $\|\|\bar{U}(\tau)\|\|<\delta \mathrm{e}^{2 \tau} / 2 K_{1}$, i.e. in virtue of $(2.7)$ it is

$$
\|U(t)\|<2 K_{1}\|U(\tau)\| \mathrm{e}^{-\lambda(t-\tau)}
$$

It means that the zero solution of the equation (0.1) is uniformly exponentially stable.

Proof of Lemma 2.1. Functions $\tilde{U}$ and $\tilde{V}$ satisfy the relation

$$
\begin{align*}
\widetilde{U}(t)-\widetilde{V}(t) & =\int_{T}^{t} \mathrm{e}^{A(t-\sigma)}[B(\sigma)+\lambda I][\tilde{U}(\sigma)-\tilde{V}(\sigma)] \mathrm{d} \sigma+  \tag{2.16}\\
& +\int_{T}^{t} \mathrm{e}^{A(t-\sigma)} \mathrm{e}^{\lambda \sigma} N(\sigma)\left(\mathrm{e}^{-\lambda \sigma} \tilde{U}\right) \mathrm{d} \sigma .
\end{align*}
$$

In view of (1.4) and (1.5), we get the estimate

$$
\begin{aligned}
\| \widetilde{U}(t) & -\tilde{V}(t)\left\|\leqq \int_{T}^{t} k_{2}(t-\sigma)\left(1 \times \frac{\lambda c_{2}}{c_{1}}\right)\right\| \tilde{U}(\sigma)-\tilde{V}(\sigma) \| \mathrm{d} \sigma+ \\
& +\int_{T}^{t} \mathrm{e}^{-\lambda \alpha \sigma} k_{3}\left(t-\sigma, \mathrm{e}^{-\lambda \sigma}\| \| \zeta_{( }(\sigma) \|\right)\|\tilde{U}(\sigma)\|^{1+\alpha} \mathrm{d} \sigma
\end{aligned}
$$

Now we choose a natural number $n_{0}$ so that $2^{n_{0}} /\left(2^{n_{0}}-1\right)<p(p$ is the number from the assumption (vi)) and set $2^{n_{0}} /\left(2^{n_{0}}-1\right)=p^{\prime}, 2^{n o}=q^{\prime}$. Using the Hölder inequality, we have

$$
\begin{aligned}
\|\widetilde{U}(t)-\widetilde{V}(t)\|! & \left(1+\frac{\lambda c_{2}}{c_{1}}\right)\left[\int_{T}^{t} k_{2}^{p^{\prime}}(t-\sigma) \mathrm{d} \sigma\right]^{1 / p^{\prime}}\left[\int_{T}^{t}\|\tilde{U}(\sigma)-\widetilde{V}(\sigma)\|^{q^{\prime}} \mathrm{d} \sigma\right]^{1 / q^{\prime}}+ \\
& +\int_{T}^{t} \mathrm{e}^{-\lambda \alpha \delta} k_{3}\left(t-\sigma, \mathrm{e}^{+\lambda \delta}\|\widetilde{U}(\sigma)\|\right)\|\widetilde{U}(\sigma)\|^{1+\alpha} \mathrm{d} \sigma
\end{aligned}
$$

and regarding the inequality $(a+b)^{q^{\prime}} \leqq 2^{q^{\prime}-1}\left(a^{q^{\prime}}+b^{q^{\prime}}\right)$, we obtain

$$
\begin{gathered}
\|\tilde{U}(t)-\tilde{V}(t)\|^{q^{\prime}} \leqq 2^{q^{\prime}-1}\left(1+\frac{\lambda c_{2}}{c_{1}}\right)^{q^{\prime}}\left[\int_{T}^{t} k_{2}^{p^{\prime}}(t-\sigma) \mathrm{d} \sigma\right]^{q^{\prime} / p^{\prime}} \\
\int_{T}^{t}\|\tilde{U}(\sigma)-\tilde{V}(\sigma)\|^{q^{\prime}} \mathrm{d} \sigma+2^{q^{\prime}-1}\left[\int_{T}^{t} \mathrm{e}^{-\lambda \alpha \sigma} k_{3}\left(t-\sigma, \mathrm{e}^{-\lambda \sigma}\|\tilde{U}(\sigma)\| \|\right)\|\tilde{U}(\sigma)\|^{1+\alpha} \mathrm{d} \sigma\right]^{q^{\prime}} .
\end{gathered}
$$

Since $(\vartheta-T) \leqq(t-T)$ for $\vartheta \in\langle T, t\rangle$, it is

$$
\begin{gathered}
\|\widetilde{U}(\vartheta)-\widetilde{V}(\vartheta)\|^{q^{\prime}} \leqq 2^{q^{\prime}-1}\left(1+\frac{\lambda c_{2}}{c_{1}}\right)^{q^{\prime}}\left[\int_{T}^{t} k_{2}^{p^{\prime}}(t-\sigma) \mathrm{d} \sigma\right]^{q^{\prime^{\prime} / p^{\prime}}} \\
\int_{T}^{\vartheta}\|\widetilde{U}(\sigma)-\widetilde{V}(\sigma)\|^{q^{\prime}} \mathrm{d} \sigma-2^{q^{\prime}-1}\left[\int_{T}^{t} \mathrm{e}^{-\lambda \alpha \sigma} k_{3}\left(t-\sigma, \mathrm{e}^{-\lambda \sigma}\|\widetilde{U}(\sigma)\|\right)\|\tilde{U}(\sigma)\|^{1+\alpha} \mathrm{d} \sigma\right]^{q^{\prime}} .
\end{gathered}
$$

Applying the generalized Bellman inequality, we can derive that

$$
\begin{aligned}
&\|\tilde{U}(\vartheta)-\tilde{V}(\vartheta)\|^{q^{\prime}} \leqq 2^{q^{\prime}-1} {\left[\int_{T}^{\vartheta} \mathrm{e}^{-\lambda \alpha \sigma} k_{3}\left(t-\sigma, \mathrm{e}^{-\lambda \sigma}\|\tilde{U}(\sigma)\|\right)\|\tilde{U}(\sigma)\|^{1+\alpha} \mathrm{d} \sigma\right]^{q^{\prime}}+} \\
&+\int_{T}^{\vartheta} 2^{q^{\prime}-1}\left[\int_{T}^{s} \mathrm{e}^{-\lambda \alpha \sigma} k_{3}\left(t-\sigma, \mathrm{e}^{-\lambda \sigma}\|\tilde{U}(\sigma)\|\right)\|\tilde{U}(\sigma)\| \|^{1+\alpha} \mathrm{d} \sigma\right]^{q^{\prime}} \\
& .2^{q^{\prime}-1}\left(1+\frac{\lambda c_{2}}{c_{1}}\right)^{q^{q^{\prime}}}\left[\int_{T}^{t} k_{2}^{p^{\prime}}(t-\sigma) \mathrm{d} \sigma\right]^{q^{\prime} / p^{\prime}} \exp \left[2^{q^{\prime}-1}\left(1+\frac{\lambda c_{2}}{c_{1}}\right)^{q^{\prime}}\right. \\
&\left.\cdot\left(\int_{T}^{t} k_{2}^{p^{\prime}}(t-\sigma) \mathrm{d} \sigma\right)^{q^{\prime} / p^{\prime}}(s-T)\right] \mathrm{d} s
\end{aligned}
$$

and using the integration by parts on the right hand side of this inequality, we get

$$
\begin{aligned}
\| \tilde{U}(\vartheta)- & \tilde{V}(\vartheta) \|^{q^{\prime}} \leqq 2^{q^{\prime}-1}\left[\int_{T}^{\vartheta} \mathrm{e}^{-\lambda \alpha \sigma} k_{3}\left(t-\sigma, \mathrm{e}^{-\lambda \sigma}\|\tilde{U}(\sigma)\|\right)\|\tilde{U}(\sigma)\|^{1+\alpha} \mathrm{d} \sigma\right]^{q^{\prime}}+ \\
& +\exp \left\{2^{q^{\prime}-1}\left(1+\frac{\lambda c_{2}}{c_{1}}\right)^{q^{\prime}}\left[\int_{T}^{t} k_{2}^{p^{\prime}}(t-\sigma) \mathrm{d} \sigma\right]^{q^{\prime} / p^{\prime}}(\vartheta-T)\right\}
\end{aligned}
$$

The last inequality was derived for all $\vartheta \in\langle T, t\rangle$. If we set $\vartheta=t$, we get (2.10) where

$$
Z(t-T)=2^{\left(q^{\prime}-1\right) / q^{\prime}} \exp \left\{2^{q^{\prime}-1}\left(1+\frac{\lambda c_{2}}{c_{1}}\right)^{q^{\prime}}\left[\int_{T}^{t} k_{2}^{p^{\prime}}(t-\sigma) \mathrm{d} \sigma\right]^{q^{\prime} / p^{\prime}}(t-T) / q^{\prime}\right\}
$$

## §3. THE UNIFORM STABILITY AT CONSTANTLY ACTING DISTURBANCES

Definition 3.1. The zero solution of the equation (0.1) is uniformly stable at constantly acting disturbances if to an arbitrarily chosen $\eta>0$ there exist $\delta_{1}>0$ and $\delta_{2}>0$ so that if $\left\{H(t)\right.$ is any operator from $X_{1}$ to $\mathscr{D}\left(\|\cdot\|_{0}\right)$ (depending generally on $t$ ) and $U$ is any solution of the equation

$$
\begin{equation*}
\frac{\mathrm{d} U}{\mathrm{~d} t}=A U+B(t) U+N(t) U+H(t) U \tag{3.1}
\end{equation*}
$$

on an interval $\left\langle\tau, \tau+L\right.$ ) (where $L \in(0,+\infty\rangle$ ) such that $\|U(\tau)\|<\delta_{1}$ and $\|H(t) U(t)\|_{0}<\delta_{2}$ for all $t \in\langle\tau, \tau+L)$ which satisfy $\left.\|U(t)\|<\eta\right\}$ then the inequality $\|U(t)\|<\eta$ holds for all $t \in\langle\tau . \tau+L)$.

Remark 3.1. The number $L$ in Definition 3.1 depends on the solution $U$. The uniform stability at constantly acting disturbances is sometimes defined in such a way that the inequality $\|H(t) U(t)\|_{0}<\delta_{2}$ is required to be fulfilled for all $t \in$ $\in\langle\tau, \tau+L)$ and not only for such $t \in\langle\tau, \tau+L$ ) which satisfy $\|U(t)\|<\eta$. However, then the stability at constantly acting disturbances is a weaker property than that defined in Definition 3.1.

Theorem 3.1. Let the zero solution of the linear equation (0.2) be uniformly exponentially stable. Then the zero solution of the equation (0.1) is uniformly stable at constantly acting disturbances.

Proof. I. First we shall prove that the zero solution of the linear equation (0.2) is uniformly stable at constantly acting disturbances. Let $\eta>0$ be given. Put $\delta_{1}=\eta / 2 K_{1}\left(K_{1}\right.$ and $K_{2}$ are the numbers from the definition of the uniform exponential stability of the zero solution of (0.2)). Suppose that $\tau$ is an arbitrary nonnegative number and $U$ is a solution of the equation

$$
\begin{equation*}
\frac{\mathrm{d} U}{\mathrm{~d} t}=A U+B(t) U+\hat{H}(t) U \tag{3.2}
\end{equation*}
$$

on $\langle\tau, \tau+L)$ such that $\|U(\tau)\| \ll \delta_{1} . \hat{H}(t)$ is an operator from $X_{1}$ into $\mathscr{D}\left(\left\|\left\|_{\cdot}\right\|_{0}\right)\right.$ If the inequality $\|\|U(t)\|\|<\delta_{1}$ does not hold for all $t \in\langle\tau, \tau+L)$ then there exists $T \in(\tau, \tau+L)$ such that $\|U(T)\|=\delta_{1}$ and $\|U(t)\|<\delta_{1}$ for all $t \in\langle\tau, T)$. Let $V$ be such a solution of $(0.2)$ on $\langle\tau,+\infty)$ that $V(T)=U(T)$. Then it may be derived in a similar way as in the case of the inequality (2.10) that

$$
\begin{equation*}
\|U(t)-V(t)\|\left\|\frac{c_{2}}{c_{1}} Z(t-T) \int_{T}^{t} k_{2}(t-\sigma)\right\| \hat{H}(\sigma) U(\sigma) \|_{0} \mathrm{~d} \sigma, \tag{3.3}
\end{equation*}
$$

where $Z$ is the same function as in (2.10). Suppose that $\|\hat{H}(\sigma) U(\sigma)\|_{0}<\delta_{2}$ (where $\delta_{2}$ will be specified later) for all $\sigma \geqq \tau$ satisfying $\|U(\sigma)\|<\eta$. Let $t \geqq T$ be such a number that $\|U(\sigma)\| \|<\eta$ for all $\sigma \in\langle T, t\rangle$. Then by (3.3) we have

$$
\begin{align*}
& \|U(t)\|\left\|\|V(t)\|+\frac{c_{2}}{c_{1}} Z(t-T) \delta_{2} \int_{T}^{t} k_{2}(t-\sigma) \mathrm{d} \sigma \leqq\right.  \tag{3.4}\\
& \leqq K_{1}\|V(T)\| \mathrm{e}^{-K_{2}(t-T)}+\frac{c_{2}}{c_{1}} Z(t-T) \delta_{2} \int_{0}^{t-T} k_{2}(\sigma) \mathrm{d} \sigma .
\end{align*}
$$

It can be shown that there exist $t_{0}>0$ and $C>0$ so that

$$
\begin{gather*}
K_{1} \mathrm{e}^{-K_{2} t_{0}}+\frac{c_{2}}{c_{1}} Z\left(t_{0}\right) C \int_{0}^{t_{0}} k_{2}(\sigma) \mathrm{d} \sigma<1,  \tag{3.5}\\
K_{1} \mathrm{e}^{-K_{2} s}+\frac{c_{2}}{c_{1}} Z(s) C \int_{0}^{s} k_{2}(\sigma) \mathrm{d} \sigma<2 K_{1} \text { for } s \in\left\langle 0, t_{0}\right\rangle . \tag{3.6}
\end{gather*}
$$

Put

$$
\begin{equation*}
\delta_{2}=C \delta_{1}\left(\equiv C \eta / 2 K_{1}\right) . \tag{3.7}
\end{equation*}
$$

In virtue of (3.4)-(3.6) we have $\|U(\sigma)\| \|\left\langle\right.$ for all $\sigma \in\left\langle T, T+t_{0}\right\rangle \cap\langle\tau, \tau+L)$. But if $T+t_{0}<\tau+L$ then by (3.5) it is $\left\|U U\left(T+t_{0}\right)\right\| \|<\delta_{1}$ as well and hence we can derive in the same way that the inequality $\|U(\sigma)\|<\eta$ holds also for all $\sigma \in$ $\in\left\langle T+t_{0}, T+2 t_{0}\right\rangle \cap\left\langle T+t_{0}, \tau+L\right)$ and consequently for all $\sigma \in\langle T, \tau+L)$.
II. We shall now prove the uniform stability at constantly acting disturbances of the zero solution of the equation (0.1). Put $\hat{H}(t) U=H(t) U+N(t) U$. Let $\eta^{\prime}$ be an arbitrary positive number. There exist $\eta \in\left(0, \eta^{\prime}\right)$ and $\delta_{2}^{\prime}>0$ so that

$$
\begin{equation*}
k_{4}(\eta) \eta^{1+\alpha}+\delta_{2}^{\prime}<C \eta / 2 K_{1} \tag{3.8}
\end{equation*}
$$

(where $C$ is the number from (3.5)). Put $\delta_{1}^{\prime}=\eta / 2 K_{1}$.
If $U$ is a solution of the equation (3.1) on $\left\langle\tau, \tau+L\right.$ ) and $\|U(\tau)\|<\delta_{1}^{\prime}, \| H(t)$ $U(t) \|_{0}<\delta_{1}^{\prime}$ for all $t \geqq \tau$ satisfying $\|U(t)\|<\eta^{\prime}$ then by the inequality $\eta \leqq \eta^{\prime}$ it is $\|H(t) U(t)\|_{0}<\delta_{2}^{\prime}$ for all $t \in\langle\tau, \tau+L)$ satisfying $\|U(t)\| \|<\eta$. But this implies that $\|\hat{H}(t) U(t)\|_{0} \leqq k_{4}(\eta) \eta^{1+\alpha}+\delta_{2}^{\prime}$ for $t \in\langle\tau, \tau+L)$ satisfying $\|U(t)\|<\eta$. By (3.8)
we have $\left\|\|\hat{H}(t) U(t)\|_{0}<C \eta / 2 K_{1}\right.$ and hence, considering (3.5), also $\|\|\hat{H}(t) U(t)\|_{0}<$ $<\delta_{2}$ for those $t$, too. Using the results of part I of this proof we obtain the estimate $\|U(t)\|<\eta$ for all $t \in\langle\tau, \tau+L)$, i.e. also $\|U(t)\|<\eta^{\prime}$ for all $t \in\langle\tau, \tau+L)$.

## § 4. APPLICATIONS

### 4.1. THE NAVIER-STOKES EQUATIONS

The flow of a viscous incompressible fluid in a domain $\Omega$ is described by the Navier-Stokes equations

$$
\begin{equation*}
\frac{\partial \boldsymbol{U}}{\partial t}+(\boldsymbol{U}, \nabla) \boldsymbol{U}=\boldsymbol{F}-\frac{1}{\varrho} \operatorname{grad} p+v \Delta \boldsymbol{U} \tag{4.1.1}
\end{equation*}
$$

and the equation of continuity

$$
\begin{equation*}
\operatorname{div} \boldsymbol{U}=0, \tag{4.1.2}
\end{equation*}
$$

where $\boldsymbol{U}$ is the velocity of the flow, $p$ is the pressure, $\boldsymbol{F}$ is the body force, $\varrho$ is the density of the fluid and $v$ is the kinematic coefficient of viscosity.

Suppose that $\Omega$ is a bounded domain in $E_{3}$ with a lipschitzian boundary $\partial \Omega$. We shall denote by $\mathscr{E}(\Omega)$ the space of infinitely differentiable vector-functions $\boldsymbol{U}$ defined in $\Omega$ and such that $\operatorname{div} \boldsymbol{U}=0$ in $\Omega$, and by $\mathscr{D}(\Omega)$ the space of all functions from $\mathscr{E}(\Omega)$ which have a compact support in $\Omega$. J ( $\Omega)$ or $J_{2}(\Omega)$ will be the closure of $\mathscr{E}(\Omega)$ in $\boldsymbol{L}_{2}(\Omega)$ or in $\mathbf{W}_{2}^{2}(\Omega)$, respectively, while ${ }^{0} J(\Omega)$ or ${ }^{0} J_{1}(\Omega)$ will be the closure of $\mathscr{D}(\Omega)$ in $\mathbf{L}_{2}(\Omega)$ or in $\mathbf{W}_{2}^{1}(\Omega)$, respectively. Let us denote $A=\nu P_{\sigma} * \Delta$, where $P_{\sigma}$ is the orthogonal projection of $L_{2}(\Omega)$ onto ${ }^{0} J(\Omega)$ and $\Delta$ is the Laplace operator. The operator $A$ will be considered on $\mathscr{D}(A)={ }^{0} \boldsymbol{J}_{1}(\Omega) \cap \mathbf{W}_{2}^{2}(\Omega)$. Put $X={ }^{0} J(\Omega)$ and following $\S 1$, let $X_{1}$ be the Banach space $\mathscr{D}(A)$ with the norm $\|\cdot\|_{1}=\|\cdot\|_{0}+\|A \cdot\|_{0}$ (where $\|\cdot\|_{0}$ is the norm in ${ }^{0} J(\Omega)$ ). The norm in ${ }^{0} J_{1}(\Omega)$ will be denoted $\|\cdot\|_{0_{J_{1}}}$. It is shown in [6] and [7] that the operator $A$ is the generator of a semigroup of operators $\mathrm{e}^{A t}$ of the class $C_{0}$ in $X$ and, in addition to other properties, $\mathrm{e}^{A t} \boldsymbol{x} \in X_{1}$ for $x \in{ }^{0} J_{1}(\Omega)$ and there exists a nondecreasing function $\varkappa$ on $(0,+\infty)$ so that

$$
\begin{equation*}
\left\|\mathrm{e}^{A t} \mathbf{x}\right\|_{1} \leqq x(l)\|\mathbf{x}\|_{\mathbf{o}_{\mathbf{1}}} / t^{3 / 4} \tag{4.1.3}
\end{equation*}
$$

for all $l>0, t \in(0, l\rangle$ and $\mathbf{x} \in{ }^{0} J_{1}(\Omega)$
Suppose that $U_{0} \in C^{1}(\langle 0,+\infty) ; J(\Omega)) \cap C^{0}\left(\langle 0,+\infty) ; J_{2}(\Omega)\right)$ is a solution of the system of equations (4.1.1) and (4.1.2), satisfying the boundary condition

$$
\begin{equation*}
\left.\boldsymbol{U}_{0}(t)\right|_{\partial \Omega}=\boldsymbol{\Psi}(t) \quad(\text { for } t \geqq 0) . \tag{4.1.5}
\end{equation*}
$$

The stability of the solution $\boldsymbol{U}_{0}$ depends on the behvaiour of differences $\boldsymbol{U}(t)-\mathbf{U}_{\mathbf{0}}(t)$
for every solution $\boldsymbol{U} \in \mathscr{C}^{1}(\langle\tau, \tau+L) ; \boldsymbol{J}(\Omega)) \cap \mathscr{C}^{0}\left(\langle\tau, \tau+L) ; J_{2}(\Omega)\right.$ ) (where $\tau \geqq 0$, $L \in(0,+\infty\rangle)$ of the system (4.1.1) and (4.1.2), satisfying (4.1.5). Substituting $\boldsymbol{V}(t)=$ $=\boldsymbol{U}(t)-\boldsymbol{U}_{0}(t)$ we see that $\boldsymbol{V}$ solves the system of equations

$$
\begin{equation*}
\frac{\partial \boldsymbol{V}}{\partial t}+\left(\boldsymbol{U}_{0}, \nabla\right) \boldsymbol{V}+(\boldsymbol{V}, \nabla) \boldsymbol{U}_{0}+(\boldsymbol{V}, \nabla) \boldsymbol{V}=-\frac{1}{\varrho} \operatorname{grad} p^{\prime}+v \Delta \boldsymbol{V}, \quad \operatorname{div} \boldsymbol{V}=0 \tag{4.1.6}
\end{equation*}
$$

and satisfies the boundary condition

$$
\begin{equation*}
\left.\boldsymbol{V}(t)\right|_{\partial \Omega}=0 \quad(\text { for } t \in\langle\tau, \tau+L)) \tag{4.1.7}
\end{equation*}
$$

It follows from (4.1.7) that $\mathbf{V}(t) \in X_{1}$ and $\partial \boldsymbol{V}(t) / \partial t \in X$ for $t \in\langle\tau, \tau+L$ ), i.e. $\mathbf{V} \in$ $\in \mathscr{C}^{1}(\langle\tau, \tau+L) ; X) \cap \mathscr{C}^{0}\left(\langle\tau, \tau+L) ; X_{1}\right)$. Also it is seen that the stability of the solution $\boldsymbol{U}_{0}$ of (4.1.1), (4.1.2) and (4.1.5) is equivalent to the stability of the zero solution of (4.1.6), (4.1.7).

Applying the projection $P_{\sigma}$ to the system (4.1.6) and denoting

$$
B(t) \boldsymbol{V}=-P_{\sigma}\left[\left(\mathbf{U}_{0}(t), \nabla\right) \boldsymbol{V}+(\boldsymbol{V}, \nabla) \mathbf{U}_{0}(t)\right], \quad N \boldsymbol{V}=-P_{\sigma}[(\boldsymbol{V}, \nabla) \boldsymbol{V}]
$$

we get the equation (0.1). The term $P_{\sigma}$ grad $p^{\prime}$ is equal to zero, because grad $p^{\prime}$ is orthogonal to each element of ${ }^{0} J(\Omega)$ in $\boldsymbol{L}_{2}(\Omega)$ (see e.g. [11]). It may be easily verified that a function $V \in \mathscr{C}^{1}(\langle\tau, \tau+L) ; X) \cap \mathscr{C}^{0}\left(\langle\tau, \tau+L) ; X_{1}\right)$ satisfies (4.1.6) and (4.1.7) if and only if it is a solution of the equation (0.1) on the interval $\langle\tau, \tau+L$ ).

The operators $B(t)$ and $N$ are defined on ${ }^{0} J_{1}(\Omega)$. Using the embedding theorem (see e.g. [11], p. 33), the Hölder inequality and the inequality $\|\mathbf{x}\|_{\mathbf{o}_{\boldsymbol{J}_{2}(\Omega)}} \leqq$ const. $\|\mathbf{x}\|_{1}$ which is for example a consequence of Theorem 3 in [11], p. 102, we can derive that there exists $c_{4}>1$ such that

$$
\begin{equation*}
\|B(t) \boldsymbol{x}\|_{\mathbf{o}_{J_{1}}} \leqq c_{4}\|\boldsymbol{x}\|_{1}, \quad\|N \mathbf{x}\|_{o_{J_{1}}} \leqq c_{4}\|\boldsymbol{x}\|_{1}^{2} \tag{4.1.8}
\end{equation*}
$$

for all $t \geqq 0$ and $\mathbf{x} \in X_{1}$. Thus, it follows from (4.1.3) and (4.1.8) that if we put $k_{1}(t)=c_{4} \chi(t) / t^{3 / 4}$ and $\alpha=1$ then the conditions (v) and (vii) from § 1 are fulfilled. Further, put $\|\cdot\|\|=\| \cdot\left\|_{1},\right\|\|\cdot\|_{0}=\|\cdot\|_{o_{J_{1}}}, \mathscr{D}\left(\| \| \cdot\| \|_{0}\right)={ }^{0} J_{1}(\Omega), k_{2}(t)=c_{4} \chi(t) / t^{3 / 4}$ and let $p$ be an arbitrary number from the interval $(1,4 / 3)$. Then also the inequality (1.3) and the condition (vi) from § 1 are fulfilled.

Hence we can use Theorem 2.1 and Theorem 3.1 and conclude that if the zero solution of the linear equation ( 0.2 ) is uniformly exponentially stable then the zero solution of the equation (0.1) has the same property and also it is uniformly stable at constantly acting disturbances. On the other hand, the uniform exponential stability of the zero solution of the equation (0.1) is equivalent to the same property of the solution $\boldsymbol{U}_{0}$ of (4.1.1), (4.1.2), (4.1.5) and it may be easily proved that the uniform stability at constantly acting disturbances of the zero solution of the equation (0.1) implies that the solution $\boldsymbol{U}_{0}$ of (4.1.1), (4.1.2), (4.1.5) has this property as well.

Besides, taking into account the relation between the equation (0.2) and the system

$$
\begin{gather*}
\frac{\partial \boldsymbol{V}}{\partial t}+(\boldsymbol{V}, \nabla) \boldsymbol{U}_{0}+\left(\boldsymbol{U}_{0}, \nabla\right) \boldsymbol{V}=-\frac{1}{\varrho} \operatorname{grad} p^{\prime \prime}+v \Delta \boldsymbol{V}, \quad \operatorname{div} \boldsymbol{V}=0  \tag{4.1.9}\\
\left.\boldsymbol{V}(t)\right|_{\Omega \Omega}=\mathbf{0} \tag{4.1.10}
\end{gather*}
$$

we can write:
Theorem 4.1.1. Let the zero solution of the system (4.1.9), (4.1.10) be uniformly exponentially stable. Then the solution $\boldsymbol{U}_{0}$ of the system of equations (4.1.1) and (4.1.2) with the boundary condition (4.1.5) is uniformly exponentially stable and uniformly stable at constantly acting disturbances.

Remark 4.1.1. If the assumptions of Theorem 4.1.1 are modified in such a way that we require the zero solution of (4.1.9) to be uniformly exponentially stable regardless of the boundary condition (4.1.10) (i.e. not only solutions of (4.1.9) satisfying the boundary condition (4.1.10), but all solutions of (4.1.9) are exponentially decreasing to zero as $t \rightarrow+\infty$ ) then it may be proved that the solution $\boldsymbol{U}_{0}$ of the system (4.1.1) and (4.1.2) is uniformly exponentially stable and uniformly stable at constantly acting disturbances (i.e. roughly speaking we have information about the behaviour of differences $\boldsymbol{U}(t)-\boldsymbol{U}_{0}(t)$ as $t \rightarrow+\infty$ in the case of all solutions $\boldsymbol{U}$ and not only in the case of those solutions $\boldsymbol{U}$ which satisfy the boundary condition (4.1.5)). The proof of this result is quite analogous to the proofs of Theorems 2.1 and 3.1. The only differences are: a) We work with the systems of equations (4.1.1), (4.1.2) and (4.1.9) instead of the equations (0.1) and (0.2). b) Given a solution $\boldsymbol{U}$ of the system (4.1.1), (4.1.2) on $\langle\tau,+\infty$ ), we cannot use Lemma 1.3 in order to establish the existence of a solution $\boldsymbol{V}$ of (4.1.9) on $\langle\tau,+\infty)$ such that $\mathbf{V}(\tau)=\boldsymbol{U}(\tau)$, $\left.\boldsymbol{V}(t)\right|_{\partial \Omega}=\left.\boldsymbol{U}(t)\right|_{\partial \Omega}($ for $t \geqq \tau)$. Nonetheless, using Lemma 3 in [7], p. 47, we can prove that to a given solution $\boldsymbol{U}$ of (4.1.1), (4.1.2) on $\langle\tau,+\infty$ ) there exists a solution $\mathbf{W} \in \mathscr{C}^{1}(\langle\tau,+\infty) ; X) \cap \mathscr{C}^{0}\left(\langle\tau,+\infty) ; X_{1}\right)$ of the system

$$
\begin{gathered}
\frac{\partial \mathbf{W}}{\partial t}+(\mathbf{W}, \nabla) \mathbf{U}_{0}+\left(\mathbf{U}_{0}, \nabla\right) \mathbf{W}=-\frac{1}{\varrho} \operatorname{grad} p+v \Delta \mathbf{W}+(\mathbf{U}, \nabla) \mathbf{U}, \\
\operatorname{div} \mathbf{W}=0
\end{gathered}
$$

such that $\mathbf{W}(\tau)=\mathbf{0},\left.\mathbf{W}\right|_{\partial \Omega}=\mathbf{0}$ and then $\mathbf{V}=\mathbf{U}+\mathbf{W}$ is the solution of (4.1.9) that we are looking for. c) The difference, $\widetilde{\boldsymbol{U}}-\tilde{\boldsymbol{V}}$ (see Lemma 2.1) is an element of $\mathscr{C}^{1}(\langle T,+\infty) ; X) \cap \mathscr{C}^{0}\left(\langle T,+\infty) ; X_{1}\right)$ and satisfies the equation

$$
\frac{\mathrm{d}(\tilde{\mathbf{U}}-\tilde{\mathbf{V}})}{\mathrm{d} t}=A(\widetilde{\mathbf{U}}-\tilde{\boldsymbol{V}})+B(t)(\tilde{\mathbf{U}}-\tilde{\mathbf{V}})+\lambda(\widetilde{\mathbf{U}}-\tilde{\mathbf{V}})+N\left(\mathrm{e}^{-\lambda_{t}} \tilde{\mathbf{U}}\right)
$$

hence it satisfies the relation (2.16) and also the inequality (2.10).

Remark 4.1.2. The same results as in Theorem 4.1.1 and Remark 4.1.1 could be proved also if we put $X=C^{(h)}(\bar{\Omega}),\| \| \cdot\| \|=|\cdot|_{2+(h)},\| \| \cdot\| \|_{0}=|\cdot|_{1+(h)}$, where $h \in(0,1)$ and $C^{(h)}(\bar{\Omega})$ is the Banach space of continuous vector functions $f=\left[f_{1}, f_{2}, f_{3}\right]$ defined on $\bar{\Omega}$, with the norm $|\cdot|_{0+(h)}$. (The norm $|\cdot|_{l+(h)}(l=0,1,2)$ is defined as follows:

$$
\begin{aligned}
& |\boldsymbol{f}|_{l+(h)}=\sum_{k=0}^{l} \sum_{|m|=k} \max _{x \in \Omega}\left[\sum_{i=1}^{3}\left(D^{m} f_{i}(x)^{2}\right]^{1 / 2}+\right. \\
+ & \left.\sum_{|m|=l} \max _{x_{1}, x_{2} \in \bar{\Omega}} \frac{\left[\sum_{i=1}^{3}\left(D^{m} f_{i}\left(x_{1}\right)-D^{m} f_{i}\left(x_{2}\right)\right)^{2}\right]^{1 / 2}}{\left|x_{1}-x_{2}\right|^{h}} .\right)
\end{aligned}
$$

### 4.2. THE WAVE EQUATION

Let $u_{0}$ be a solution of the problem given by the wave equation

$$
\begin{equation*}
u_{t t}-u_{x x}=F\left(t, x, u, u_{t}, u_{x}\right) \quad(t \in\langle 0,+\infty), x \in\langle 0, \pi\rangle) \tag{4.2.1}
\end{equation*}
$$

and by one of boundary conditions

$$
\begin{gather*}
u(t, 0)=u(t, \pi)=0 \quad(\text { for } t \geqq 0)  \tag{4.2.2}\\
u_{x}(t, 0)+\alpha_{0} u(t, 0)=u(t, \pi)=0 \quad(\text { for } t \geqq 0) \tag{4.2.3}
\end{gather*}
$$

and

$$
\begin{equation*}
u_{x}(t, 0)+\alpha_{0} u(t, 0)=u_{x}(t, \pi)+\alpha_{\pi} u(t, \pi)=0 \quad(\text { for } t \geqq 0) \tag{4.2.4}
\end{equation*}
$$

In the following the symbol $x$ means the space variable and is not used for elements of some Banach spaces as in the previous sections.

We shall sometimes denote $u_{1}=u, u_{2}=u_{t}, u_{3}=u_{x}$. The function $F$ is supposed to satisfy the following conditions:
$\left(\mathscr{A}_{1}\right) F$ together with its partial derivatives

$$
\frac{\partial F}{\partial x}, \frac{\partial F}{\partial u_{i}}, \frac{\partial^{2} F}{\partial u_{i} \partial x}, \frac{\partial^{2} F}{\partial u_{i} \partial u_{j}}, \frac{\partial^{3} F}{\partial u_{i} \partial u_{j} \partial x} \quad(i, j=1,2,3)
$$

is continuous and bounded for $t \geqq 0, x \in\langle 0, \pi\rangle$, $\left[u_{1}, u_{2}, u_{3}\right] \in\langle-R, R\rangle \times$ $\times\langle-R, R\rangle \times\langle-R, R\rangle(R$ being an arbitrary positive number),
$\left(\mathscr{A}_{2}\right) F\left(t, 0,0,0, u_{x}\right)=F\left(t, \pi, 0,0, u_{x}\right)=0$ or $F\left(t, \pi, 0,0, u_{x}\right)=0$ for $t \geqq 0, u_{x} \in E_{1}$ in the case of the boundary conditions (4.2.2) or (4.2.3), respectively.

Further, we shall study the equation (4.2.1) with boundary conditions (4.2.2) and

$$
\begin{array}{ll}
u_{x}(t, 0)=u(t, \pi)=0 & (\text { for } t \geqq 0) \\
u_{x}(t, 0)=u_{x}(t, \pi)=0 & (\text { for } t \geqq 0) \tag{4.2.6}
\end{array}
$$

instead of (4.2.3) or (4.2.4), respectively, without loss of generality, because it may be easily proved that if $\chi(x)$ is a sufficiently smooth function defined on $\langle 0, \pi\rangle$ and satisfying the condition

$$
\begin{equation*}
\chi^{\prime}(0)=\alpha_{0} \tag{4.2.7}
\end{equation*}
$$

or

$$
\begin{equation*}
\chi^{\prime}(0)=\alpha_{0}, \quad \chi^{\prime}(\pi)=\alpha_{\pi} \tag{4.2.8}
\end{equation*}
$$

then a function $u$ satisfies the equation (4.2.1) and the boundary conditions (4.2.3) or (4.2.4) if and only if the function $v=u . \mathrm{e}^{x}$ satisfies the equation

$$
\begin{equation*}
v_{t t}-v_{x x}=\left(\chi^{\prime \prime}-\chi^{\prime 2}\right) v+2 \chi^{\prime} v_{x}+\mathrm{e}^{x} F\left(t, x, \mathrm{e}^{-x} v, \mathrm{e}^{-x} v_{t},-\chi^{\prime} \mathrm{e}^{-x} v+\mathrm{e}^{-x} v_{x}\right) \tag{4.2.9}
\end{equation*}
$$

and the boundary conditions (4.2.5) or (4.2.6), respectively. However, the equation (4.2.9) may be considered as an equation of the type (4.2.1).

Provided $u_{0} \in C^{2}\left(\langle 0,+\infty) ; C^{0}(\langle 0, \pi\rangle)\right) \cap C^{1}\left(\langle 0,+\infty) ; C^{1}(\langle 0, \pi\rangle)\right) \cap C^{0}(\langle 0, \infty)$; $\left.C^{2}(\langle 0, \pi\rangle)\right)$, the problem of the uniform exponential stability (or the stability at constantly acting disturbances) of the solution $u_{0}$ can be easily transformed to the same problem concerning the zero solution of the equation

$$
\begin{gather*}
u_{t t}-u_{x x}=a(t, x) u+b(t, x) u_{t}+c(t, x) u_{x}+  \tag{4.2.10}\\
+\sum_{i, j=1}^{3} d_{i j}\left(t, x, u, u_{t}, u_{x}\right) \cdot u_{i} \cdot u_{j}
\end{gather*}
$$

where

$$
\begin{gathered}
a(t, x)=\frac{\partial F}{\partial u}\left(t, x, u_{0}(t, x), u_{0 t}(t, x), u_{0 x}(t, x)\right), \\
b(t, x)=\frac{\partial F}{\partial u_{t}}\left(t, x, u_{0}(t, x), u_{0 t}(t, x), u_{0 x}(t, x)\right), \\
c(t, x)=\frac{\partial F}{\partial u_{x}}\left(t, x, u_{0}(t, x), u_{0 t}(t, x), u_{0 x}(t, x)\right), \\
d_{i j}\left(t, x, u, u_{t}, u_{x}\right)=\int_{0}^{1} \int_{0}^{1} \frac{\partial^{2} F}{\partial u_{i} \partial u_{j}}\left(t, x, u_{0}(t, x)+\alpha \beta u,\right. \\
\left.u_{0 t}(t, x)+\alpha \beta u_{t}, u_{0 x}(t, x)+\alpha \beta u_{x}\right) \beta \mathrm{d} \alpha \mathrm{~d} \beta
\end{gathered}
$$

(for $i, j=1,2,3$ ). It is a consequence of $\left(\mathscr{A}_{1}\right)$ that the functions $a, b, c$ and $d_{i j}$ are continuous in all variables, continuously differentiable with respect to $x$ and bounded for $t \in\langle 0,+\infty), x \in\langle 0, \pi\rangle$, $\left[u, u_{t}, u_{x}\right] \in\langle-R, R\rangle \times\langle-R, R\rangle \times\langle-R, R\rangle$. The equation (4.2.10) will be of course examined with the same boundary conditions as the equation (4.2.1). It follows from the properties of the function $F$ that $c(t, 0)=$ $=c(t, \pi)=d_{33}\left(t, 0,0,0, u_{x}\right)=d_{33}\left(t, \pi, 0,0, u_{x}\right)=0$ or $c(t, \pi)=d_{33}\left(t, \pi, 0,0, u_{x}\right)=$ $=0$ if we deal with the boundary conditions (4.2.2) or (4.2.5), respectively.

Using the notation $u_{1}=u, u_{2}=u_{t}, u_{3} \approx u_{x}$, we can rewirte the equation (4.2.10) in the form of the following system of equations:

$$
\begin{gather*}
u_{1 t}=u_{2}  \tag{4.2.11}\\
u_{2 t}=u_{1 x x}+a u_{1}+b u_{2}+c u_{1 x}+\sum_{i, j=1}^{3} d_{i j} \cdot u_{i} \cdot u_{j}
\end{gather*}
$$

Let $X$ be the space of all elements $f=\left[f_{1}, f_{2}\right] \in C^{1}(\langle 0, \pi\rangle) \times C^{0}(\langle 0, \pi\rangle)$ such that $f_{1}(0)=f_{1}(\pi)=f_{2}(0)=f_{2}(\pi)=0$ or $f_{1}^{\prime}(0)=f_{1}(\pi)=f_{2}(\pi)=0$ or $f_{1}^{\prime}(0)=$ $=f_{1}^{\prime}(\pi)=0$ if the boundary conditions (4.2.2) or (4.2.5) or (4.2.6), respectively, are considered. $X$ is a Banach space with the norm

$$
\begin{equation*}
\|f\|_{0}=\max _{x \in\langle 0, \pi\rangle}\left|f_{1}(x)\right|+\max _{x \in\langle 0, \pi\rangle}\left|f_{1}^{\prime}(x)\right|+\max _{x \in\langle 0, \pi\rangle}\left|f_{2}(x)\right| . \tag{4.2.12}
\end{equation*}
$$

Put

$$
\mathscr{D}(A)=X \cap\left\{\left[f_{1}, f_{2}\right] \mid f_{1} \in C^{2}(\langle 0, \pi\rangle), f_{2} \in C^{1}(\langle 0, \pi\rangle), f_{1}^{\prime \prime}(0)=f_{1}^{\prime \prime}(\pi)=0\right\}
$$

or

$$
\mathscr{D}(A)=X \cap\left\{\left[f_{1}, f_{2}\right] \mid f_{1} \in C^{2}(\langle 0, \pi\rangle), f_{2} \in C^{1}(\langle 0, \pi\rangle), f_{2}^{\prime}(0)=f_{1}^{\prime \prime}(\pi)=0\right\}
$$

or

$$
\mathscr{D}(A)=X \cap\left\{\left[f_{1}, f_{2}\right] \mid f_{1} \in C^{2}(\langle 0, \pi\rangle), f_{2} \in C^{1}(\langle 0, \pi\rangle), f_{2}^{\prime}(0)=f_{2}^{\prime}(\pi)=0\right\}
$$

in the case of the boundary conditions (4.2.2) or (4.2.5) or (4.2.6), respectively, and

$$
A f=\left[f_{2}, f_{1}^{\prime \prime}\right] \quad(\text { for } f \in \mathscr{D}(A)) .
$$

It may be proved that the operator $A$ is the generator of a semigroup of operators $\mathrm{e}^{A t}$ of the class $C_{0}$ in $X$ such that

$$
\begin{gather*}
\left(\mathrm{e}^{A t} f\right)(x)=\frac{1}{2}\left[f_{1}(x+t)+f_{1}(x-t)+\int_{x-t}^{x+t} f_{2}(\sigma) \mathrm{d} \sigma\right.  \tag{4.2.13}\\
\left.f_{1}^{\prime}(x+t)-f_{1}^{\prime}(x-t)+f_{2}(x+t)+f_{2}(x-t)\right]
\end{gather*}
$$

for $f \in X$. The symbols $f_{1}$ and $f_{2}$ in (4.2.13) mean the functions $f_{1}$ and $f_{2}$ with an extended domain of definition so that

- $f_{1}$ and $f_{2}$ are odd, $2 \pi$-periodic functions on $E_{1}$ in the case of the boundary conditions (4.2.2),
$-f_{1}$ and $f_{2}$ are even, $4 \pi$-periodic functions such that $f_{1}(x)=-f_{1}(2 \pi-x)$ for all $x \in E_{1}$ in the case of the boundary conditions (4.2.5),
- $f_{1}$ and $f_{2}$ are even, $2 \pi$-periodic functions on $E_{1}$ in the case of the boundary conditions (4.2.6).

Denote by $X_{1}$ the space $\mathscr{D}(A)$ with the norm $\|\cdot\|_{1}=\|\cdot\|_{0}+\|A \cdot\|_{0}$, as in Section 1 . Put $\mathscr{D}\left(\left\|\|\cdot\|_{0}\right)=X,\|\cdot\|\left\|_{0}=\right\| \cdot \|_{0}\right.$ and $\|\cdot\| \cdot\|=\| \cdot \|_{1}$. Further, put

$$
\begin{aligned}
& B(t) f(x)=\left[0, a(t, x) f_{1}(x)+b(t, x) f_{2}(x)+c(t, x) f_{1}^{\prime}(x)\right], \\
& N(t) f(x)=\left[0, \sum_{i, j=1}^{3} d_{i j}\left(t, x, f_{1}, f_{2}, f_{1}^{\prime}\right) \cdot f_{i}(x) \cdot f_{j}(x)\right]
\end{aligned}
$$

(we denote $f_{3}(x)=f_{1}^{\prime}(x)$ ). Now, using the notation $U=\left[u_{1}, u_{2}\right]=\left[u, u_{t}\right]$, we can write the system (4.2.11) in the form (0.1). The operators $B(t)$ and $N(t)$ map $X$ into itself and it may be verified that $\mathrm{e}^{A t} B(s) f$ and $\mathrm{e}^{A t} N(s) f$ belong to $X_{1}$ if $f \in X_{1}$. Further, if $f=\left[f_{1}, f_{2}\right] \in X_{1}$ and $t \geqq 0, s \geqq 0$, it is

$$
\begin{gathered}
\left\|\mathrm{e}^{A t} B(s) f\right\|_{1}=\left\|A \mathrm{e}^{A t} B(s) f\right\|_{0}+\mathrm{e}^{A t} B(s) f \|_{0}= \\
=\frac{1}{2} \| A\left[\int_{x-t}^{x+t}\left(a(s, \sigma) f_{1}(\sigma)+b(s, \sigma) f_{2}(\sigma)+c(s, \sigma) f_{1}^{\prime}(\sigma)\right) \mathrm{d} \sigma\right. \\
a(s, x+t) f_{1}(x+t)+b(s, x+t) f_{2}(x+t)+c(s, x+t) f_{1}^{\prime}(x+t)+ \\
\left.+a(s, x-t) f_{1}(x-t)+b(s, x-t) f_{2}(x-t)+c(s, x-t) f_{1}^{\prime}(x-t)\right] \|_{0}+ \\
+\frac{1}{2} \|\left[\int_{x-t}^{x+t}\left(a(s, \sigma) f_{1}(\sigma)+b(s, \sigma) f_{2}(\sigma)+c(s, \sigma) f_{1}^{\prime}(\sigma)\right) \mathrm{d} \sigma,\right. \\
a(s, x+t) f_{1}(x+t)+b(s, x+t) f_{2}(x+t)+c(s, x+t) f_{1}^{\prime}(x+t)+ \\
\left.+a(s, x-t) f_{1}(x-t)+b(s, x-t) f_{2}(x-t)+c(s, x-t) f_{1}^{\prime}(x-t)\right] \|_{0}= \\
=\frac{1}{2} \|\left[a(s, x+t) f_{1}(x+t)+b(s, x+t) f_{2}(x+t)+c(s, x+t) f_{1}^{\prime}(x+t)+\right. \\
+a(s, x-t) f_{1}(x-t)+b(s, x-t) f_{2}(x-t)+c(s, x-t) f_{1}^{\prime}(x-t), \\
a_{x}(s, x+t) f_{1}(x+t)+a(s, x+t) f_{1}^{\prime}(x+t)+b_{x}(s, x+t) f_{2}(x+t)+ \\
+b(s, x+t) f_{2}^{\prime}(x+t)+c_{x}(s, x+t) f_{1}^{\prime}(x+t)+c(s, x+t) f_{1}^{\prime \prime}(x+t)- \\
-a a_{x}(s, x-t) f_{1}(x-t)-a(s, x-t) f_{1}^{\prime}(x-t)-b_{x}(s, x-t) f_{2}(x-t)- \\
\left.-b(s, x-t) f_{2}^{\prime}(x-t)-c_{x}(s, x-t) f_{1}^{\prime}(x-t)-c(s, x-t) f_{1}^{\prime \prime}(x-t)\right] \|_{0}+ \\
+\frac{1}{2} \|\left[\int_{x-t}^{x+t}\left(a(s, \sigma) f_{1}(\sigma)+b(s, \sigma) f_{2}(\sigma)+c(s, \sigma) f_{1}^{\prime}(\sigma)\right) \mathrm{d} \sigma,\right. \\
\left.\left.+\frac{1}{2} \max \right\rvert\, s, x-t\right) f_{1}(x-t)+b(s, x+t) f_{1}(x+t)+b(s, x+t) f_{2}(x+t)+c(s, x+t) f_{1}^{\prime}(x+t)+ \\
a(s, x+t) f_{1}(x+t)+b(s, x+t) f_{2}(x+t)+c(s, x+t) f_{1}^{\prime}(x+t)+ \\
\left.+a(x-t)+c(s, x-t) f_{1}^{\prime}(x-t)\right] f_{0}= \\
+
\end{gathered}
$$

$$
\begin{aligned}
& \quad+a(s, x-t) f_{1}(x-t)+b(s, x-t) f_{2}(x-t)+c(s, x-t) f_{1}^{\prime}(x-t) \mid+ \\
& \left.+\frac{1}{2} \max _{x \in\langle 0, \pi\rangle} \right\rvert\, a_{x}(s, x+t) f_{1}(x+t)+a(s, x+t) f_{1}^{\prime}(x+t)+b_{x}(s, x+t) f_{2}(x+t)+ \\
& \quad+b(s, x+t) f_{1}^{\prime}(x+t)+c_{x}(s, x+t) f_{1}^{\prime}(x+t)+c(s, x+t) f_{1}^{\prime \prime}(x+t)+ \\
& +a_{x}(s, x-t) f_{1}(x-t)+a(s, x-t) f_{1}^{\prime}(x-t)+b_{x}(s, x-t) f_{2}(x-t)+ \\
& \quad+b(s, x-t) f_{2}^{\prime}(x-t)+c_{x}(s, x-t) f_{1}^{\prime}(x-t)+c(s, x-t) f_{1}^{\prime \prime}(x-t) \mid+ \\
& \left.+\frac{1}{2} \max _{x \in\langle 0, \pi\rangle} \right\rvert\, a_{x}(s, x+t) f_{1}(x+t)+a(s, x+t) f_{1}^{\prime}(x+t)+b_{x}(s, x+t) f_{2}(x+t)+ \\
& \quad+b(s, x+t) f_{2}^{\prime}(x+t)+c_{x}(s, x+t) f_{1}^{\prime}(x+t)+c(s, x+t) f_{1}^{\prime \prime}(x+t)- \\
& \quad-a_{x}(s, x-t) f_{1}(x-t)-a(s, x-t) f_{1}^{\prime}(x-t)-b_{x}(s, x-t) f_{2}(x-t)- \\
& \quad-b(s, x-t) f_{2}^{\prime}(x-t)-c_{x}(s, x-t) f_{1}^{\prime}(x-t)-c(s, x-t) f_{1}^{\prime \prime}(x-t) \mid+ \\
& \quad+\frac{1}{2} \max _{x \in\langle 0, \pi\rangle}\left|\int_{x-t}^{x+t}\left(a(s, \sigma) f_{1}(\sigma)+b(s, \sigma) f_{2}(\sigma)+c(s, \sigma) f_{1}^{\prime}(\sigma)\right) \mathrm{d} \sigma\right|+ \\
& \left.+\frac{1}{2} \max _{x \in\langle 0, \pi\rangle} \right\rvert\, a(s, x+t) f_{1}(x+t)+b(s, x+t) f_{2}(x+t)+c(s, x+t) f_{1}^{\prime}(x+t)- \\
& \quad-a(s, x-t) f_{1}(x-t)-b(s, x-t) f_{2}(x-t)-c(s, x-t) f_{1}^{\prime}(x-t) \mid+ \\
& \left.+\frac{1}{2} \max _{x \in\langle 0, \pi\rangle} \right\rvert\, a(s, x+t) f_{1}(x+t)+b(s, x+t) f_{2}(x+t)+c(s, x+t) f_{1}^{\prime}(x+t)+ \\
& +a(s, x-t) f_{1}(x-t)+b(s, x-t) f_{2}(x-t)+c(s, x-t) f_{1}^{\prime}(x-t) \mid \leqq c_{5} \cdot t .\|f\|_{1}
\end{aligned}
$$

(where $c_{5}$ is a positive constant). Similarly, it may be derived that there exists a nondecreasing positive function $c_{6}(R)$ so that the indequality

$$
\left\|\mathrm{e}^{A t} N(s) f\right\|_{1} \leqq c_{6}(R) t\|f\|_{1}^{2}
$$

holds for all $t \geqq 0, s \geqq 0$ and $f \in X_{1}$ such that $\|f\|_{1} \leqq R$.
Now, we see that the conditions (v), (vi) and (vii) of Section 1 are fulfilled with an arbitrary $p>1$ in (vi) and $\alpha=1$ in (vii).

Using Theorems 2.1 and 3.1, we see that the uniform exponential stability with respect to the norm

$$
\begin{gather*}
\left\|\|u(t, \cdot)\|^{\prime}=\right\| \mid\left\|\left[u(t,:), u_{t}(t, \cdot)\right]\right\| \|=  \tag{4.2.14}\\
=\max _{x \in\langle 0, \pi\rangle}|u(t, x)|+2 \max _{x \in\langle 0, \pi\rangle}\left|u_{t}(t, x)\right|+\max _{x \in\langle 0, \pi\rangle}\left|u_{x}(t, x)\right|+ \\
\quad+\max _{x \in\langle 0, \pi\rangle}\left|u_{t x}(t, x)\right|+\max _{x \in\langle 0, \pi\rangle}\left|u_{x x}(t, x)\right|
\end{gather*}
$$

of the zero solution of the equation

$$
\begin{equation*}
u_{t t}-u_{x x}=a(t, x) u+b(t, x) u_{t}+c(t, x) u_{x} \tag{4.2.15}
\end{equation*}
$$

is a sufficient condition for the uniform exponential stability and the uniform stability at constantly acting disturbances with respect to the norm $\|\|\cdot\|$ of the zero solution of the equation ( 0.1 ) (hence also for the same properties, but with respect to the norm $\left\|\|\cdot\|^{\prime}\right.$, of the zero solution of the equation (4.2.10)). Considering the relation between the zero solution of the equation (4.2.10) and the solution $u_{0}$ of the equation (4.2.1), we may conclude:

Theorem 4.2.1. Let the zero solution of the linear equation (4.2.15) (with one of the boundary conditions (4.2.2), (4.2.5) and (4.2.6)) be uniformly exponentially stable with respect to the norm $\|\cdot \cdot\|^{\prime}$. Then the solution $u_{0}$ of the equation (4.2.1) (with the same boundary conditions as in the case of the equation (4.2.15)) is uniformly exponentially stable and uniformly stable at constantly acting disturbances with respect to the norm $\||\cdot|\|^{\prime}$.

Remark 4.2.1. The same results as in Theorem 4.2 .1 could be proved also with respect to the norm

$$
\|u(t, \cdot)\|^{\prime \prime}=\left\{\int_{0}^{\pi}\left[u^{2}(t, x)+u_{t}^{2}(t, x)+u_{x}^{2}(t, x)+u_{t x}^{2}(t, x)+u_{x x}^{2}(t, x)\right] \mathrm{d} x\right\}^{1 / 2}
$$

instead of $\||\cdot|\|^{\prime}$. Then the magnitude of disturbances could be determined by the norm

$$
\|u(t, \cdot)\|_{0}^{\prime \prime}=\left\{\int_{0}^{\pi}\left[u^{2}(t, x)+u_{x}^{2}(t, x) \mathrm{d} x\right\}^{1 / 2}\right.
$$

(see [12]). We investigate in detail the uniform exponential stability with respect to the norm $\|\|\cdot\| \mid$ " of the zero solution of several rather more special cases of the linear equation (4.2.15) and then apply the results obtained to the corresponding special cases of the equation (4.2.1) also in [12].

### 4.3. THE TIMOSHENKO TYPE EQUATION

Suppose that $H$ is a Hilbert space with the norm $\|\cdot\|_{H}$ and $L$ is a selfadjoint, strictly positive linear operator in $H$ with the domain of definition $\mathscr{D}(L)$ (the strict positivity of the operator $L$ means that $\varrho=\inf \operatorname{Sp}(L)>0)$. Let $u_{0} \in \bigcap_{i=0}^{4} C^{i}\left(\langle 0,+\infty) ; \mathscr{D}\left(L^{1-i / 4}\right)\right)$
be a solution of the equation

$$
\begin{gather*}
u^{\prime \prime \prime}(t)+\alpha L^{1 / 2} u^{\prime \prime}(t)+\beta L u(t)=  \tag{4.3.1}\\
=F\left(t, u, L^{1 / 4} u, L^{1 / 2} u, L^{3 / 4} u, u^{\prime}, L^{1 / 4} u^{\prime}, L^{1 / 2} u^{\prime}, u^{\prime \prime}, L^{1 / 4} u^{\prime \prime}, u^{\prime \prime \prime}\right)
\end{gather*}
$$

where $\alpha, \beta$ are real constants and $F$ is a function with values in $H$. The operators $L^{v}$ (for $v=0, \frac{1}{4}, \frac{1}{2}, \frac{3}{4}$ ) may be defined as follows:

$$
L^{v} u=\int_{\varrho}^{+\infty} s^{v} \mathrm{~d} E(s) u
$$

where $E(s)$ is the spectral resolution of identity corresponding to the operator $L$. Provided $F$ is sufficiently smooth, the problem of the uniform exponential stability or the uniform stability at constantly acting disturbances of the solution $u_{0}$ may be transformed to the same problem concerning the zero solution of the equation of the type

$$
\begin{align*}
& u^{\prime \prime \prime \prime}+\alpha L^{1 / 2} u^{\prime \prime}+\beta L u=a_{1}(t) u+a_{2}(t) L^{1 / 4} u+a_{3}(t) L^{1 / 2} u+a_{4}(t) L^{3 / 4} u+  \tag{4.3.2}\\
& +b_{1}(t) u^{\prime}+b_{2}(t) L^{1 / 4} u^{\prime}+b_{3}(t) L^{1 / 2} u^{\prime}+c_{1}(t) u^{\prime \prime}+c_{2}(t) L^{1 / 4} u^{\prime \prime}+ \\
& +d(t) u^{\prime \prime \prime}+G\left(t, u, L^{1 / 4} u, L^{1 / 2} u, L^{3 / 4} u, u^{\prime}, L^{1 / 4} u^{\prime}, L^{1 / 2} u^{\prime}, u^{\prime \prime}, L^{1 / 4} u^{\prime \prime}, u^{\prime \prime \prime}\right),
\end{align*}
$$

where $a_{1}(t), a_{2}(t), \ldots, c_{2}(t), d(t)$ are bounded linear operators in $H$ such that
a1) $\left\|a_{1}(t) u_{1}+a_{2}(t) L^{1 / 4} u_{1}+\ldots+d(t) u_{4}\right\|_{H} \leqq c_{5} \sum_{i=1}^{4} \sum_{j=0}^{4-i}\left\|L^{j / 4} u_{i}\right\|_{H}$
(for $t \geqq 0$ and $\left.\left[u_{1}, u_{2}, u_{3}, u_{4}\right] \in \mathscr{D}\left(L^{3 / 4}\right) \times \mathscr{D}\left(L^{1 / 2}\right) \times \mathscr{D}\left(L^{1 / 4}\right) \times H\right)$,
b1) if $\left[u_{1}, u_{2}, u_{3}, u_{4}\right] \in \mathscr{D}(L) \times \mathscr{D}\left(L^{3 / 4}\right) \times \mathscr{D}\left(L^{1 / 2}\right) \times \mathscr{D}\left(L^{1 / 4}\right)$, then

$$
a_{1}(t) u_{1}+a_{2}(t) L^{1 / 4} u_{1}+\ldots+d(t) u_{4} \in \mathscr{D}\left(L^{1 / 4}\right)
$$

c1) $\left\|L^{1 / 4}\left[a_{1}(t) u_{1}+a_{2}(t) L^{1 / 4} u_{1}+\ldots+d(t) u_{4}\right]\right\|_{H} \leqq c_{5} \sum_{i=1}^{4} \sum_{j=1}^{5-i}\left\|L^{j / 4} u_{i}\right\|_{H}$
(for $t \geqq 0$ and $\left[u_{1}, u_{2}, u_{3}, u_{4}\right] \in \mathscr{D}(L) \times \mathscr{D}\left(L^{3 / 4}\right) \times \mathscr{D}\left(L^{1 / 2}\right) \times \mathscr{D}\left(L^{1 / 4}\right)$ ).
$G\left(t, u, L^{1 / 4} u, L^{1 / 2} u, \ldots, L^{1 / 4} u^{\prime \prime}, u^{\prime \prime \prime}\right)$ is a nonlinear operator in $H$ such that
a2) $\left\|G\left(t, u_{1}, L^{1 / 4} u_{1}, L^{1 / 2} u_{1}, L^{3 / 4} u_{1}, u_{2}, L^{1 / 4} u_{2}, L^{1 / 2} u_{2}, u_{3}, L^{1 / 4} u_{3}, u_{4}\right)\right\|_{H} \leqq$
$\leqq c_{6}(R)\left[\sum_{i=1}^{4} \sum_{j=0}^{4-i}\left\|L^{j / 4} u_{i}\right\|_{H}\right]^{2}$
(for $t \geqq 0$ and $\left[u_{1}, u_{2}, u_{3}, u_{4}\right] \in \mathscr{D}\left(L^{3 / 4}\right) \times \mathscr{D}\left(L^{1 / 2}\right) \times \mathscr{D}\left(L^{1 / 4}\right) \times H$ such that $\left.\sum_{i=1}^{4} \sum_{j=0}^{4-i}\left\|L^{j / 4} u_{i}\right\|_{H} \leqq R\right)$,
b2) if $\left[u_{1}, u_{2}, u_{3}, u_{4}\right] \in \mathscr{D}(L) \times \mathscr{D}\left(L^{3 / 4}\right) \times \mathscr{D}\left(L^{1 / 2}\right) \times \mathscr{D}\left(L^{1 / 4}\right)$ then
$G\left(t, u_{1}, L^{1 / 4} u_{1}, L^{1 / 2} u_{1}, \ldots, L^{1 / 4} u_{3}, u_{4}\right) \in \mathscr{D}\left(L^{1 / 4}\right)$,
c2) $\left\|L^{1 / 4} G\left(t, u_{1}, L^{1 / 4} u_{1}, L^{1 / 2} u_{1}, L^{3 / 4} u_{1}, \ldots, L^{1 / 4} u_{3}, u_{4}\right)\right\|_{H} \leqq c_{6}(R)\left[\sum_{i=1}^{4} \sum_{j=0}^{5-i}\left\|L^{j} /^{4} u_{i}\right\|_{H}\right]^{2}$ (for $t \geqq 0$ and $\left[u_{1}, u_{2}, u_{3}, u_{4}\right] \in \mathscr{D}(L) \times \mathscr{D}\left(L^{3 / 4}\right) \times \mathscr{D}\left(L^{1 / 2}\right) \times \mathscr{D}\left(L^{1 / 4}\right)$ such that $\left.\sum_{i=1}^{4} \sum_{j=0}^{5-i}\left\|L^{j / 4} u_{i}\right\|_{H} \leqq R\right)$.

Put $X=\mathscr{D}\left(L^{3 / 4}\right) \times \mathscr{D}\left(L^{1 / 2}\right) \times \mathscr{D}\left(L^{1 / 4}\right) \times H$ and define

$$
\|f\|_{0}=\sum_{i=1}^{4} \sum_{j=1}^{4-i}\left\|L^{1 / 4} f_{i}\right\|_{H} \quad\left(\text { for } f=\left[f_{1}, f_{2}, f_{3}, f_{4}\right] \in X\right)
$$

Since $L^{v}\left(\right.$ for $v=0, \frac{1}{4}, \frac{1}{2}$ and $\frac{3}{4}$ ) are closed operators in $H$ (see e.g. [18]), $X$ is a Banach space with the norm $\|\cdot\|_{0}$.

Let us define

$$
\begin{aligned}
A f= & {\left[f_{2}, f_{3}, f_{4},-\alpha L^{1 / 2} f_{3}-\beta L f_{1}\right]\left(\text { for } f \in \mathscr{D}(L) \times \mathscr{D}\left(L^{3 / 4}\right) \times \mathscr{D}\left(L^{1 / 2}\right) \times \mathscr{D}\left(L^{1 / 4}\right) \equiv\right.} \\
& \equiv \mathscr{D}(A)), \\
B(t) f & =\left[0,0,0, a_{1}(t) f_{1}+a_{2}(t) L^{1 / 4} f_{1}+a_{3}(t) L^{1 / 2} f_{1}+\ldots+c_{2}(t) L^{1 / 4} f_{3}+d(t) f_{4}\right], \\
N(t) f & =\left[0,0,0, G\left(t, f_{1}, L^{1 / 4} f_{1}, L^{1 / 2} f_{1}, \ldots, L^{1 / 4} f_{3}, f_{4}\right)\right](\text { for } f \in X) .
\end{aligned}
$$

Then denoting $U=\left[u, u^{\prime}, u^{\prime \prime}, u^{\prime \prime \prime}\right]$, we can rewrite the equation (4.3.2) in the form (0.1):

$$
\frac{\mathrm{d} U}{\mathrm{~d} t}=A U+B(t) U+N(t) U
$$

It may be proved that if

$$
\begin{equation*}
\alpha>0, \quad \beta>0, \quad \alpha^{2}-4 \beta \geqq 0 \tag{4.3.3}
\end{equation*}
$$

then the operator $A$ is the generator of a semigroup of operators $\mathrm{e}^{A t}$ of the class $C_{0}$ such that

$$
\begin{gather*}
\mathrm{e}^{A t} f=\left[\sum_{i=1}^{4} \int_{e}^{+\infty} m_{i}(t, s) \mathrm{d} E(s) f_{i}, \sum_{i=1}^{4} \int_{e}^{+\infty} \frac{\partial m_{i}(t, s)}{\partial t} \mathrm{~d} E(s) f_{i},\right.  \tag{4.3.4}\\
\left.\sum_{i=1}^{4} \int_{e}^{+\infty} \frac{\partial^{2} m_{i}(t, s)}{\partial t^{2}} \mathrm{~d} E(s) f_{i}, \sum_{i=1}^{4} \int_{e}^{+\infty} \frac{\partial^{3} m_{i}(t, s)}{\partial t^{3}} \mathrm{~d} E(s) f_{i}\right]
\end{gather*}
$$

for $f=\left[f_{1}, f_{2}, f_{3}, f_{4}\right] \in X$, where $m_{i}(\cdot, s)(i=1,2,3,4)$ are solutions of an ordinary differential equation

$$
\begin{equation*}
\frac{\partial^{4} m_{i}(t, s)}{\partial t^{4}}+\alpha \sqrt{ } s \frac{\partial^{2} m_{i}(t, s)}{\partial t^{2}}+\beta s m_{i}(t, s)=0 \tag{4.3.5}
\end{equation*}
$$

on $\langle 0,+\infty$ ), fulfilling initial conditions

$$
\begin{equation*}
\frac{\partial^{j} m_{i}(0, s)}{\partial t^{j}}=\delta_{i, j-1} \quad(\text { for } i=1,2,3,4 ; \quad j=0,1,2,3 ; s \in(\varrho,+\infty)) \tag{4.3.6}
\end{equation*}
$$

## We can find that

$$
m_{1}(t, s)=\frac{\lambda_{2}^{2}}{\lambda_{2}^{2}-\lambda_{1}^{2}} \cos \left(s^{1 / 4} \lambda_{1} t\right)+\frac{\lambda_{1}^{2}}{\lambda_{1}^{2}-\lambda_{2}^{2}} \cos \left(s^{1 / 4} \lambda_{2} t\right)
$$

$$
\begin{aligned}
& m_{2}(t, s)=\frac{\lambda_{2}^{2}}{s^{1 / 4} \lambda_{1}\left(\lambda_{2}^{2}-\lambda_{1}^{2}\right)} \sin \left(s^{1 / 4} \lambda_{1} t\right)+\frac{\lambda_{1}^{2}}{s^{1 / 4} \lambda_{2}\left(\lambda_{1}^{2}-\lambda_{2}^{2}\right)} \sin \left(s^{1 / 4} \lambda_{2} t\right), \\
& m_{3}(t, s)=\frac{1}{s^{1 / 2}\left(\lambda_{2}^{2}-\lambda_{1}^{2}\right)} \cos \left(s^{1 / 4} \lambda_{1} t\right)+\frac{1}{s^{1 / 2}\left(\lambda_{1}^{2}-\lambda_{2}^{2}\right)} \cos \left(s^{1 / 4} \lambda_{2} t\right), \\
& m_{4}(t, s)=\frac{1}{s^{3 / 4} \lambda_{1}\left(\lambda_{2}^{2}-\lambda_{1}^{2}\right)} \sin \left(s^{1 / 4} \lambda_{1} t\right)+\frac{1}{s^{3 / 4} \lambda_{2}\left(\lambda_{1}^{2}-\lambda_{2}^{2}\right)} \sin \left(s^{1 / 4} \lambda_{2} t\right),
\end{aligned}
$$

where $\lambda_{1}=\sqrt{ }\left(\alpha-\sqrt{ }\left(\alpha^{2}-4 \beta\right)\right) / 2, \lambda_{2}=\sqrt{ }\left(\alpha+\sqrt{ }\left(\alpha^{2}-4 \beta\right)\right) / 2$. Thus, it is

$$
\left|\frac{\partial^{j} m_{i}(t, s)}{\partial t^{j}}\right| \leqq \text { const. } s^{(j-i+1) / 4} \quad(\text { for } t \geqq 0, s>\varrho ; i=1,2,3,4 ; j=0,1,2,3)
$$

The integral $\int_{\varrho}^{+\infty} s^{(4-i) / 4} \mathrm{~d} E(s) f_{i}(i=1,2,3,4)$ converges for $f_{i} \in \mathscr{D}\left(L^{(4-i) / 4}\right)$, i.e. also the integral

$$
\int_{e}^{+\infty} \frac{\partial^{j} m_{i}(t, s)}{\partial t^{j}} \mathrm{~d} E(s) f_{i} \quad(\text { for } i=1,2,3,4 ; j=0,1,2,3)
$$

converges and hence all terms in (4.3.4) have sense.
The operators $B(t)$ and $N(t)$ transform $X$ into itself and it holds
$\|B(t) f\|_{0} \quad \leqq c_{5}\|f\|_{0} \quad$ (for $t \geqq 0$ and $f \in X$ ),
$\|A B(t) f\|_{0} \leqq c_{5}\|A f\|_{0} \quad($ for $t \geqq 0$ and $f \in \mathscr{D}(A))$,
$\|N(t) f\|_{0} \leqq c_{6}(R)\|f\|_{0}^{2} \quad\left(\right.$ for $t \geqq 0$ and $f \in X$ such that $\left.\|f\|_{0} \leqq R\right)$, $\|A N(t) f\|_{0} \leqq c_{6}(R)\|A f\|_{0}^{2} \quad$ (for $t \geqq 0$ and $f \in \mathscr{D}(A)$ such that $\|A f\|_{0} \leqq R$ ).

Let $X_{1}$ be the space $\mathscr{D}(A)$ with the norm $\|\cdot\|_{1}=\|\cdot\|_{0}+\|A \cdot\|_{0}$. Put $\mathscr{D}\left(\left\|\|\cdot\|_{0}\right)=X\right.$, $\left\|\|\cdot\|_{0}=\right\| \cdot\left\|_{0},\right\|\|\cdot\|\|=\| \cdot \|_{1}$. Then it may be easily proved that the conditions (v) $-(\mathrm{vii})$ from § 1 are satisfied. For example:

$$
\begin{gathered}
\left\|\mathrm{e}^{A t} N(s) f\right\|=\left\|\mathrm{e}^{A t} N(s) f\right\|_{0}+\left\|A \mathrm{e}^{A t} N(s) f\right\|_{0} \leqq M_{\varrho} \mathrm{e}^{\varrho t}\left(\|N(s) f\|_{0}+\right. \\
\left.\quad+\|A N(s) f\|_{0}\right) \leqq M_{\varrho} \mathrm{e}^{\varrho t} c_{6}(R)\|f\|_{1}^{2}=M_{\varrho} e^{\varrho t} c_{6}(R)\|f\|^{2}
\end{gathered}
$$

and so the inequality (1.5) in the condition (vii) holds.
Now it is seen that we can apply Theorem 2.1 and Theorem 3.1 and, considering the relations between the equations (4.3.2) and (0.1), we conclude that the following theorem holds:

Theorem 4.3.1. Let the zero solution of the linear equation

$$
u^{\prime \prime \prime \prime}+\alpha L^{1 / 2} u^{\prime \prime}+\beta L u=0 \quad\left(\alpha>0, \beta>0, \alpha^{2}-4 \beta>0\right)
$$

be uniformly exponentially stable with respect to the norm

$$
\begin{aligned}
&\|u(t)\|^{\prime}=\|u(t)\|_{H}+\left\|L^{1 / 4} u(t)\right\|_{H}+\left\|L^{1 / 2} u(t)\right\|_{H}+\left\|L^{3 / 4} u(t)\right\|_{H}+\|L u(t)\|_{H}+ \\
&+\left\|u^{\prime}(t)\right\|_{H}+\left\|L^{1 / 4} u^{\prime}(t)\right\|_{H}+\left\|L^{1 / 2} u^{\prime}(t)\right\|_{H}+\left\|L^{3 / 4} u^{\prime}(t)\right\|_{H}+\left\|u^{\prime \prime}(t)\right\|_{H}+ \\
&+\left\|L^{1 / 4} u^{\prime \prime}(t)\right\|_{H}+\left\|L^{1 / 2} u^{\prime \prime}(t)\right\|_{H}+\left\|u^{\prime \prime \prime}(t)\right\|_{H}+\left\|L^{1 / 4} u^{\prime \prime \prime}(t)\right\|_{H}
\end{aligned}
$$

Then the zero solution of the equation (4.3.2) is uniformly exponentially stable and uniformly stable at constantly acting disturbances with respect to the norm $\||\cdot|| |$. The magnitude of disturbances is supposed to be determined by the norm

$$
\begin{aligned}
& \|v(t)\|_{0}^{\prime}=\|v(t)\|_{H}+\left\|L^{1 / 4} v(t)\right\|_{H}+\left\|L^{1 / 2} v(t)\right\|_{H}+\left\|L^{3 / 4} v(t)\right\|_{H}+\left\|v^{\prime}(t)\right\|_{H}+ \\
& \quad+\left\|L^{1 / 4} v^{\prime}(t)\right\|_{H}+\left\|L^{1 / 2} v^{\prime}(t)\right\|_{H}+\left\|v^{\prime \prime}(t)\right\|_{H}+\left\|L^{1 / 4} v^{\prime \prime}(t)\right\|_{H}+\left\|v^{\prime \prime \prime}(t)\right\|_{H} .
\end{aligned}
$$

Remark 4.3.1. The exponential stability of a linear Timoshenko type equation

$$
u^{\prime \prime \prime \prime}+a u^{\prime \prime \prime}+\left(b_{1} L^{1 / 2}+b_{2} I\right) u^{\prime \prime}+\left(c_{1} L^{1 / 2}+c_{2} I\right) u^{\prime}+\left(d_{1} L+d_{2} L^{1 / 2}+d_{3} I\right)=0
$$

(where $a, b_{1}, b_{2}, c_{1}, c_{2}, d_{1}, d_{2}, d_{3}$ are real constants) is investigated in detail in the paper [1].
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