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Czechoslovak Mathematical Journal, 39 (114) 1989, Praha 

ON A CLASS OF LINEAR ra-TH ORDER DIFFERENTIAL EQUATIONS: 

VALTER ŠEDA, Bratislava 

(ReceivedJuly 15, 1987) 

Dedicated to Academician Michal Greguš on the occasion ofhis sixtieth birthday 

1. INTRODUCTION 

Consider the n-th order (n ^ 2) linear differential equation 

(E) (ь[у]=)/"> + Іл(0/"-к ) = о, 
fc = 2 

where the coefficients pk(t), k = 2 , . . . , w, are real-valued continuous functions on? 
the interval / = <a, oo), —oo < a < oo. Sometimes the following assumptions will 
be required: 

(A) YPlÁt)jLL.uo forali tel, xeR; 
k=2 [к — 2)1 

(B) the hypothesis (A) is satisfied, n = 2ra, pk(t) ^ 0 for all teI, к = 2, 3 , . . . , nf 

and pn(t) is not identically zero in any subinterval ofI; 
(C) the hypothesis (B) is satisfied and p3(t) ^ 0, p5(t) = 0, ...,jp„_i(i) ss 0for all 

i e J . 
For the orders n = 2 , и = 3 and и = 4, the condition (A) is satisfied by the: 

equations 
У" + Pi(t) У = 0 with p2(t) й 0 in J , 

y'" +. JP2(O iV' = 0 w i t h P2(O á 0 in I, 
and 

yw +-Pa(0 / ' + Рз(0 / + Л ( 0 J = 0 , P2(O á 0 , 

pl(t)u2p2(t)p4(t) in J , 

respectively. The last equation has been studied by J. Regenda in several papers, 
e.g. [8], [9], [10], [11]. 

It is clear that if the equation (E) satisfies the assumption (A), then p2(t) ^ 0 in / 
and for n = 2m + 1 we have pJt) = 0 in J, while for n = 2m we have pn(i) g 0 
in this interval. Conversely, if n = 2m, pn(t) < 0 in J, then for any p3(t),..., pn-i(t) 
there exists (a sufficiently great in absolute value) p2(t) й 0 such that the equation 
(E) satisfies (A). 
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Although the equations (E) of the second and third orders satisfying the condition 
(A) are disconjugate, the equation yi4) — y = 0 (having the property (A)) possesses 
a fundamental system of solutions y\(t) = e\ y2(t) = Q~\ y3(t) = cos t, y4(t) = 
= sin i, and, thus, has oscillatory solutions. 

A nontrivial solution of the differential equation (E) is called oscillatory if its set 
of zeros is not bounded from above. Otherwise, it is called nonoscillatory. The equa
tion (E) will be called nonoscillatory when all its solutions are nonoscillatory; 
oscillatory when at least one ofits solutions is oscillatory. It is said to be disconjugate 
in an interval J aI iffeach ofits non trivial solutions has at most n — 1 zeros in J, 
counting each zero so many times as its multiplicity indicates. It is eventually dis
conjugate (oni) if it is disconjugate on an interval of the type (b, 00), where beI. 

In the paper fundamental properties of the equation (E) are derived under some 
of the assumptions (A), (B), (C), such as the existence of solutions without zeros, 
a comparison theorem, the existence of a bundle of solutions and the properties of 
nonoscillatory solutions of the equation. 

2. PRELIMINARIES 

We begin by formulating and proving the results which are needed later on. 

Lemma 1. Suppose that t0eI, yl
0, i = 0, 1 , . . . , n — 1, are arbitrary numbers. 

Then the initial value problem 

(1) Lfr] = 0 , /1%) = у^ i = 0 , l , . . . , r c - l , 

is equivalent to thefollowing Volterra's integral equation 

(2) /"-!>(i) = g(t) + yt0 A{t, s) / " " " ( s ) ds , t єI, 
where 

(3) g(t) = yV1 -"EVo І Ho PA') {ГЇ0Г"2 ds ' 
i=o k=n-j [j — n + k)\ 

(4) 4 м ) " - І Ш " ) ( " Г 8 С , а < і и ' м є / -
k = 2 (к — 2)! 

Proof. Integrating the equation (E) from t0 to t andtaking the initial conditions 
in (1) into consideration, we get 

(5) ур-Щ - /.-' - t Ji,A(')fl ^ V <S - ř°)' + 

&=2 \ I = 0 /! 

Г ( s - u r 2 / - ' ) ( M ) d l ) U , 
J(0 (fc-2)! u ; 

We put (5) into the form (2). First we denote 

m = yv-iiip^)Ci-^-(s-t,y)ds. 
* = 2 \ l = 0 / ! / 
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Then 

9{t) - / о " l - І Ко A M " і , . У ° , Т 7 (. - í o ) J - + k d, , 
fc = 2 j = n-fc ( j — n + fcj! 

which implies (3). 
Similarly we consider the function 

-aJ>C*r^"H*-
--u.tJ!^^r*-]^-w*-

Then, on the basis of (3)and (4),-we get (2). 
By virtue ofthe assumption (A), the function A{i, s) given by (4) is continuous and 

nonnegative for t0 gj s g ř as well as nonpositive for a ^ t <£ 5 ^ i0. The following 
lemma deals with the equation (2) in this case. 

Lemma 2 ([8], p. 331). Let A(t, s) be a nonnegative and continuousfunctionfor 
t0 <^ s ^ t (a nonpositive and continuous function for a ^ t ^ s). J / g(r), ф(ґ) 
(y(t)) are continuousfunctions in the interval <ř0, oo) (<a, ř0>) and 

, p(i) ^ flf(r) + £0 i4(i, s) <p(s) ds / o r í є <f0, oo) 

(ф(і) è flf(ř) + íí0 i4(i, s) tfr(s) ds for t e <a, ř 0 » , 

then every solution y(t) of the integral equation 

(6) y(t) = g(t) + llA(t,s)y{s)ds 

satisfies the inequality 

y{t) è <p{t) in <r0, oo) (y(t) й Щ in <a> 'o>) • 

If we suppose in addition that g(t) ^ 0 for t e <ř0, oo) (g(t) S 0 for t e <a, ř0>), 
fhen the solution y(t) of(6) satisfies the inequality 

y(t) ^ g(t) ^ 0 for t e <ř0, oo) (y{t) й g(t) S 0 for t e <a, i 0 » . 

Weshal l show that under the assumption (A) neither the solution y(t) of the 
equation (E) satisfying the conditions 

(7) y(i\t0) = Q, і « 0 , 1 n - 2 , / " " " ( ' o ) + 0 
nor any of its derivatives yu\t), j = 1 , . . . , и - 1, has a zero at t є J, f Ф f0. 

Lemma 3. Suppose that (A) froWs and Zeř у(ґ) be the solution of (E) satisfying 
the initial conditions (7) with j ( n"1 }(io) > 0. Гйеп: 

(8) (і) уЩ > 0for all t > t09 i = 0, 1 , . . . , n - 1. 
(ii) If a < ř0, řften 

(9) ( - l ) i + 1 /-%t) > 0 / o r a/í te{a, t0), і = 1, 2 , . . . , n. 
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Proof. If the solution y of (E) satisfies (7) and yl'1 = у(м_1)(*о) > 0, then the 
function g(t) determined by (2) is g{t) = yn

0~1 > 0 and, by Lemma 2, yin~x\i) ^ yn
0~1 

for ail t ^ t0, which in view of (7) leads to the inequalities (8). 
If a < t0 and the solution y of (E) satisfies (7) with уп

0~г = /n~1}(*o) < 0, then 
g(t) = yl'1 < 0 and, by Lemma 2, у(п~Щ й Уо~г < 0 for all te{a, f0>. This, 
with respect to (7), implies ( - l ) * / " ~ ° ( 0 > ° m <a> řo)> * = 1? 2 , . . . , и. Hence the 
inequalities (9) for the solution y with yn

0~l > 0 are true. 
Under the condition (B) or the condition (C) stronger results can be proved. 

Lemma 3'. Suppose that (B) holds and let y(i) be a nontrivial solution of (E) 
satisfying at t0 eI the initial conditions 

/ ° Ы = ^ о ^ 0 , i = 0 , l , . . . , n - l . 
та^и 

y^(t)>0 forall t>t09 i = 0 , l , . . . , n - l . 

Lemma 3". Suppose that (C) fto/ds я п і ř0 > а. Leř j(i) be a nontrivial solution 
o/(E) satisfying the initial conditions 

( - l ) 1 / ° ( ' o ) = ( - l ) 1 *o è 0 , i = 0, 1 , . . . , n - 1 . 
Then 

( - l ) ř > ( ° ( » > 0 foral l ř , aut<t0, i = 0 , l , . . . , n - l . 

The p roofs are similar to that of Lemma 3 and will be omitted. 
Using the well-known Kiguradze lemmas ([5], pp. 289 — 290, [12], p. 94) we get 

the following lemma. 

Lemma 4. Let j(i) є C(n)(/) be such that y(t) > 0 in <b, oo) where a g b < oo. 
Then there is a c, b ^ c < oo, such that 

either 
(i) there is an 1, 0 ^ 1 ^ n, with thefollowing property. If 1 > 0, then y^(t) > 0, 

с й t < oo, i = 0, 1 , . . . , 1 - 1; i/ 1 й n - 1, then (-l)l+Jy(j\t) > 0 / o r c S 
£ ř < oo, j = /, і + 1, ..., n - 1; and (~l)l+nyin\t) ^ 0 in <c, oo), /">(i) = 0 
holds in no subinterval (d, oo) c <c, oo), 

or 
fii) řnere is a k, 1 ^ fc ^ n, wiìn řne property 

yW(t) = 0 in <c, oo) 

and y{i\t) > 0 ш <c, oo) /o r i = 0 , 1 , ..., k — 1, 
or 
(iii) there is a k, 1 ^ fc g n, and an Z, 0 <£ / <̂  k — 1, sMcn that if 1 > 0, then 

y(i)(t) > 0 ш <c, oo), i = 0, 1, ..., 1 - 1; if 1 й k - 2, ínen ( - l ) I + i ya )(ř) > 0 in 
<c,oo), j = / ,J + l , . . . , f c - 2 ; /wrřner ( - l ) ' + * - * / * - ! > ( i ) ^ 0 m <c,oo), 
y ( k - 1 )( í ) = 0 noJds in no subinterval <d, oo) <z <c, oo) and 

y(k\t) is strictly oscillatory in <c, oo), i.e. it changes its sign in each subinterval 
<d, oo) c <c, oo) infinitely many times. 
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Proof. Consider the function y{n)(t) in <b, oo). Three cases may occur. 
1. y{n) is of constant sign in <fr, oo), y(n\t) == 0 holds in no subinterval <d, oo) c 

c <c, oo). Then the first two Kiguradze lemmas are applicable. They give the 
statement (i). 

2. yin)(t) ss 0 in an interval <d, oo) с <b, сю). We denote by fc, 1 ^ fc ^ w, the 
smallest integer i for which y (0(i) = 0 in an interval <d1? oo) a <b, oo). Clearly 
y(fc_1)(ř) =s const > 0 in <d l9 сю) and by integration we get the statement (ii). 

3. yin\t) is strictly oscillatory in an interval <d, oo) c <b, oo). Then we again 
consider the smallest integer i for which y{i\t) is strictly oscillatory. If we denote it 
by k, then y{k) is strictly oscillatory, but y(*~1}(t) is of constant sign in an interval 
<d1? oo) and j ( / c _ 1 )(ř) = 0 holds on no subinterval <d2, oo) of <dl9 oo). Again the 
statement (iii) follows from the Kiguradze lemmas. 

The next lemma is similar to a result proved in [7] by M. Medveď under stronger 
conditions (pk(t)e C("~fc)((a, b))). The same result has been given in Corollary 5.1, 
[6], p. 90. Here another proofis constructed. 

Lemma 5. Suppose that the equation (E) is disconjugate in <f0, oo) where t0 eL 
and the function f(t) є C(<í0, oo)) does not change its sign in <ř0, oo). Then the 
differential equation 

(io) ВД-Д0 
is nonoscilldtory in <i0, oo), i.e.for each solution y{t) o/( i0) there exists an interval 
<fl9 oo), tc <£ i l9 swcfo that either y(t) = 0 or y(t) Ф 0 /or i t < t < cc. I / theformer 
case occurs thenf(t) = 0 ш <fl9 oc). 

Proof. According to G, Mammana (see [6], p. 45, or [7], pp. 102-103), if (E) 
is disconjugate, then there exist real continuous functions дх{і),..., gJt) in <i0, oo) 
such that the operator Lcan be decomposed into factors 

4>]-(â-«0)...(i-.*>>. 
Hence, if we put 

(11) У=);1> / i - f t ( i ) ) ' l = J ' i+l , i = l , . . . , n - l , ^ - f l f „ ( O ^ n = / ( 0 » 

then the equation (10) is equivalent to the system 

(12) Уі = 9і(і)Уі + Уі+і, i = l , . . . , n - 1 , 

u = #«(0 y. + f(t) 
in the following sense. If y(t) is a solution of (10), then the vector function (yx(t),... 
•••іУп(О) determined by (11) is a solution of the system (12) and conversely, if 
0'i(0> •••' Уп(і)) *s a solution of(12), then y(t) = j x ( i ) satisfies (10). 

Suppose tha t / ( i ) è 0 in <ř0, oo). In the case/(i) ^ 0 we would proceed similarly. 
First we show that any solution ofthe equation y'n = gn(t) yn + / ( / ) is nonoscillatory. 
If such a solution yn is negative in a neighbourhood of oo, then it is nonoscillatory. 
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Ifthere is a point tt ^ t0 such that yn(tx) ^ 0, then it can be written in the form 

(13) yn{t) = un(t) + $'tlK(t,s)f(s)ds, 

where K(t, s), tx ^ s ^ t, is the Cauchy function for the equation 

(14) y'-0n(t)y = 0 

and hence it is positive for t1 ^ s < t, while un(t) is the solution of (14) determined 
by the condition un(tt) = y„(ři) ^ 0 and thus yn(i) ^ un{i) ^ 0 for all t > t±. 
Further, (13) yields that either yn(t) = 0 in a neighbourhood of oo or yn(t) > 0 
in an interval <i2, oo). Therefore the equation y'n = gn(t) yn + f(t) is nonoscillatory. 
By finite induction we can show that all equations in the system (12) are nonoscillatory. 
This implies that (10) is nonoscillatory. Clearly y(t) s 0 in <i l9 oo) implies that 
f(i) = 0 in the same interval. 

In the next lemma the notation/(r) <s g(t) for t ~* oo (taken from [6], p. 57) will 
mean that both functions / and g are positive in a neighbourhood of oo and f(t) = 
= o(g(t)) for t ^> oo. For the sake of completeness we state Lemma 2.1 from [6], 
p. 58 as 

Lemma 6. Let Vbe an n-dimensional vector space offunctions continuous in I. 
Then thefollowing two statements are equivalent: 

1. Eachfunction y(t) є V, y(t) ф 0, is differentfrom 0 in a neighbourhood of oo. 
2. There exists a basis {y^t)}n

i==i for Vsuch that 

J>i(0 < yi(t) < ••• < yn(t) for t ~> oo . 
Using this lemma we prove the following result. 

Lemma 7. Suppose that the equation (E) is nonoscillatory, thefunctionf(t) e C(l) 
is nonoscillatory and let y^ i ) <̂  y2(t) < ... < yn(t) for t ~> oo be a hierarchical 
system of solutions of (E). Then the nonhomogeneous equation (10) is nonoscilla
tory, i.e., all its solutions are nonoscillatory, iffthere is a nonoscillatory solution 
y0(t) o/(10) such that \y0\, yl9 y2,..., ynform a hierarchical system offunctions, 
i.e. 

either 
Uo(Ol < Уі(0 < >?2(0 < . . . < yJtt) f0r t ^ O0 

or there is a j e {l, 2 , . . . , n — 1} such that 

yx(t) < ... < yj(t) < \y0(t)\ < yj+i(t) < . . . < yn(t) for t ~> oo , 
or 

yi(t) < yz(t) < ... < yJtt) < \y0(t)\ as t ^ oo . 

Proof. If \y0\, yu y2, .•., yn form a hierarchical system in the sense given above, 
then it is clear that each solution 

n 

y(t) = Y,Ciyt(t) + yo(t), teI, 
i = l 

of (10) is nonoscillatory. 
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Conversely, suppose that each solution of (10) is nonoscillatory. Then for each 
i = 1, 2, ..., n and any solution y0 of (10) the function yi(t)|yo{t) iscontinuous in 
a neighbourhood of oo and moreover, for each c e R, yi(t)|yo(t) Ф c in a neighbour
hood of oo. In fact, the roots of the equation yi(t)jyo(t) = c are either the roots of 
yi(t) (when c = 0) or the zeros ofthe solution - ( l / c ) j^(i) + y0(t) of (10). The ine
quality yi(t)|yo{t) Ф c for each c є JR and the continuity of yi(t)jy0(t) in a neigh
bourhood of oo ensure the existence of a finite or infinite lim yi(t)|yo{t)- This implies 

i^-oo 

that for each / = 1, 2 , . . . , n and any solution y0(t) of (10) one and only one of the 
following cases may arise: y^t) < \yo(t)\, \Уо(і)\ < y^t), y0(t) ~ c y^t) for t ™> oo 
with 0 < \c\ < oo. 

Let us fix a solution y0 of (10). Then either |y0 |, yu y2,..., yn form a hierarchical 
system in the sense given in the statement ofthe lemma, or there exists a j , 1 ^ j S n> 
such that y0(t) ~ c yj(t) for t ~> oo. In the former case the proof of the lemma is 
complete. In the latter case we consider the function yl(t) = y0(t) — cyj(t), teI, 
which is a nonoscillatory solution of (10). Again two cases may occur. Either yJ, 
Уъ У21 •••> JV*form a hierarchical system and the proof is done or there exists a k, 
1 S k g n, such that yJ(r) ~ Ci yfc(i) for ř -> oo. As lim ya(i)/j>/i) = 0 a n < i t n u s 

f^oo 
\yl(t)\ < yj(t), we must have k < j . We now consider the solution of (10), yl(t) = 
~ 3>o(0 ~" ci^fc(0 = Уо(0 ~~ СУ&) "~ c i ^fc(0' * є ^- ^ s c o n c e r n s this solution, 
either \yl\, yxl y2,..., yn is a hierarchical system or there is an /, 1 ^ / < k < j such 
that yl

0(t) ~ c2 y£(ř) for ř ^ oo. *\fter at most j steps we come to a solution y™(0 
of(lO) such that \y%\, y i 5 y2> •••» Уп form a hierarchical system of functions. 

The next lemma is interesting in itself and will play an important role in the investi
gation of a nonoscillatory equation (E). It has been given by U. Elias in [2], p. 269 
as Theorem 1. 

Lemma 8. Suppose that the equation (E) is disconjugate on J, p[t) is a continuous 
function ofafixed sign on I, and the perturbed equation 

(E) L[y] + p(t)y = 0 

is nonoscillatory on I. Then the equation (E) is eventually disconjugate. 

3. THE EXISTENCE OF MONOTONIC SOLUTIONS 

• Theorem 1. Suppose that (A) holds. Then there exists a solution y(t) o /(E) such 
that 
(15) / ° ( * ) > 0 forall t>a, i = 0 , l , . . . , n - l . 

Proof. Let y(t) be the solution of(E) which satisfies the initial conditions y(l\a) = 
= 0, i = 0, 1 , . . . , n — 2, y (w_1)(a) = 1. Then, by Lemma 3, the inequalities (15) 
follow. 

Denote by ZQ(f),Zi(i),...,Zn_!(i) the solutions of (E) defined on I which are 
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determined by the initial conditions 

f0 , i +j for iJ = 0,l,...,n ^ ] . 
>т-ьц {it t _ j 

Theorem 2. Suppose that (A) holds. Then there exists a solution z(j) o/(E) such 
that 

either 
(16) ( - l ) ' z < ' > ( i ) > 0 forall teI, i = 0 , l , . . . , n - 2 , 

( - l ) " " 1 ^ " " 1 ^ ) ^ m / , 
or 
z(i) > 0 /o r аП с є / and ífcere exists a t0 eI such that z{i\t) = 0/0** a// t >̂ i0? 

i = l , 2 , . . . , n - 1. 

Proof. We shall apply a construction similar to that given in [4], p. 15. For each 
natural number k > a let c0>b c l b ..., c „ _ l k be numbers satisfying 

(17) "ÌX* = 1 . 
i = 0 

"Zc,-,^H'(fc) = ^ , ; - 0 , l , . . . , n - l , 
i = 0 

where a;-, j = 0, 1, ..., n — 1, are such that a0 = ях = ... = a„_2 = 0, 
( - l ^ f l . . ! < 0 . 

Since z0(i), z^ i ) , . . . , ^_ i ( r ) are linearly independent and an-x can be arbitrarily 
chosen, the numbers c0jk5 c l f c , . . . , c„_ l f c do exist. 

n-i 
Denote zk(t) = £ c/jfe Zj.(r). Then zfe(i) is a nontrivial solution of (E). In view öf 

i = 0 
the first condition in (17) and by Lemma 3, 

(18) ( - i y # > ( i ) > 0 , j = 0 , l , . . . , n - l , a ^ < L 

For each natural number i, 0 ^ / g ra — 1, the sequence {cifk} is bounded, thus 
there exists a sequence ofnatural numbers {fe(Z)} such that the subsequences {c ík ( í )} 
converge to numbers ch i = 0, 1 , . . . , и — 1, as / ~> oo. From (17) we see that 
n - l 

£ c ? = 1. The sequences (zM )(í)}, (zí ( I )(ř)}, . . . , {zg^ 1}(0} c o n v e r e e uniformly on 
i = 0 

any compact subinterval of / to the functions z(t), z'(f),..., z<""^(*)> respectively, 
where 

B - 1 

• i « 
i = 0 

*W = I *i z,(i) 

is a nontrivial solution of(E). The inequalities (18) imply that 

(19) ( - i y z ( i ) ( ř ) ^ 0 forall teI and i = 0 , l , . . . , n - l . 

If there existed a point t0eI and a j e {0, 1 , . . . , n - 2} such that z^'\t0) = 0, we 
would consider the smallest / with the mentioned property. Then, by (l9), z J (0 = 0 
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would hold for all t ^ f0. As z(t) is a nontrivial solution of (E), z(t) > 0 in I and 
hence, ; è 1. Denote I - j - i . Then z<<>(r) = с, Ф 0 in <i0, oo) and, since 
( - l ) z z ( 0 ( f ) *> 0 and cf cannot be negative (this would imply that z(t) is negative 
in a neighbourhood of oo), 1 must be even. If / > 0, then z(l)(i) ss cf > 0 and 
z(f~1}(i) = c^ + g and hence z ( i _ 1 )(ř) > 0 for all sufficiently great t, which con
tradicts (19), because / - 1 is odd. This contradiction shows that / = 0 and the 
theorem is proved. 

Remark . If pJfj ф 0 in any neighbourhood of oo (and hence n = 2m), then in 
the alternative (16) only the first statement can hold. If pn(t) = 0, then solutions of 
both types in (16) can occur, as the example of the equation y{5} — y' = 0 shows. 
This equation has the following fundamental system of solutions: y^t) = 1, y2(t) = 
= eř, y3(t) = e~ř, yJj) = sin t, y5(t) = cos t. 

CorolIary.J/(C) holds, then there exists a solution z(f) o/'(E) such that 

( ~ l ) l V ° ( i ) > 0forall teI, i = 0 , l , . . . , n - 1 . 

Proof. First, we know that there exists a solution z(i) of the equation (E) with 
( - l ) ' z < ' > ( i ) > 0 for all teI, i = 0 , l , . . . , n - 2, and ( - l ) " - 4 < " - " ( i ) ^ 0 in / . 
By Lemma 3", ( - l ) " " 1 z(n~1}(0 > 0 must hold in the whole interval / . 

4. COMPARISON THEOREMS 

The fundamental property of the equation (E) under the assumption (A) is given 
by the following theorem which is stronger than the Čaplygin comparison theorem 
([6] ,p .46) . 

Theorem 3. Suppose that (A) holds. Let t0eI and let u(t),v(t)eC"(l) be two 
functions such that 
(20) и(,)(*о) = » ( 0( 'о), "i = 0 , l , . . . , n - l , . a n d 

L[u](t) ^ L[v](t) forall teI. 
Then 

(i) u<'>(i) è »(<)(0 for all t ^ t0, i = 0, 1 , . . . , n - 1; 
(ii) / / a < t0, then 

( - 1 Г 1 * Л 0 М ~ 1 Г 1 ' ^ ) / * r a H f, a s t u t o , 
і = 0, 1, и - 1 . 

Moreover, if there is a tvt0 g ř l ( a < ^ ^ ,Q) s í i c fo ř f c a ř L [ M ] ( ř ] ) > L[v](t,% 
then 

u^(t)>vW(t) f0rall t > h t i = 0 1 n _ 1 

( ( " 1 ) " " ' ^ ( 0 ^ , ( - 1 ) - ^ ) / o r f l / / ř , ' a á ř < ř i j 

i = 0 , l , . . . , n - l ) . 
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Proof. Denote by K(t, s) the Cauchy function for the equation (E), i.e., K(-,s) 
is the solution y(t) of (E) such that /'>(s) U 0, i = 0 , 1 , . . . , n - 2, y<"">>(s) = 1. 
By Lemma 3, 

(21) ° K(t> s> > 0 forall t > s ^ t 0 , i = 0 , l , . . . , n - l , 
dť 

o'K(t, s 

and 

(22) ( _ i ) " - i + i ^ i ^ ) > o for al] a ^ í < s ^ ř0 , i = 0 , v ! ) dt% 

l,...,n - 1 . 

Denote by Ji(f) the solution of(E) satisfying / Д ' о ) = "<0( řo) = ^\ї0), і = 0, 1 , . . . 
..., n — 1. Then 

^XO-^0+r^^b[u](,)d*, 
Jfo ^ 

t7(,)(0 - УЛО + Г ^ ^ L[v] {s) ds , t є I , г = 0, 1 , . . . , n - 1 . 
Jto dť 

Hence 

(23) u(i\t) - ѴЩ = Ґ ^ L ň {L[u] (s) - L[v] (s)} âs for all teI, r J ř 0 ^' 
і = 0, 1, ...} n — 1 . 

By (20), (21), (22) and (23) the result follows. 
Ifthe condition (B) is fulfilled, a stronger result holds. 

Theorem 3'. Suppose that (B) holds. Let t0eI and let u(t),v(t)eC"(l) be two 
functions such that 

(20') u^\t0) ^ v(i\t0), i = 0, 1 , . . . , n - 1 , and L[u] (t) ^ L[v] (t) 

for all t ^ t0 . 
Then 

u{i\t) ^ u(i)(ř) / o r aI/ t ^ f0 , ť - 0, 1 , . . . , n - 1 . 

Proof. Let K(t, s) have the same meaning as in the proof of Theorem 3 and let 
yi(t), i = 1, 2, be the solutions of(E) determined by the conditions 

y?{to)-u^(t0), y^(ro) = u<'>(io), i = 0 , l , . . . , n - l . 

Then instead of (23) we get 

(23') u<'>(i) - »«(i) = tf>(i) - /,'>(i) + 

+ f ^ M ^ ) {L[ti] (s) _ L [ D ] (s)} ds for all teI, i = 0 , 1 , . . . , n - 1 . 
Jto vt 

359 



Since yx — y2 is a solution of (E) with (yí — y2)(l) (řo) è 0, Lemma 3' implies that 
(Уі ~" yifl) (t) ^ 0 for all t ^ ř0, і =*0, 1, ..., n — 1. By these inequalities as well 
as by (21), on the basis of(20')and (23'), we get the result. 

If we apply Lemma 3" instead of Lemma 3', we get the following theorem. 

Theorem 3". Suppose that (C) holds. Let a< r0, let u(t),v(t)eC"(l) be two 
functions such that 

(20") ( - i y u ^ o ) ^ ( - i y ^ O o ) , i = 0 , l , . . . , n - l , and 

L[w] (t) ^ L[r] (i) /o r all t, a й t й t0 . 
Then 

(-l)'tt<'>(i) Ž ( - l ) V > ( * ) / o r a I I ř , a g í ^ *o, i = 0 , l , . . . , n «- 1 . 

5. REGULARITY OF BUNDLES 

Let í 0 e L Denote by 3>o(í),^i(f),...,yw-i(0 ^ e s°lu t ions of (E) defined on I 
which are determined by the initial conditions 

yP(to) = Sij, U = 0 , l , . . . , n - 1 . 

It is clear that for each je {0, 1 , . . . , n — 1) each solution y(t) of (E) such that 
і n-\ 

yU)(t0) = 0 is a linear combination £ ĉ  yfc(i). The set of all such solutions will be 
fc = 0 

fc+J 
called the bundle ofsolutions o/(E) o/ thej-th kind at the point t0. Ifthe wronskian 
Pf(>'o,..., y_y-i, yj+i, • -, Уп-í) (0 does n o t vanish on a subinterval J c 7, then we 
say that this bundle is regular on J. 

The following theorem is true. 

Theorem 4. Suppose that (A) fooJds. Thenfor each point t0 є / , еясй j e {0, 1 , . . . 
..., n — 1], ř&e bundle ofsolutions o/(E) o/ thej-th kind at tQ is regular in I — {i0} 
and hence the functions y0(t),..., ^ _ ^ ) , yJ + 1 ( ř ) , . . . , y,,_i(*) /orm a fundamental 
set of solutions for a certain homogeneous linear differential equation of the 
(n — l)-sr order in I — {t0}. 

Proof. Consider the wronskian W(y09..., j ^ - - i , J>j+i, ••-, }7
řJ-i) (t). If there were 

a point ř i € / , Í! =|= t0, such that H^(vo , . . . , y_ / - i , ^ ;+ i , . . . , ^ - i ) ( r i ) = 0, then the 
system (in unknowns c 0 , . . . , Cy_i, cj+1,..., c„_x) 

" І ^ Ш - О . i = 0 , l , . . . ,n -2 , 
k = 0 

k*j 

would have a nontrivial solution, and hence there would exist an (и — l)-tuple 
/ ! ~ 1 

(Zo,.. . ,Z,_i, c^! , . . . , c , ,_! ) such that X ^ ^ ( i i ) = : ^ ' X * i ) - 0 . * = 0 , 1 , . . . 
fc = 0 * 
fc*i 
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n~ì 

..., n ^ 2 . If y(t) = 0 in I, then 0 yj(t) + £ ck yk(t) = 0 which would contradict the 
fc = 0 

k*j 

fact that yo(t),'..,yn-i(i) are linearly independent. Thus j ( n _ 1 ) ( ř i ) * 0 and y(t) 
should be a solution of (E) with an (n - l)-tuple zero at tx and with yU)(t0) = 0, 
which cannot occur if (E) satisfies (A) (a contradiction with Lemma 3). 

Corollary. Suppose that (A) holds. Thenfor each pair ofdifferent numbers t0, tt e 
eI, any j , 0 ^ j S n — 1, and any (n — l)-tuple y[, i = 0 , 1 , . . . , n — 2, of real 
numbers there exists a unique solution y o/(E) which satisfies the conditions 

yU)(to) = 0, /%t,) = y[, i = 0 , l , . . . , w - 2 . 
/ я particular, the homogeneous boundary value problem 

L[y] = 0, ^>(*o) = 0 , / '>(iO = 0 , i = 0 , l , . . . , n - 2 , 

/zas on/j; the trivial solution and thus, there exists a unique Green's function for 
that problem. 

6. NONOSCILLATORY EQUATIONS 

Suppose that the equation (E) is nonoscillatory. Then, by Lemma 6, there exists 
a hierarchical fundamental system of solutions j , ( i ) , i = 1, 2, ..., n, of the equation 
(E), which means that 

(24) yx(t) < y2(t) < ... < yn(t) for t ^ аэ . 

Moreover, from the proof of the lemma it follows that for any two nontrivial solu
tions y, z of (E) there exists a finite or infinite lim y(t)|z(t). We shall call these two 

i^oo 

solutions equivalent, notation y(t) « z(i), when this limit is finite and different 
from 0. The relation to be equivalent is reflexive, symmetric and transitive and hence 
by this relation the set of all nontrivial solutions of (E) is decomposed into classes 
of equivalent solutions. In view of (24) and of the representation of the solution y(t) 

n 
of (E) in the form y(t) = £ Cj yj(t), t є / , the following statements hold: 

i = i 
1. For each nontrivial solution y of (E) there exists one and only j є 

e {1, 2,..., n} such that y(t) « yj(t), and thus there are exactly n classes Up j = 
= 1, 2 , . . . , n, of equivalent solutions of (E), possessing yj as their representatives. 

j 
2. The class Uj consists ofthe solutions £ ck yJf) of(E), where c l5 ..., Cj_x, Cj ф 0 

k = i 

are arbitrary numbers. Hence, the class Ux is a one dimensional vector subspace, 
without the trivial solution, of the space of all solutions of (E), and the solution 
y^t) is unique up to multiplication by positive constants. 

By Theorem l.\n in [3], p. 329, we get the following statement. 
3. If the equation (E) is eventually disconjugate, i.e. it is disconjugate on an 
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interval (b, oo) c J, then the solution y^t) (with the smallest growth) has two 
properties: 

a ) J i ( 0 > O in (b, oo). 
b) When zk(t) is the solution of (E) (from the proof of Theorem 2) satisfying the 

initial conditions 
4'>(fc) = 0 , j = 0,...,n-2, ( - l ) " 2 < - ' > ( f c ) < 0 

for each k > 5, and the normalization condition 

"iV(<o = i 
j = 0 

(i.e. й е conditions (l7)), ř/іел jx(ř) = lim žfc(ř) ш řfoe sense йя£ for each j = 
k^-oo 

= 0, 1 , . . . , и — 1, žiJ\i) converges uniformly to y^p(t) on every compact subinterval 
of(b,co) as k ~> oo. Hence, Corollary toTheorem 2 implies that, provided that the 
equation (E) satisfies the condition (C) and is eventually disconjugate, then the solu
tion z(t) of the equation with 

(25) ( - i y z ( i ) ( i ) > 0 forall tel, i = 0 , l , . . . , n - l , 

belongs to the class Ut (with the smallest growth) and is uniquely determined up to 
multiplication by positive constants. 

Remark . Ifjp„(i) Ф 0 in any neighbourhood of oo, the equation (E) fulfils the 
condition (A) and is eventually disconjugate, then the same result holds, only (25) 
is replaced by (16). If pn(t) = 0 in (b, oo) and there exists a solution z^t) satisfying 
(16) as well as a solution z2(t) = const. > 0, then zt(t) e Ut and lim z±(i) == 0. 

f^-oo 

Suppose now that the equation (E) satisfies the condition (B). By Lemma 3', for 
a point t0 ^ a and for two different solutions y(t), z(i) of (E) such that y(i)(tQ) ^ 
^ z(ř)(ř0), i = 0, 1, ..., n - 1, we have y^(t) < z(l)(ř) for all t > t0 and i = 0, 1, ... 
. . . ,n — 1. Hence a nontrivial solution y(i) of (E) such that 

(26) y ( , ) ( í 0 ) ž O , i = 0 , l , . . . , n - l , 

has the property that at any fixed point tt > t0 all values у(і)(*х) are positive, i = 
= 0, 1 , . . . , n - 1. Comparing this solution with yne Un we see that there exists 
a k > 0 such thatj#>( ' i ) < fe У(0(гі)» * = ° > *> • • • > n - * > a n d t h u s> ЬУ Lemma 3', 
lim fe y(t)jyn(t) ^ 1. Since y„ belongs to the class of the highest growth, we have the 
ř^oo 
following statement: 

4. J / the equation (E) satisfies the condition (B), then each nontrivial solution y 
of (E) satisfying (26) at a point t0 g> a is equivalent to yn and thus ye Un. In 
particular, any solution y of (E) with a zero of multiplicity n — 1 at t0 belongs 
to Un. 

Remark . The last statementconcerning the solution with an (n — l)-tuple zero 
is also true under the condition (A). 
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Let t0 ^ a be an arbitrary but fixed point. As the bundle B(t0) of solutions of (E) 
»ofthe 0 kind at the point t0 is an (n — l)-dimensional vector space of solutions of(E) 
which are all nonoscillatory with the exception of the trivial one, by Lemma 6 there 
,exists a system zu ..., zn_x e B(t0) such that 

Zi(t) < z2(t) < . . . < z„-i(i) for t ^ 00 . 

Denote by Vj the class of all solutions from B(t0) which are equivalent to Zj. Then 
for eachj є { 1 , . . . , n — 1} there is a unique k(j) = k є {l, ..., n} such that Vj c UkU), 
and forji < j 2 we have k(jx) < k(j2). Therefore k(j) ^ j for eachj == 1,2,..., n — 1. 
Now we prove the statement. 

5. / / the equation (E) satisfies the condition (B) and is eventually disconjugate, 
then 

Vj c Uj+1 for each j = 1, 2 , . . . , n ~ 1 . 

Proof. By the statement 4, the solution with the (n — l)-tuple zero at t0 has 
a maximal growth and therefore belongs to Un n Vn^x. Hence Vn_1 c Un. On the 
other hand, both classes Ul9 Vx are one dimensional vector subspaces without the 
null solution and hence, if U± n Vx Ф 0, then Ux = Vx. But, in view of the statement 
3, U\ contains a solution z satisfying (25) which has no zeros, and thus, z cannot 
belong to any of Vj. Hence k(l) > 1. However, fc(l) > 2 cannot hold. Therefore 
.fc(l) = 2 and proceeding step by step we obtain that k(j) == j + 1, j = 1, 2 , . . . 
. . . , n - l . 

Suppose now that the equation (E) satisfies the condition (C). Then the equation 
(E) generates a chain of equations 

<E2i) /2J) + E Pk(t) /2J-k) = 0 , j = 1, 2,..., in . 
k = 2 

Here (Ел) means the equation (E). Each of the equations (E2j), j = 1,2, . . . ,^n , 
fulfils the condition (A), and if p2j(t) is not identically zero in any subinterval of J, 
it also satisfies the condition (C). Moreover, the equation (E2) is disconjugate on L 
The remaining equations of the chain are dealt with in the following lemma. 

Lemma 9. Let the equation (E) satisfy the condition (C) and let n ^ 4. Then 
the equations (E4), (E 6 ) , . . . , (E„_2), (E„) are all eventually disconjugate ifand only 
if they are all nonoscillatory. 

Proof. Since the eventual disconjugacy implies the nonoscillation, we shall only 
show that if the equations (E4), (E 6 ) , . . . , (En_2), (Еи) are nonoscillatory, then they 
are eventually disconjugate. Denote 

(ßa,) /2J) + Y Pk(t) y(2J-k) = 0 , j = 2, 3,..., \n , 
k = 2 

which differs from (E2j-) by the term p2j{t) У and let L2j (L2j) be the operator standing 
on the left-hand side of (E2j-) ((E2j-)). As (E2) is disconjugate on / and L4[y] = 
= L 2 [d 2 j /dř 2 ] , (Ë4) is disconjugate on / as well. As (E4) is nonoscillatory and p4(i) ^ 

363 



^ 0 in J, by Lemma 8 we get that (E4) is eventually disconjugate. Proceeding in this 
way, step by step we derive the eventual disconjugacy ofthe equations (E 6 ) , . . . , (E„_2)„ 
(E„) and the lemma is proved. 

Further we shall need a lemma which extends a result by T. Čanturija in [ l ] , . 
p..33. 

Lemma 10. If the equation (E) satisfies the condition (C) and is oscillatory, then 
for each c ^ a there are two numbers c < cx < c2, an l0 є {2, 4 , . . , , n — 2} and 
a solution v[t) of (E) such that 

(27) ^ ( q ) = 0 , j = 0 , l , . . . , i o - 1 , 

(28) tfo)(c2) = 0 , j = Z0,/0 + l , . . . , n ' - 1 , 

(29) ^ > ( i ) * 0 for te(cl9c2), / = 0 , l i . . . , n - l . 

More precisely, 

(30) v(t) vu\t) > 0 , j = 0, 1 , . . . , /0 » 1 , in (c1? c2> and 

( - l ) ' + ' 0 * ( i ) ^ > ( i ) > 0 , j = / 0 , / 0 + l , . . . , / i - l , ш <cuc2). 

Proof. Let the equation (E) be oscillatory. Then there is an oscillatory solution 
y(t) ofthis equation with a zero c t > c. Consider the setS of all nontrivial solutions 
y(t) of (E) such that there is a k with 1 <̂  k ^ n - 1 and a d > cu d = d(y), with 
the following properties:(a) y has a fc-tuple zero at cx; (b) y(k)(t) has n - k zeros 
in <c1? d} counting each zero according to its multiplicity. By Corollary to Theorem 4, 
1 <̂  k g » ™ 2. Put c2 = infd(y). Then cx й c2 and there is a sequence у ш є S 

yeS 

and a fixed fc, 1 ^ A: g n — 2, such that all ym possess a zero at cx of the same 
multiplicity k and }?(Д/) have n - k zeros in <cl5 c2 + l/m>. When we normalize 

Л - 1 

the solutions j'm(ř) by ^Ут)2(сі) == 1» t n e resulting family contains a subsequence 
i = o 

which we again denote by ym(t) and which is locally uniformly convergent on / to 
a nontrivial solution v(t) of (E). Moreover, y^{t) locally uniformly converge to 
vu\t)forj = 0 , l , . . . , n - 1. 

Clearly ü enjoys the property (a). By Rolle's theorem the property (b) of ym(t) 
implies that the statement (c) y^(t) have n -j zeros in (cx,c2 + l/m>, / = 
= k, k + 1 , . . . , n — 1, m = 1, 2 , . . . , is true. Hence, on the basis ofthe convergence 
properties of {ym\t)} the equality c2 = ct would imply f(fc)(ci) = ••• = ^ ( и _ 1 )( с і) = 

= 0 and thus, v(t) == 0 which contradicts the fact that u is a nontrivial solution of (E). 
Therefore c2 > cx. Further, denote by cx ^ tim ^ t2m ^ ... ^ ř„-fc,m ^ c2 + i|m. 
the set of zeros of the function y(^\t) in <cx, c2 + l/m>. Here each term stands so 
many times as its multiplicity indicates. By the compactness of the cubes in Rn as 
well as by the locally uniform convergence of y^(t) to vu\t) we get that for each z*, 
1 й i Š и ~ k, there is a subsequence ř ímp ~* ff such that Ут\и,тр) ~* ѵік){и) a s 

p ~> co, whereby cí S h й ••• й tn-k S c2. Again by Rolle's theorem, the equality 

364 



tt = í i + 1 = .. . = t,+r^ < ř i + r meansthat u<*>(i,) = u (k+1)(í ;) = .. . = tP+"^t,) = 
= 0, and thus, v(t) has the property (b), too. Therefore v e S. 

Let 1 ^ k ^ /0 ^ n - 2 be such that v(t) satisfies (27), but vilo\cx) ф 0.Then 
v(lo)(t) has n — ř0 zeros in (c1? c2>. Proceeding in a similar way as in the proof of 
Theorem 3.3 in [6], p. 75, using the method of perturbation of zeros, we can show 
that v(lo\t) Ф 0 in ( c b c2) and hence the conditions (28) are fulfilled, too. At the 
same time, on the basis of (27), the inequalities (29) are true for j = 0, 1 , . . . , /0. 

Suppose that v(lo)(t) > 0 in (c l5 c2). Then vij\t) > 0 in (cu c2) for j = 0 , 1 , . . . , /0. 
Two cases may occur: (i) l0 is even, and hence 2 ^ /0 ^ n — 2. The function 
v(lo)(t) = w(r) is a solution ofthe equation 

(зі) M(»-'°> + "x°ft(0"(""'o_t) = - Î М'УЛО 
fc = 2 fc = n - j 0 + 2 

which satisfies the conditions 

(32) м ( л Ы = 0 , j = 0 , l , . . . , n - Z 0 - l . 

By the condition (C) the right-hand side of (31) is nonnegative in (c l5 c2) and attains 
positive values in any subinterval of (c l9 c2). Hence in virtue of (32), Theorem 3 
implies that (-If"*-' u^(t) = (~í)l°+j v«°+J\t) > 0 in <cl5 c2) for j = 0 ,1 , . . . 
..., w - l0 — 1. Thus (30) is true for a l l j = 0, 1, ..., n ~ 1. 

Finally we show that the case (ii) l0 is odd, cannot occur and this will complete the 
proof of the lemma. In this case we put v(lo + i\t) = u(t), which implies that u 
satisfies the initial value problem 

м ( - ь - і > + " £ ft(*)tt<--*>-*-*>=- f Р*(0«(я'к)(0 
fc = 2 fc = „ _ í 0 + 1 

w0)(c2) = 0 , j = 0 , l , . . . , n - /0 - 2 . 

Again by Theorem 3 we get the inequalities (~iy ,~ lo~1~ iu°*>(f) = ( - l ) / o + y + 1 . 
. ^ I o +^+ 1 )( i ) > 0 in <cl5 c2), for j = 0, 1 , . . . , n - l0 - 2. Hence v(h+1)(t) > 0 in 
<c1? c2) and thus ü0o)(i) is increasing in the interval. But v(lo\c2) = 0 which leads to 
contradiction with v(lo\t) > 0 in (c l5 c2). 

Theorem 5. Suppose that the equation (E) satisfies the condition (C) and řfcař 
л ^ 4. Tnen thefollowing statements are true: 

1. / / řne equation (E) i*5 nonoscillatory and, in the case n ^ 6 the equations 
(E4), (E 6 ) , . . . , (E„_2) are eventually disconjugate, thenfor each nontrivial solution 
y of the equation (E) 

either 
there exists an even number 1 e {0, 2, ...5 n} and a point c ^ a such that 

(33) i/ / ^ 2 , řnerc y ( ř ) j a ) ( 0 > o / ö r c ^ r < o o , j = 0 , l , . . . , Z - l , 
if 1 й n - 2 , íften ( - iy + J * y(t) y(j\t) > 0 /oř 
c g í < oo , j = / , / + l , . . . , n - 1 
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and 
( - 1) '+ и y{t) y(n)(t) ^ 0 in <c, oo), y<">(i) = 0 hoWs in no subinterval 
<d, oo) cz <c, oo) , 
or 
there exists an odd Z e { l , 3 , . . . , n — 3} and a point c ^ a such that 

(34) y(t) уЩ > 0 for с й t < oo , j = 0, 1 , . . . , / - 1 , 
( - l ) J + 1 3<0 yU)(t) > 0 ш <c, oo), j = J, / + 1 . 

Moreover, if 

(35) Ie0 *i(i) dř = oo 

for thefirst solution Xi(t) of the hierarchicalfundamental systemfor each of the 
equations (E2), (E 4 ) , . . . , (E„_2), thenfor y only the possibility (33) arises. 

2. Iffpr each 1 є {2, 4 , . . . , n — 2} there exists a solution y(t) of the equation (E) 
with the property (33), then the equation (E) is nonoscillatory. 

Proof. 1. If y is a nontrivial solution of (E), then there is an interval <Ь, сю) in 
which y(t) Ф 0. Two cases may occur.In the first case the inequalities 

(36) y(t)y"(t)>0, y(t)/*Xt)>0,...,y(t)/*-*Xt)>0 
hold in an interval <c, oo) cz <b,oo). Since the equation (E) satisfies (C), by this 
equation we get that y(t) y{n)(t) ^ 0 in <c, oo) and y{n\t) = 0 holds in no sub-
interval <d, oo) cz <c, oo). Then by Lemma 4 there is an / such that the solution y[t) 
fulfils (33). In view of (36), 1 must be an even number and hence 1 e {0, 2, 4 , . . . , n}. 

In the second case there is an even number /0, 0 ^ l0 ^ n ~~ 4, such that for 
l0 ^ 2 the inequalities 

(37) y(t)y"(t)>0,...,y(t)y^(t)>0 

hold in an interval <c, oo) cz <b, oo) and y(t) y(ío + 2)(ř) > 0 holds in no subinterval 
<d, oo) cz <c, oo). Hence, by (37), the right-hand side of the equation 

(38) D<"-'°-2> + ^(i)t><"-<*-4> + . . . + p^lo.2(t)v = 

= -p„(OXO - Pn-2(0/'(0 - ••• - Pn-,0(t)yilo\t) 
% 

is of a constant sign in <c, oo) and thus, by Lemma 5, each solution ofthe equation 
is eventually different from 0. The function y{lo+2)(t) is one of these solutions and 
therefore y(t) y{lo+2)(t) is eventually negative. Clearly y(t) y(lo+1\t) > 0 in a neigh
bourhood of oo andthus / = /0 + 1, 1 is odd and / є {l, 3 , . . . , n — 3}. 

On the other hand, since (£„_Zo_2) is eventually disconjugate, by [13], p, 322, 
there exist continuous and positive functions p0(t), Pi(r), ..., pn-lo-2(t) in an interval 
<J, oo) cz <c, oo) such that 

ioo ! 
dř — oo for 1 <ž i g n — / — 3 

i Pi(t) 
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and 

Ln-lQ-2lyi(t) = pn-lQ„2(t)Tpn„lo„3(t)...TPí(t)Tp0(t)y(t) in <d,oo) 
át at at 

forall y(t)eCn~l°-2((d,oo)). 

By (37), (38), Ьп_І0_2[у^+2Щ y(t) ^ 0, Ln_ í o_2[ / ř o + 2>(í)] s 0 holds in no sub-
interval of <d, oo), while j; ( Io+2)(ř) y(i) < 0 in <d, oo). Hebce, by the first Kiguradze 
lemma, [12], p. 94, there is an odd k, 1 й k g и - /0 - 2 and a S, d g 5 < oo 
such that 

X O W I o + 2 ) ] ( 0 < ° > J = < U , . . . , k - l , and ( - l ) * + ' . 

W I o + 2 ) ] ( 0 < ° » J = fc,fc+l,....n-io^3, i e < ^ o o ) 
where 

Ь о Ы (0 = Po(0 y(t) , ВД (0 = pj(t) [Lj^[y(t)J]> , 

j = 0 , l , . . . , n - /0 - 2 . 

Hence y(t)po(t)yilo+2\t) < 0 and у ( 0 Р і ( 0 Ы 0 / ' ° + 2 ) ( 0 ] ' < ° i n <<5* °°)- Sup
pose that y(i) > 0 in <c, oo). Then p0(t)y('lo+2)(t) is a decreasing and negative 
function in <c, oo). Therefore there is a c± > 0 such that yilo+2\t) ^ -c^Po{t) 
in that interval. As by [13], p. 321, we havep0(i) = l/x t(i) where xx(t) Ф 0 is the 
first solution in the hierarchical system for the equation (E„_ io_2), (35) implies that 
limy(*0+1)(ř) = ~oo, which contradicts the inequality y(-lo+1\t) > 0 and thus the 
t ^00 

statement 1 is proved. 
2. Suppose that for each 1 e {2, 4 , . . . , n — 2} there is a solution yi(t) of (E) with 

the property (33) in the same interval <c, oo) and that the equation (E) is oscillatory. 
Then, by Lemma 10, there is a solution v(t) of (E), two numbers c < cx < c2 and 
an l0 e {2, 4 , . . . , n — 2} such that (30) is true. Without loss of generality we may 
assume that both solutions yi0{t), v(t) are positive in (c1? c2). Let є > 0 and consider 
the solution w£ of (E), wE(t) = yi0(t) — sv(t), te(cu c2>. Since w^(t) > 0 for 
řG<c l 9c2>, j = 0 , l , . . . , / o - l , and (-l)lo+jw^(t)>0 for i e < c b c 2 > , j = 
= /0, /0 + 1 , . . . , n — 1, there exists a maximal є0 > 0 such that for all e, 0 ^ e ^ e0 

we have 
(39) wÇ\t) ^ 0 for t є <cl5 c2> , j = 0, 1 , . . . , l0 - 1 , 

( _ i y o ^ w O ) ^ è 0 f o r ř e < C l ? C 2 > s / = Z 0 , J 0 + l , . . . , n - l . 

Then at least one inequality in (39) is nonstrict for s = г0. On the other hand, on 
the basis of (E), the inequalities (39) lead to the inequality 

<X*) = - t Pk(t) <~k\t) 1 0 in <Cl, c2> , 
k=2 

whereby in each subinterval of <cl5 c2> there are points t at which w<">(f) > 0. 
Therefore the function w^"*>(*) is increasing in <c l5 c2> and hence, in view of (28), 
(_ iyo+n- i w £ - n ( ř ) > o in <Cl j C2>. Using the inequalities (27), (28), (30) and (33), 
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we get step by step that 

( - l ) l o + y - w ^ ( i ) > 0 for te(cuc2y, ; = n - l , n - 2 , . . . , / 0 + U o 
and 

w$(t)>0 for ř € < c l s c 2 > , j = / o - l , / o - 2 , . : . , l , 0 . 

The obtained contradiction with(39) shows that the equation (E) is nonosciliatory. 

Corollary. Suppose that the equation (E) satisfies the condition (C) and n = 4. 
Then thefollowing statements are true: 

1. ТЪв equation (E) is eventually disconjugate if and only if it is nonosciliatory. 
2. If the equation (E) is nonosciliatory, then for each nontrivial solution y of 

(E) either there exists an even number 1 є {0, 2, 4} and a point c ^ a such that 

(33') if 1 ^ 2 , ifon y(t) yU)(t) > 0 / o r с й t < 00 , j = 0, 1 , . . . , 1 - 1 , 
if 1 S 2 , then ( - l)l+j y(t) yu\t) > 0 for c S t < 00 , 
j = l,l + l , . . . , 3 , 
and ( - l ) / + 4 y{t) y«\t) ^ 0 in <c, 00) , >'(4)(ř) s 0 
foo/ds in no subinterval <d, 00) c <c, 00), 

or there is a point c g; a SMcn that 

(34') y(i) / ( i ) > 0 in <c, 00) , y(t) y"(t) < 0 in <c, 00) . 

Moreover, iffor thefirst solution *i(i) o/ řne hierarchicalfundamental system 
for the equation (E2) (35) holds, then only the possibility (33') can arise /o r j(r). 

3. Iffor 1 = 2 йеге exisřs a solution y(t) of the equation (E) wíčn /ne property 
(33'), řften řne equation (E) is nonosciliatory. 
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