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THE LOCALLY BEST ESTIMATORS OF THE FIRST AND SECOND
ORDER PARAMETERS IN EPOCH REGRESSION MODELS

LupmiLa KUBACKOVA
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Summary. In the linear epoch regression model

},l(l) Xll) ley 0, ey 0 ﬂl
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(J) .............................. .
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.. Zf: ‘91-’1H13u ey 0
var(YODy = [0
0, T ij Vjs;Hjs,

the locally best linear unbiased estimators of the first order parameters and the locally mini-
mum variance quadratic unbiased and invariant estimators of an unbiasedly and invariantly
estimable linear function of the second order parameters in the jth epoch and after the jth
epoch are derived.The a.lgonthms mentioned utilize the special block structure of the model
and the sparseness of the covariance matrix of the observation vector.

Keywords: regression linear model, epoch model

AMS classification: 62J05

1. MOTIVATION OF THE PROBLEM

The research of stability of a region using geodetical methods consists in carrying
out and processing measurements at points of a suitable geodetic network repeated
in certain time intervals—the so called epoch measurements. The network consists
of a group of stable points and a group of non-stable, moving points. The problem
is to determine the coordinates of both these groups of points and simultaneously
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the parameters of the covariance matrix of the observation vector within each epoch
of measurement and after certain epoch or, finally, after all epochs of measurement
in order to compare them and to discover the laws of the recent movements of the
territory. The aim is to get a reliable prediction of these movements necessary, e.g.,
for a responsible decision on building large structures (nuclear power stations, dams
etc).

From the point of view of testing hypotheses on existence of significant movements
of the region against their non-existence statistically rigorous estimates both of the
first and the second order parameters are of a great importance.

Essential advantage of all algorithms obtained mainly of those giving estimators
after the jth epoch is that they operate with the input observation vector, its covari-
ance matrix and the design matrix whose dimensions correspond to a single epoch
only (realize that the dimension of the input observation vector and consequently
the dimensions of all the above mentioned matrices after the jth epoch are, roughly
speaking, j multiples of the corresponding dimension within the individual epochs).
This is a consequence of the block structure of the linear regression model describing
the epoch measurements and of the simultaneous sparseness of the covariance matrix
of the observation vector [2]. This fact represents an essential reduction of numerical
calculations. '

The epistemological importance of such research cannot be neglected.

2. FORMULATION OF THE PROBLEM

Let the results of j epochs of the measurement be at our disposal.
In the simplest case the state of the measurement after the jth epoch is described
by the model

y) X1, X2y 0, ..., O B
(1) E : _ X1, 0, Xp ..., O ﬂtn ’
Y(]) Xl, 0, 0, ey X2 ’321
Y(l) Ef—_:l 19;'H|', ey 0
var : e ,
Y@ 0, sy P UiH;

written frequently in its brief form

B
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where Y(®) is an n dimensional observation vector, X; an (n x k) dimensional first
part and X3 an (n x l) dimensional second part of the design matrix, B is a k
dimensional vector of unknown coordinates of the group of stable points, f2; is an
! dimensional vector of unknown coordinates of the group of the non-stable points,

i=1...,74 9 = (¥,...,9) is a vector of the second order parameters, H;,
..., Hy are known (n x n) symmetric matrices, (YU-)) = (Y, .., Y{))is a jn
dimensional observation vector after the jth epoch, (19)) = (1,,...,1;), Ijjyis a

j X 7 unit matrix and ® denotes the Kronecker multiplication.
This is the case when in all epochs of measurement the same linear regression
model

p
E(Y) = (X1, X3) (g:) ,var(Y) =Y 9,H,=%

s=1

('Zl) € R¥+!, ¥ € 9 C RP (the definition domain ¥ of the second order parame-
2

ters is assumed to include a non-empty topological intertor) is realized.

In order to distinguish various epochs of measurement, a simple upper index in-
dicating the number of the epoch will be used to denote the values concerning this
epoch. A double upper index denotes the values after the epoch.

In what follows a more general epoch linear regression model is dealt with, namely
the model of the form

Yl((l,zl) Xu, Xa, 0, ..., O B

E(YU))=E - X2, 0, Xz2, ..., O B21

Gy | ol :

j('lj) ley 0, 0, veoy X2] ﬂ2]

2 z’:l= 191 lel y ey 0

@ £ =var(yGy = [ TN T =

o,

J P
= Z Z ﬂ"iei(j)e:'(j) ® Hi,,

=1 5;=1

where Y,.(Q is an n; dimensional observation vector of the ith epoch, Y (/) is a

(XJ: n;) dimensional observation vector after the jth epoch of measurement, X;;
is' a.; (n;i x k) dimensional first part and X3; an (n; x l;) dimensional second part
of the design matrix, B; is a k dimensional vector of coordinates of the group of
stable points (of this group is unchangable, it is not allowed to add new points
or to omit some of them in any epoch of measurement), f2; is an l; dimensional
vector of the unknown coordinates of the group of non-stable points observed in the
ith epoch of measurement (this group may be changed in different epochs of the
measurement), ¥;,, are unknown parameters of the second order, Hj,, is an (n; X n;)
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known symmetric matrix, i = 1, ..., j, 8; = 1, ..., Pi, e;(j) is the ith unit vector
of RJ.
In this case in the ith epoch of measurement the linear regression model

pi
E(Y:) = (X1, X) (521‘) , var(Y;) = Z 00, Hiy, = 5

8;=1

(ﬂﬂ; ) € R*¥Hi ¥; € 9; C RP:, is realized and it may differ from the models realized
in oiZher epochs.

The problem is to determine 99 — LBLU E's (locally best linear unbiased estima-
tors) of the first order parameters and a 99— LMV QU IE (locally minimum variance
quadratic unbiased invariant estimator) of unbiasedly and invariantly estimable func-
tions of the second order parameters

(i) within the jth epoch of the measurement,

(ii) after the jth epoch of the measurement.

In accordance with the agreement concerning the symbols used for distinguishing

the values in the jth epoch and after the jth epoch, ﬁ?), ,B.g-), gZE(]) are the

als N ags 5N afs s aps Y — (5,1) — (j.§)
estimators in the jth epoch and ,35”), ﬂg’l”), ,3%]2']), e ﬂgf"), g1d1 ™ v 9595 I
the estimators after the jth epoch of measurement.
3. REVIEW OF BASIC ASSERTIONS
Lemma 1. In the regular linear regression model
P
3) E(Y)=Xp, var(Y) = Zﬂ,V,, R(X)=m< n, Rvar(Y)]=n

s=1

(Y is an n dimensional observation vector, X an (n x m) dimensional design matrix,
B an m dimensional vector of unknown first order parameters, 9 a p dimensional
vector of unknown second order parameters, V,, s = 1, ..., p, are known (n x n)
dimensional symmetric matrices), the matrices V,, s = 1, ..., p, being supposed to
be linearly independent, a ¥o— LBLU E (a ¥o-locally best linear unbiased estimator,
where ¥¢ Is an approximate value of the unknown second order vector parameter,
o =3Y.P_,9,0V;) of the parameter @ is

s=1

B(Y |Zo) = (X'T71 X)L X'T3Y, var[B(Y|S0)|Eo] = (X'E51 X)L

Proof. Cf. [1], Theorem 5.1.2, p. 148, see also [1], p. 203. O



Let Mx denote a projection matrix I — X(X’X)~ X’ on the orthogonal (in the
Euclidean norm) complement of the column space of the matrix X; (X’'X)~ means a
generalized inverse (g-inverse) of the matrix X' X, ie. X'X(X'X)~X'X = X'X; At
is a special kind of a g-inverse of the matrix A fulfilling in addition to the relation
AAt A = A the following relations: AtAAY = At AtA = (At A) and AAT =
(AAt) (the Moore-Penrose inverse At of the matrix A is determined uniquely; for
details see [1], pp. 10-19). :

Let W be an n x n positive definite matrix and X an n x k matrix, then

(MxWMx)t =W - WX X'W X)) X'W =W~ MY,

where M}Vd =1-PY¥™", PY™" being the projection matrix in the norm |juj| =
Vu'W-1u, u € R", on the column space of the matrix X; in this relation the term
W-1X(X'W=1X)~ X'W~-1 is invariant with respect to the choice of the g inverse.

In what follows the notation (MxWMx)* is preferred to the notation
w-iMy T

Lemma 2. AYo—LMVQUIE (ady-linear minimum variance quadratic unbiased
and invariant estimator) of a linear function g'Y of the second order parameters
9 € 9§ C RP (3 is supposed to contain a non-empty topological interior) in the model
(3) exists iff g € M (C&I,)), where Cé{,) is the I-criterion matrix corresponding to the
model (3). Its (s, t)th element reads

(4) {C}e = TH((Mx W Mx)*V,(Mx W Mx)* Vi],

where W is an arbitrary (n x n) positive definite matrix and (Mx W Mx)* = w-1l—
W-iX(X'W-iX)“tx'w-l

Proof. Cf. [1], Theorem 5.6.4, p. 188. a

Lemma 3. A 99— LMVQUIE of g'9, 9 € 8 CR?, g € M(CS) is

. P
(5) gI(Y|So) = Z ks Y'(MxEoMx)tV,(MxZoMx)tY,
s=1
where £ = (K1, ...,Kp)" Is any solution of the system of equations
Cgo)fc =g,

and C’go) is the I-criterion matrix for W = .

Proof. Cf. [1], Theorem 5.6.5, p. 190 and Remark 6.6.1, p. 261.



Lemma 4. In the block matrix
(Cu, Cl2)
Cy, Ca

let the blocks Cy; and C22 be regular square matrices. Then

Cu, Cn\™'_(CY, C»
Ca, Ci —\cn, c2)’

where
C" = (Ci1 — C12C5,'Car) ™" = O + €1y C12(Caz — Cn O Cra) 1O O}
C*? = —(C11 — C12C5,'C21) "1 C12C5t = —C[}C12(Caa — C1C 1 Ci2)™?

C’21 = -02_21021(011 — 0120;21021)—1 = “(C22 - C2IC;IICI2)—ICZIC{11
(6)C?* = Cx' + C53'C21(C11 — C12C3, Ca1) "1 C12C5; = (Caz — CunCy!Cra) ™2

Proof. The assertion can be proved directly. a

4. Jdjo — LBLUFEs AND 9o — LMV QUIE OF THE FIRST AND SECOND ORDER
PARAMETERS, RESPECTIVELY, IN THE jTH EPOCH

Theorem 1. Within the model of the jth epoch
] (B ) . Pi
e E(Y) = X9 (ﬁ;j) 59 = var(y ) = 32 05, H, = 5,
s;=1

where XU) = (X1j,X2;) and VJ(,JJ) = Hj,;, s =1, ..., pj, in which the regularity

conditions, i.e. R(X1;X2;) = k + 1, R(X1;) = k, R(X5;) = |, Rlvar(Y,"))] = n;,
are fulfilled and the (nj x nj) symmetric matrices Hjs;, sj =1, ..., pj, are linearly
independent, the 9;0 — LBLU Es of the first order parameters 8, and (2 are

(8) BO (Y DIZ50) = N5k X1 (Mx,, BioMx,, )Y YY),

BRP1550) = (X355 Xa) ™ X, S5 [ = X N3 X1 (M, oM, )Y, =
©) = (X3, 50 X2) " Xp; B 1V — X1, 80 (v 150)],
where N, = X};(Mx,;ZjoMx,;)* X1; and (Mx,;ZjoMx,;)* = £55 — £33 X5 x
(XéjE;OIij)‘ngj Ej'ol when simultaneously
var[ B (Y7|850)|Z50] = Ny}
varlB9) (v 1550) 0l =
(X3; 101X2J)- + (X34 ]1X21) ' X5; JOIXIJNE .,lezgo X2J(X2])3,0X2:)_



cov[BPVD150), BE (Y 1550)I550] = —Ng X1 576 Xa; (X5, 55 Xag) ™

Proof. The assertion follows immediately from Lemmas 1 and 4 applied to the
model (7) of the measurement in the jth epoch. Realize that

-1 -1 -
((X(]))/ 1)((1)) (XIJ"WJ‘ Xij, Xi;W; Xzi)

XWXy, X4 WX
N‘
( (Xz;, 1X2J) 1X2,W IXIJNW1
— Ny X1 W X (X5; W, Xa5) ™! )
(X2] 1X2.1) 1+(X211W 1X2J) IXZJVI/J lXIJN le]W 1X2J(X2J 1X2]) !
O

Remark 1. The equivalent forms of the ¥;0 — LBLU E's of the first order pa-
rameters §; and fB2; in the jth epoch of the measurement are

B (V1550) = (X556 X1;) T X6 — Xoj (X555 Xoj -
Xz; ]0X1.7(X1] Jolxlz) lxu 101X2]]
X325 — 50 X (X125 X03) 7 X1, 2501}, =
= (X1 Zj0X15)” IXL 70 [Y(J) XZJﬁ'g)(Y(J)IEJO)]
ﬂg)(y(])lzJo)_-[Xm ]()XZJ X2J JOXU(XIJ JOleJ) IXIJ 101X2]]
X3;[Z50 — i X1j(X1; 550 X15) 71 Xy jOI]Yj(J)’
when simultaneously
var[B(Y10)[Sj0] = (X157 X15) ™ + (X1, 553 X1;) 7 X525 X
[Xéj folX2J Xz; JOXlJ(XIJEJOXIJ) lXi; ,oX2J]-1X21 ,oleJ(XU ,oXlJ)_
Vaf[ﬂzj)(y(”lz.ro)lzw] [ij jOlXZj_XZi jOle(le jolxlj) 1le j01X2j]_1
and

cov[B(Y9|£;50), é&;’-’(ywizjo)lz,»ol =
(XU JoXIJ) lxiy JoXZJ

[XéjEj_O’ng Xz; JOXIJ(XIJ JOIXIJ) IXU 101X21]_

The equivalent forms of ¥;o — LBLU Es and their variances at the point J;j0 are
good tools for checking their correctness and numerical stability.



Theorem 2. A Yjo — LMVQUIE of a linear function g}¥; of the second order

parameter ¥; € ¢; C R, 9; € M(C(I)) C(I) being a (p; x p;) dimensional I-
criterion matrix of ¢ the regular model ( 7) descnbmg the jth epoch of measurement

IS
POl = 3 MV X0y N5 Xty (M Do, )
s;=1
(Mx,;Zj0Mx,, )t Hjyj(Mx,; Zi0Mx,;)* x
(I - X1; N5 & X1 ;(Mx,,ZjoMx,,) Y] =
&y 33) (v ()
= S s - X1 B (V1850)) (M, BioMx,; ) x
5j=1
(10) Hjoy(Mx,,ZioMx, )Y — X80 (vD|50)).
Here
{C(I) }:,,t, = ’I‘f{[[ (MXZJW Mx21)+XlJNW1X{J](MX2_1VVJMxn) HJ‘J
(11) (Mxy; Wi M, ) [T = X1 Nyt X5 (Mx,; Wy M, ) Y1 Hje b,

W; is an arbitrary (nj x n;j) positive definite matrix and the p;th dimensional vector
kU) of the unknown Lagrange coefficients is any solution of the system of equations

() )
C Zjo JJ =9

where Cg}) is the I-criterion matrix for W; = £;o and ﬁgj)(lfj(j)|2jo) is given by (8).

Proof. The assertion is a direct consequence of Lemmas 2, 3 and 4 applied
to the model (7) corresponding to the state of measurement in the jth epoch. The
crucial point of the proof consists in the fact that

(Mx W Mxiy)t = (Mx,;Wj Mx,;)*
— (Mx,; Wi Mx,; ) X1j Ny, X35 (Mx,; Wi Mx,; )t



5. (910,---,9j0) — LBLUES AND (¥10,...,9j0) — LMVQUIE OF THE FIRST AND
SECOND ORDER PARAMETERS, RESPECTIVELY, AFTER THE jTH EPOCH
Theorem 3. Within the model (2) of the measurement after the jth epoch in
- J
which the regularity conditions, i.e. R(XUd)) = k+ Y I;, R(X1;) = k, R(X2) = 1;,
i=1
XU.3) denoting the matrix

X1, Xa, 0, ...
Xi2, 0, X22, ..., 0

x0d) =

. J i
Rlvar(Y0)] = 3" ny, Rlvar(Y?)] = ni,i=1, ..., j, are fulfilled and the (n; x n;)
i=1
symmetric matrices His;, si =1, ..., pi, i =1, ..., j, are linearly independent, the
(910, - -+ Fjo) — LBLU E's of the first order parameters f, Ba1, . . ., P2j are

s o j :
(12) AP (yUD|s§) = Ng((;‘.j) lei(MXa.-Eionga)*Yi(')»
i=1

B ODISGD = (X3 B Xon) ™ X3 B
J
k - R
X IS = X1eNd ) 37 Xi(M, Bio Mg, ) Y O =
1=1

(13) = (X3eZio Xak) T X5 Sgg VP < X1, 09 (v U:)|2§))),

k=1,...j, where NyG.» = Yoy XM, SioMx, )+ X ;.
Simultaneously

var[ﬁgj,i)(Y(J',j)lzgj.i))lzgj.i)] - NE‘(]j’j)’
Var[ﬁ%’j)(y(i,i)lzgj:j)Izgi,j)] - (XékE;olxzk)_l—i-
X0 Xau) ™ Xk By Xra N X i X (X3aZig Xan) ™
k=1,...,17,
covmgjvj)(y(j;j)|Egj,j))’Bg]k';j)(y(j,j)|ESJ,J))|ES],J)] -
= _N;‘{;'.j)xikzlzolxz?k(XékE;Oan)—l,
k=1,... 7,
cov[BGA (Y GD|sGDy, fUD (v G| s =
= —(Xax Tgo Xar) ™ Xar Big X1N S0 X1 Tt Xor (X B Xr) ™,



‘nl:l,...,j,k#l.
Proof. The assertion is a direct application of Lemma 1 to the model (2). It
suffices to realize that
[(X(J'.J'))’(W(J',i))—1x(j,i)]—1 =
(Tl XEW X, XWXy, XEW5 ' X, oy XWX\

_ X5WiiXn,  Xo, Wil Xa, 0, 0 _
\ X5, W Xy, 0, 0, , X5 W X
-1 -
/ NW(:i_J')’ . -N, (IJJ)FII’
_ _Fle(n): (X2 Wi Xa1)™" + FIN, (u)—Fl,
FJ W(JJ)’ FJ W(JJ)F17
N:(JJ)F'A” ) N:(JJ)FI
Fl W(JJ)F2’ AR FlNW(JJ)F;,
F‘J W(J:)F2’ ERRE} (XéJW 1X2])_ +FNW(JJ)

J
where Ny i) = Y X1i(Mx,, WiMx,,)* X1 and F; = (X3, W' Xo:) "1 X5, W, X4,
i=1
i=1, ..., J. Lemma 4 was applied here (only the indicated division of the matrix
[X(jvj)(W(j'j))‘IX(j’j)] into blocks Ci1, Ci2, C2; and Cs; is allowed for the appli-
cation of the first part of relations (6); in the other case it is not easy to invert the
matrices Cq9 and (Cn - 01202—21021)). O
Y1
Theorem 4. A (Y1,...,Uj0)-LMVQUIE of a linear function (g1,...,9;)
J;
J; '
of the second order parameter | | | € ¥; X ...x J; C REi=iPi, (91,---,9;) €

;
M(C&Q i), where Cw(: isa [(Zle pi) X (31, pi)] dimensional I-criterion matrix

of the regular model (2) describing the measurement after the jth epoch is

—(3.4) -
Zgl I y(J J)IE(J,J)) Z Z ’\E:Jsi){yk(k) _ Xlsz(().lf-J) %

k= ls;,—l
x ZXu(an.-Eiosz.)+K(i)]}'x
i=1

X (MX::: ZkoMx:k )+Hku(Msz EkoMX:k )+

x (¥~ XNy, ,,[Z X1i(Mxy, SioMx,, ) YO} =

10



J
:Z 2’,1)[}/(’:) X ﬁ(JvJ)(Y(JJ)IE(JJ))]I
k=181

( "EkoMxn)+Hka.(MX2kEkOMX2k)+X
Xﬂf“—-xuﬁydkyudngdbh

(14)

here

{ngj,n}ik, sitn = TE[(Mxo Wi Mxa ) Y X1 Ny ) X (M, WiMix,, ) ¥ x
Hi&i(aniVV,‘MXQ-')+X15N‘;/1(j,,')Xik(MXn WkMXn)+Hkt;,]

L, k=1,..,73,s=1..,pPi,t =1, ..., p&, i # k (a non-diagonal block of the
I-criterion matrix) and

{ngju’)}kk: Sktp — TT‘{[I - (szk WkMXn )+Xlk W(J ,)Xlk](MXm, WkMX:k) X
H’”"(MX”‘ WkMX”‘)+[I = XlkNI;’l(i,j)X;k(Mxn WkMX?k) ]Hk!k},

k=1,..,34 sk, te =1, ..., p, (the diagonal block of the I-criterion matrix;
this consists of j x j b]ocks the (i, k)th being (p; x p;) dimensional), W(:J) =
E;-— e,(])c.(l) ® W;, where W;, i< 1, ..., j, are arbitrary (n; X n;) positive deﬁmte

matrices; the Y J_, p; dimensional vector (AU:)) = (,\(J(’;l)), . ’\51;:))) (/\(“))’ =

(A(l";’j ), - /\f:,." )) of the unknown Lagrange coefficients is any solution of the system
of equations

C(I) A(J’J)_g 9’2(!]1,‘”,9‘1'),

EE)J )

where Cg‘(},j) is the I-criterion matrix for W) = = 2'1'.:1 Ci(j)eﬁ(]-)®):o;', and

ﬂﬁj,j)(y(jyj)mgj’j)) is given by (12).

Proof. The assertion follows from Lemmas 3 and 4. Its crucial points consist
in the following facts

11



(i)
(MxG.n B9 My i)t =
(anx EloMxn )+[I - XUN;((;'.J')X{I(MXH EIOMXN )+]»
"(sznE20Mx22)+X12N£$,11',5)X{I(Mxn210MX21)+;

=(Mx,; ZjoMx,;)* Xy gé.nXh(MxnzloMxn)*,
—(MxnzloMxn)+X11N£‘(}.5)X12(MxnEzoMx,,)"',

(Mx22Z20 Mz ) *I = X1a NG X1 (Mxsn Z20Mx,, )],
—(szjEjOMxﬁJ')+X1jN£§;j)X{Z(MX22EzoMx22)+’

D) "(Mxn L10Mx,, )+X11N£§,1')X{j (MXa,'E.iOMij)+
wo (Mo T Mo, )" XiaNpG ) X1 (Mx,, BjoMx,, )+

L) (szj EiOanj)+[I - Xl].N;gi,j)X{j(MXQijOMng)+]

(ii)

(Mx 6.5 W(j’j)Mx(j,j))ﬂ/,-S],.']) = (Mx i) W(j’j)Mx(j,j))+(6¢(j)e§(,-) ® Hy,,) =
01("1)' R T “(MXn 210MX:1 )+X11N£‘()11',1)X1i(MX2.' E,’oMxm-)+H;,,.,

= | Oumiyy oo Oicn, (Mg, DioMix, )Y [T — XiiNZG ) X1 (Mx,, SioMx,, )t Hiy ),
Eo

0i+11 ey OJ

0i+1 ] ] OJ
0l+1 ) ) OJ
0
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