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Commentationes Mathematicae Universitatis Carolinae 

12,3 (1971) 

ERROR - ESTIMATES FOR THE RITZ' S METHOD OF FINDING 

EIGENVAItfES AND EIGENFUNCTIONS 

K. NAJZAR, Praha 

In [1] - [3] , we studied the method of least aqua-

res for approximating the eigenvalues and the eigenfunc

tions of a DS-operator. In this paper, we present a pri

ori error-estimates for the Ritz's method for eigenva

lue problems* Upper and lower error bounds are found. 

We assume throughout this paper that A is a DS-

operator whose domain 3) (A) is dense in a separable 

Hilbert apace H , i.e., A is a symmetric operator in 

H such that the set of its eigenvalues is of the first 

category on the real axis and the spectrum €f(A) is 

the closure of this set. 

Suppose A is bounded below and such that the ei

genvalues f A^ I of A satiafy the relations 

(1) \ < \ < ... < *£ < ... • 

Let H ^ be the closure of linear manifold generated by 

the eigenfunctions of A associated with the eigenva-
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lue Jlj^ * The symbol T^M* will be used to denote the 

orthogonal projection u, on H• - We introduce the ope

rator B*- ( A - <a, I) * , where I denotes the iden

tity operator in H and (U> ia a real number such 

that $o < X . It ia evident that &i ** K\. - (<J~ , 

<L&A,1) •.. are the eigenvalues of 3 and H^ ia 

the closure of the linear manifold generated by the ei-

genfunctions of B aasociated with the eigenvalue (U% . 

Therefore B is DS-operator. We remark that 

iDCB) m iA*e H/f£ (J: *T-AA,\\*< <*>} => S)CA) 

OP 

and 3AJL ss .Z. /U-. P, AM for each ,u- e 2) C B ) . 

Let 4 ^ J J ^ be a B-complete system (cf. £61, £11) a M 

let R ^ and J ^ be subapaces of H determined by 

functions iV^l^^ and <31t^}^^ , respectively. Deno

te 

°E*m ^&L „Hc*>iAM-~<"A4'>M') ' 

where H ^ - *£ ffl H. , H ^ - H e H ^ for m, > A 

and Hf m t 9 1 , H ^ - H • 

Then the sequence i A^ -£*,f *s n-onotonieally de

creasing and converging to Xm - â- (cf. Theorem 5 of 

LID. 

Let <p be a normalized eigenfunction correspon

ding to /cc • Let us construct the sequence of numbers 

< <L^!?-A such that *Lm. M "*"» B*-^ * • By Lemma 3 i*m, m.*4 Km, ^ € j. 

and Remark 3 of [33 we have for m, &. (tlQ 
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(2) & - ( * : * v i * . - " * . - 1 . 

where C, - ( ̂  - ̂ ) • C 4 - I gj; - % I ) " 2 , 

On.) 
gj. is the orthogonal projection of eg on 

•£ *£ T^%c^Tm>i a n d ^ 0 ia a P ° a i t i v e integer such that 

U ^ + 0 and ^ " ^ * Q .It ^ is a simple eigen

value of 3 , then 

(3> A-rf -- VI*.-*V* ' 

and there exists {*ô  $2? ̂  such that the following con-

ditions ore satisfied: 

2) I B ^ I = ^ , 

(4) 3) Лùm, u.^ ш <pл 

4) LAJL^ 9 fy) 2: 0 for m. * 4,2., ~* * 

The proof is similar to that of Theorem 1 in 131 and 

Theorem 3 in [23. Further there exist constants C^ and 

C such that for AX. ?Z tft^ we have 

ft-I *, -*% I * «»--.*-»*. I * V •«. - *« ' 
(5) 

where g ^ * is the orthogonal projection of % o n 

-R^ (•«*• Theorem 2 of £3])-
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1. In this section, we give upper and lower bounds 

for Q,f£*-X^ and for H ̂  ~ %^ , where IAA, II* m 

ss iA<u,-(U,'44.f44,) , respectively. 

Since yu is smaller than X. , the bilinear form 

defined by Co., nr ̂  • ( . A - a - - ^ 44,} tr), AL , <v in. S) CA) f 

is a scalar product. Denote by 2^ the complete hull 

of ЯCAÌ with the norm II^Ä^* VľлTTлTT . IмtiVJľ 
n • *l Л. 1 S < 1 - % ~ , —'^ ~- **i'is^ 

be a complete system in 9K and let X^ be an ap

proximation to X obtained by applying the Bitz'a 

method to the subspace K^m A i \ ^ m A of ^ - It 

follows from the definition of B , that X^m Q^+fts 

m £*^ + p , . If, in addition, A^ is a simple eigenva

lue of A , then $">m,l£m4 *-a* *ne following properties 

(6) 2) 1 ^ 1 * - < » > - *t , 

Therefore x*^ is an approximation to g> obtained by 

applying the Ritz's method to TL^ -

Since 

and l » ^ ~ 3?*! • l<^- «%lf , 

the following theorem is a direct consequence of (2) - (7). 

Theorem 1, Let A be a DS-operator which is bounded 

below* Let J\(f< A. «< ... be an enumeration of its dis-
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tinct eigenvalues increasing order of values and let 

ft, be such a number that | t v < r ^ , Let <%e^^Mi 

be a complete system in 3C # Denote by X^ an ap

proximation to A. obtained by applying the Ritz 's 

method to subspace 1^*•*&**&*-£«* of ** • Then there 

exists a positive number J? which does not depend on 

tfi such that for /n, *£ m0 

\\<pl*i 
where H_, ia the closure of linear manifold generated 

i 

by the eigenfunctions of A associated with the eigen

value K and 

fti m JlinA njuvc im\ (u> f*r\ » 0, v e R^ J . 
<* * Kj 

If, in addition, A^ ia a simple eigenvalue of A , 

then there exist constants JJ-, .%* 0, 53 , D^ which 

do not depend on m such that 

%?* y**.-%** * v V*' > 
--**-*• * V 3 • c*t) 

where ^^ is the Rita's approximation to a normalized 

eigenf unction ^ with the properties (6) and £^ is 

the error of the best approximation to fy by functions 

of R,^ in the norm % *u^ f i»e* E^ -* ***£ * %"**%• 

Remark 1. It follows from Lemma 3, Theorems 1 and 2 

of [31 and from (7) that Theorem "» is also valid when we 
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replace JK by }J* for i «* 4,2,3,4 , where 

P 3 *« CV+/D*)t , 

Consequently JUm? P* m 4 » 

D * « C 2 p * / < л й - A „ ) : I 

2. In this section, we derive upper and lower bounds 

for the errors of Ritz's approximation to X • and op* , 

£ > 4 . For simplicity we assume that 

(8) \ < \ < ... < *£ < A ^ and A^, *-»*,,.,,£ w e 

simple eigenvalues of A , 

Let <p^ be a normalized eigenfunction of A corres

ponding to the eigenvalue X^ for t> m 4f.^^ #- * 

We now present a number of results which is useful 

to have on record for later use. First of all we consider 

the problem of approximating the eigenfunctions of 3 . 

Lemma 1> With assumption (8), let 4 **!*}!£*4 be a se

quence of normalized functions belonging to S>C3) such 

that AJmv I B *£, 1 « *IJ and JUm, C<VL 9&>)m 0 for 

A, m 4, *..9CJ. ~4) , Then there exists a convergent subse

quence *̂5|,* Iff ^ such that its limit is an eigenfunc-

tion of 3 belonging to ^ - , 

.Proof: By direct computation it follows that 
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I-K. 'i1 - A *<<4+<-A>u5~ *p^ l | i + 

+&<A-A>- ******l% • 
Since ALnm, II P riri. A m turn I Ctrl , &j ) \ ** 0 for i m 

— 4,,,,, (£-4) and j&̂ n, IIB nK» W -=- /cc • we have 

J^f^ I C'WL, q?')\*s4 and the remainder of this lem-

ma may be proved in the same way aa Lemma 2 in £2J • 

The following theorem is a generalization of Theo

rem 3 from C2J and gives information on the construction 

of the approximation to <p* , 

Theorem 2. With the assumptions of Theorem 1 and 

(8) construct the sequences - ( ^ * I*** 9 * ** 49...9 & 

with the following properties 

<»,*£>>- O9M,m49...90t-4) 

14*1*4 

for i s 2 , M I ? ^- •, m, £ i ', 

o ^ - l B ^ I - m ^ | f „ IIB^I , 

2) 1 ^ 1 * 4 , * - 4,--f 4> '> *» * l > 

3) C ^ , 4 £ * > * 0, * - 4 , ^ , » ; ** * * . 

Then 

a) The sequence f-u^fJ£r,f converges to a norma

lized eigenfunction g>» of B associated with the e i 

genvalue ^ ss KA,̂ -#*> for i si 4,.,,, £ , 

b) C B * £ } , B A I ^ > - 0 for * + A ; * , 4 t » V - > 3 -
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Proof: In case ^ m 4 the proof follows from Theo

rem 3 and Lemma 3 of f2J. We now proceed inductively. Lvt 

the theorem be true for *i * 4,,,,, (g, - 4) , It then fol

lows, since JUmu IAJU^ - or* fl — 0 for <i «r 4,,,,, Ci -4) 9 

that ^ 4 ^ *,£> » 0 for * » 4,..,, C/- O , where 

«?*- c»$\ **> - <»?, n - ̂ ) • 
Now, i f £,mi > g, > 0 , there exists a positive integer 

tt\0 such that for tru & m0 1 3 * J m\ qf*£ + e , whe-

» - T--ЛЙ 
*t«1 

Since * ± ^ < r
4
* | ^ , we have l3*lasCa*)* . 

Therefore 

(9) -lim, QC£ 2 je*w CQJ*')* ~ *,- . 

On the other hand, l e t us construct normalized functions 

^ « ^ ^ H f , ^ i ^ so that I3ifc II *Ca%) 2 . 

Since 4*W /jj** » 0 for i - 4 , . , . , Cd - 4 ) , there ex-

i s t s a positive integer tt%^ such that for £~ f > £ > 0 

SB-url 4 ( G T ^ ) * + t, for m. * ^ , 

where *r « ^ - JL^ tfj» M% . 

Since <ur.±& t - u ^ j j f j ^ , i t follows that ^ <£ 

tt» I B i i r l and hence 
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., 1 
(10) JUsm, oc*} * JUrni C Q&> * ^ ' 

TV-* 00 ^ " ^ 4L-+C* ** a 

Therefore, we see by (9) that ^tysg 9*%, s ^V # 

Since Um* CAASJ£\ q>. ) m 0 for <i * "J,..., (̂  ~ 4 ) 

we know by Lemma 1 that the sequence ^^^ iXm^i con* 

tains a convergent subsequence and that every its con

vergent subsequence converges to a limit which is a nor

malized eigenfunction of B associated with the eigen

value (U' . It follows that the sequence *C^2t $m.*<t 

contains at most two accumulation points. These points 

are g>» and C- <p.) } where <p* is a normalized eigen-

function of 3 associated with the eigenvalue (*<-j *The 

remainder of the proof is similar to that in the proof 

of Theorem 3 in C2]. 

The assumption 3) implies that I u&*}1?„ * nas 

one accumulation point. It then follows, by virtue of 

Lemma 1, that the sequence *C^^f>5,^».1 is convergent 

and so the first part of this theorem is proved. 

To prove b), let < X f e ! £ * ^
4 ' be an orthonoonal 

basis of the space X m i A* / AA* m, K^ , (AJL> AJL^ ) * 0 

for I - 4,..., U-1)t.Let jug - ^ «.*, X* • 

Using the definition of AA}£ , we have 

for 4e,»'!,,,,,(/n.-M~4,) 

and hence 

C3<»,,Ba^)-(^)4.cV, to-1 C<n+4-l). 

By direct calculation we see that 

C »«£> , 3v)mC i<% ) a . <:<£', nr) for any ^r « X 
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and this completes the proof of b). Theorem 2 is comple

tely proved. 

The following theorem states how accurately the 

eigenfunction y* and the eigenvalue (*>£ of 3 can 

be approximated by functions of ^ <%^i^si for m, --? 

* * • 

Theorem 3. Under the same hypotheses as in Theo

rem 2 there exist a positive integer m,0 and the con

stants £L , <L «• 0 9 Ca , C± which are independent of 

/tt, such that for m, -£ m0 

(a) Ca. \%-%* <- < # - < « * -* < V , ^ ' * * " * * * "2 ' 

(b) fu-ltfy-%% - - l B - u . f - 3 ^ 1 6 V . ^ J I ^ - % « , 
Í V 

c) И<*'- <ђ.l * V ^ I *. -%І « • 

where qp. is the orthogonal projection of <p^ on 

V^^Ci f Q r * - v~» £ • 
Proof: We proceed by induction. For £ » 4 the 

statement follows from Theorems 1 and 2 of £3J. We now 

define T as the restriction of B to X^-» £< %X$m^ • 

Since 0 J r ( B ) , it follows that T and T~4 are 

continuous linear operators on %^ and 3 ^ » ^^%Jugit 

respectively. In a similar way, by methods analogous to 

those employed in the proof of Lemma 1 from [31, we can 

obtain 

l%•'- v\ •»T*" % "4 * *n' %'" 
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for each poaitive integer <n . 

Let 

where 

Then (u>7 AC%£ ) s 0 for 4/ s ̂  ,,,, C^. - 4) and from 

Theorem 2 it followa that 

fl^l-. || T - " ^ I2 - Q c \ . 
~& 1.* « 4 + 

It ia eaay to 9ee that 

^--CT-^^J-ft)-^^,^),^-^.,^-^. 
Since 

and i ( ^ , <£. ) I -^ || ^ - C ^ || for * • 4 , , „ , (^ - O , 

we conclude by induction that 

(11) \cl\ & Z • JL^ for i *. i v . . , (£- 1)f 

where ,£. sa mwu , II a?» — <-?* /' an<* C is a constant 

which doea not depend on m , 

But JUsm, X' as 0 and hence there exista for 0 < 
/n>-* oo & 

< £ < /a,-,̂  a poaitive integer /w. such that ( xc f| «> u ̂  o 
£ J- - e > 0 . 

^ ,> 

By the definition of 0*f . we have 

(12) * c f - ^ -* C t t . C l 3 - a . l * - ^ J • fl^fl*) , 

where 

c = 1 

* lUH.CIBxt-ll + ca.̂  -11-u.l) 
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By direct calculation we see that 

(13) JUm> (L » ~ P-* ' 

We have 

IB* l»-^.|..l».. 1^1*-.*.}-l !-< • % ! * ) • 

l14' • & . » . rc 4<;'>'^ J . *•£%•<*%.»-•-». 

by Theorem 2. 

Further, by induction 

(15) 

for i « 4, ,.., (g, - 1) p where «D is a constant which 

does not depend on en , On the basis of (11) - (15) 

For proving (b) we remark that 

(16) I3u.f-3cp. 8a- Cfc*')*- <«£ + V } ' f * ' « ^ • 

where ocC^ or (,a,T . q?» ) . By Theorem 2 it follows 
j*)> .71. 7 «*^. 

that 4 & o c ^ S 0 , wh«nc« 4 - «!?* A-(«&)>• . 

Mtlx «.»'- J, «f • % , *?. «.** ft ) , . . b... 

t**'1- <-S * <$„-ei-Jb*<*f>'-<ei»-<4h 

<-<"?>'**ZFH'"*"'-<"'*'* 
+ 1k'~-$- •^f^')'-

(*>M <r> 
- 496 -
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We now show that an estimate for f£. (oc'?')1 leads 
% * i * 

to an estimate for (gf*?)1 - (U,%* * Let us consider the 

matrix A ** { ac^ 1H ^ m * ttt rx.-o • ®& ^e induction 

we have Jt^nv ocC£ss c£ . , From this i t follows that the

re exists for 0 < £, < 4 a positive integer /n, such 

that for m, £ m^ 

(18) I A~*\ * 4 + £ and I A'*u, I St (1 - S ) • I u, I , 

where I • I denotes the Euclidean norm. 

Define for m 2£ mA 

(19) K, « AT4* ooc^ , 

where oc^'-* i*>*£l*Z,w<i and *> m **4, ^tii 

We introduce 41^ ** " , /2 , 4*£ -*--*£ • ̂
 for * * 

* 4,,..,(£~4) . Then 

(20) Z 41* m i and . Z .41* * — ^ . 

It follows from (18) - (20) that 

(21) fz 4A 2 C • S C ocf^)* for /n, -5 at , 

where C 4 - €, )* >, 
c = T 7 T ? T T p - > ' ' 

Letting tr = ^2L ^"-^ we find »^Ba!» * 

and Ctr, <p. ) *» 0 for -£ -r 4,..,,^- 1) . Hence, by the de

finition of &,£ > 
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and using Theorem 2 and (21) we find for />t 25 m4 

C в . ř ^ - t f t J - Г ř f t ^ - 1 3 - r l 1 -
(22) ^ #£.' 

4* 

where 3) is a constant which does not depend on /# . 

It follows from (16),(17) and (22) that there exists a 

constant C z> 0 such that for m 25 ^u^ 

(23) I B - U ^ - B ^ I * - - c r c ^ ) 2 - ^ J J . 

This, together with (a), leads to the first assertion of 

(b). 

It is easy to see that 

and this completed the second assertion of (b). 

Since IIB-u,^- Bg* II * <<y l'^ >- 9^ " , t h e 

right side of (c) follows at once from (b). The left ai

de of (a) follows from (23) and (24) and this completes 

the induction and the proof of Theorem 3. 

As a corollary to Theorems 2 and 3, we obtain the 

main result of this paper. 

Theorem 4. Let A be a DS~operator which is boun

ded below. Let A <- J\Q < »## be an enumeration of 

its distinct eigenvalues increasing order of values and 

let AJL be such a number that to <z. !K , Suppose A-

A, s 4.,/,.-7 #• are simple. Denote by Co,.,/ir ) the 

scalar product (A-u. - f̂ -u-, *r-) . Let 1#6 be the 

complete hull of j£)(A) with the norm IIAJL, \\ . 
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Let < 3f. h°° A be a complete system in «£ , Construct 
* 4*m 4 7 

the sequences { AA,CJ£ ̂ r 4 , * * ^y*j 4- with the 

following properties 

1 ) /»u/»> ^ ( AIL, AA, ) & ( AAA,^ AC^ ; » A^ 9 M* *, ±p stir i4*** IK. 7 <n, /ru ? 

fl^rt ST* 

^WiV i* JA<*•»•«*• > " < A - 4 ^ > > ' a ' l ^ " ^ » * • - - » — » * » 
Cu,.<u!(*

,.»-"o, Urn A,..., U-4) 

2) I I ^ ' I - 4 

Then 

a) The sequence -C mJ£ 5**4 converges to a nor

malized eigenfunction cf± of A associated with the 

eigenvalue X. for *i » 4.,..., $> and 

b) Denote by E ^ the error of the best approxi-
"U 

mation to &> by functions of ££ 4 *f. J?1, . in the 

norm II • II ^ ; i . e • , 

E ^ - **vf _ Jl <p. - v II . 

There exist a positive integer /n.fl and constants 

t̂ > ^z * ^ > C* ) ^IL which do not depend on m such 

that for m, 2: mQ 
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Remark 2. The function jcff and the number X^ 
" * • fin, ^ 

in Theorem 4 are the Rayleigh-Ritz approximations to g>. 

and X . , respectively. 

Proof: Let B s ( A - ̂ 1 ) . The proof of a) fol

lows at once from Theorem 2. Since 

and A ^ - A* • (q££>Z- <f& *he assertion of b) fol

lows from Theorem 3. 
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