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A Definition of exponentiation by a bounded ARITHMETICAL FORMULA Pavel PUDLAK


#### Abstract

A new definition of exponentiation by a bounded arithmetical formula is presented.

Key words: Exponentiation, bounded arithmetical formula. Classification: 03F30


It was shown by Gödel that the relation $z=x^{y}$ can be defined using only + and . . In complexity theory and also for investigations of weak fragments of arithmetic it is very useful to have definitions by bounded arithmetical formulae, i.e. arithmetical formulae in which every quantification is of the form $\exists x \leq y$ or $\forall x \leq y$, where $y$ is some free variable of the formula. Once we have a definition of exponentiation by a bounded formu18, we can easily construct such definitions for a variety of other concepts. The first definition of $z=x^{y}$ by a bounded formula was found by Bennet [1], another fomula was constructed by Paris, see [2]. Since so far there is no known simple definition of exponentiation, by a bounded formula, it seems reasonable to look for alternative defintions. Another auch definition is presented here.

Let $f(x)$, $x \mid y$ be the obvious bounded formulae defining "x is a prime", "x divicies $y$ " resp. We shall also use the ab-
breviation

$$
\mu x \rho(x)
$$

for a bounded formula

$$
\varphi(x) \& \forall y<x \neg \varphi(y) .
$$

It is enough to define $z=x^{y}$ only for $x$ prime since then we obtain a general definition by

$$
\mu z \forall p, k\left(p(x) \& p^{k}\left|x \rightarrow p^{k y}\right| x\right)
$$

Also we can restrict ourselves to sufficiently large exponents, since for a fixed exponent the definition is trivial. The for mula is constructed in three steps.

1. $P P(p, a) \longleftrightarrow$ df $\forall q \leqslant a(q|a \rightarrow q=1 \vee p| q)$
2. $E(p, k, a, b) \longleftrightarrow d f$

$$
\mu b(P P(p, a) \& \operatorname{PP}(p, b) \&(\exists u \leqslant b)(b=(a-1) \cdot[(a-1) \cdot u+k]+1))
$$

3. $\operatorname{Bxp}(p, k, e) \longleftrightarrow d f\left(\exists m, n, a, b, c, d, \leq e^{2}\right)(e=b \cdot e \&$
$\& k=n+m^{2} \& n \leqslant 2 \cdot m<a-1 \&$
$E(p, m, a, c) \& E(p, m, p \cdot a, a \cdot c) \&$
$E(p, n, a, d) \& E(p, n, p \cdot a, b \cdot d))$.
Theorem. For $p$ prime, $\mathbf{k} \geq 9$ and $\operatorname{arbitrary} \operatorname{Exp}(p, k, e)$ iff $\mathrm{p}^{\mathrm{k}}=$.

Proof: Let $p$ be a prime number.

1. Clearly $\operatorname{PP}(p, a)$ iff a is a power of $p$.
2. If $a$ and $b$ are some powers of $p$ then $b$ is a power of $a$ iff $a-1 \mid b-1$, just imagine the p-adic representations of $a, b$, $a-1, b-1$. Therefore if $E(p, k, a, b)$ then $b$ is a power of a. We shall show that for $k<a-1, E(p, k, a, b)$ iff $a^{k}=b$.

By the remark above it is enough to consider only be which are powers of $a$. Let $b=a^{m}$. Using binomial expansion of $((a-1)+1)^{m}$ we can represent $b$ uniauely as

$$
b=(a-1)[(a-1) u+n]+1
$$

with $n<a-1$. Moreover we have $n \equiv m \bmod (a-1)$. Hence $a^{k}$ is the smallest power of a such that

$$
a^{k}=(a-1)[(a-1) u+k]+1
$$

3. Suppose $\operatorname{Exp}(p, k, e)$ holds true. Then using 2 we can replace the last four clauses by

$$
a^{m}=c_{0}\left(p_{0} a\right)^{m}=a \cdot c, a^{n}=d,\left(p_{0} a\right)^{n}=b \cdot d .
$$

The first two of them imply $a=p^{m}$, hence $c=p^{m^{2}}$; the last two imply $b=p^{n}$, Hence

$$
e=b_{0} c=p^{n} \cdot p^{m^{2}}=p^{n+m^{2}}=p^{k}
$$

How suppose $p^{k}=e$. Then, clearly, $e=p^{n} \cdot p^{n^{2}}$ for some $m, n$ such that $k=n+m^{2}$ and $n \leq 2 m$. To obtain $\operatorname{Exp}(p, k, e)$ one needs only to check that $2 \mathrm{~m}<a-1$, where $a=p^{m}$. which is true if $m \geq 3$, hence if $k \geq 9$. The largeat of the quantified numbers is $d=a^{n}=p^{m n} \leqslant p^{2 m^{2}} \leqslant e^{2}$, Q.E.D.

The proof above was done in the standard model of arithmetic. If we use such a formula in a weak fragment of arithmetic, we would like to be able to prove that it defines exponentiation there. But what does it mean? A natural formalization of this requirement is that the theory proves the inductive conditions:

$$
1=x^{0}, z=x^{y} \rightarrow x \cdot z=x^{y+1}
$$

It has been conjectured that for some of the definitions of exponentiation by a bounded formula the conditions are provable using only bounded induction. The formula presented here may seem not to have this property, since in the critical part of the proof we referred to p-adic representation and binomial expansion. However, this was done only fur the sake of simplicity of the proof, and we conjecture that our formuila is a right one.

It would be a really tedious work to check it formally, therefore we consider the inductive conditions only for the formula $E(p, k, a, b)$. First we need the following lemma.

Lemma. $c>1 \& c \mid a . b \rightarrow \exists s[s>1 \& s \mid c \&(a|a \vee s| b)]$ is provable using only bounded induction.

Proof: Let $A(a, b, c)$ denote the formula above. Uaing induction we prove $\forall n B(n)$ where $B(n)$ denotes the following bounded formula

$$
\forall a, b, c[a, b+c \leq n \rightarrow A(a, b, c)]
$$

$B(0)$ is trivial. Assume $B(n)$ and let $a, b+c \leqslant n+1, c>1$, cla.b. 1. If $c \leqslant a$ then $c \mid(a-c) \cdot b<a \cdot b$, hence by the induction assumption there exists $s>1$, s|c such that $s \mid(a-c)$ or $s \mid b$. Thus also ala or alb.
2. The cage of $c \leqslant b$ is symmetrical.
3. Suppose $c>a$ and $c>b$. Let $d$ be such that $c . d=a \cdot b$, then d.c. By the induction assumption there exists $s^{\circ}>1, s^{\prime} \mid d$ such that $s^{\prime} \mid a$ or $s^{\circ} l^{\prime} b$. Because of symmetry we can investigate only the case of $s^{\prime \prime}$ a. Let $a^{\circ}, d^{\circ}$ be such that $a^{\circ} \cdot s^{\circ}=a$, $d^{\circ} \cdot s^{\circ}=d$. Then $c . d^{\circ}=a^{\circ} \cdot b<a, b$, and we $c \cdot n$ use the induction asaumption again to obtain s>1, slc such that sls or alb, whence sla or $\mathrm{s} / \mathrm{b}$. Q.E.D.

Proposition. $P(p) \& E(p, k, a, b) \rightarrow E(p, k+1, a, a, b)$ is provable uing only bounded induction.

Proof: Assume the antecedent of the implication, i.e. $\operatorname{Pr}(p, a), \operatorname{PP}(p, b)$ Eid $b$ is minimal such that

$$
b=(a-1) \cdot[(a-1) \cdot u+k]+1,
$$

POr some $u_{0}$ Then

$$
a \cdot b=(a-1) \cdot[(a-1) \cdot(a, u+k)+k+1]+1
$$

hence a.b has the required form. If $0>1$ and $o l a, b$ then, by

Leama, for some $s>1$,

$$
s \mid c \&(s|a \vee s| b)
$$

Since $P P(p, a)$ and $P P(p, b)$, we have $p \mid s$, hence $p \mid c$.
Thus we have proved $\operatorname{PP}(p, a, b)$. It remains to prove the minimality of $a, b$. Suppose $c<a \cdot b$ has these properties. Then $s \geq a$ and since $P P(p, c)$ we have alc, (consider g.c.d. of a and c). Let $c=a . d$, thus
(*) a.d $=(a-1) \cdot[(a-1) \cdot v+k+1]+1=a^{2} \cdot \nabla+a \cdot(k+1-2 \nabla)+v-k$,
for some $\nabla$. Hence $\nabla-k=t$.a for some $t$. If we substitute $v=$ $=t . a+k$ in $(*)$ and divide it by $a$, we get, after some computation,

$$
d=(a-1) \cdot[(a-1) \cdot t+k]+1
$$

Also $P P(p, d)$ can be shown easily. But $a_{0} d=c<a_{0}, b$, so $d<b$. Thus $b$ is not minimal - contradiction. This proves that a.b is minimal. Q.E.D.
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