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# ON THE VALLÉE--POUSSIN PROBLEM FOR SINGULAR DIFFERENTIAL EQUATIONS WITH DEVIATING ARGUMENTS 

Ivan Kiguradze and Bedřich PůZ̆a<br>Dedicated to the memory of Professor Otakar Borůvka

Abstract. For the differential equation

$$
u^{(n)}(t)=f\left(t, u\left(\tau_{1}(t)\right), \ldots, u^{(n-1)}\left(\tau_{n}(t)\right)\right)
$$

where the vector function $f:] a, b\left[\times \mathbb{R}^{k n} \rightarrow \mathbb{R}^{k}\right.$ has nonintegrable singularities with respect to the first argument, sufficient conditions for existence and uniqueness of the Vallée-Poussin problem are established.

## §1. Formulation of the Existence and Uniqueness Theorems

In the present paper for the vector differential equation with deviating arguments

$$
\begin{equation*}
u^{(n)}(t)=f\left(t, u\left(\tau_{1}(t)\right), \ldots, u^{(n-1)}\left(\tau_{n}(t)\right)\right) \tag{1.1}
\end{equation*}
$$

we consider the multi-point boundary value problem of Vallée-Poussin

$$
\begin{equation*}
u^{(j-1)}\left(t_{i}\right)=0 \quad\left(j=1, \ldots, n_{i} ; i=1, \ldots, m\right) \tag{1.2}
\end{equation*}
$$

where $k \geq 1, n \geq m \geq 2$,

$$
n_{i} \in\{1, \ldots, n-1\}, \quad \sum_{i=1}^{m} n_{i}=n, \quad a=t_{1}<t_{2}<\cdots<t_{m}=b,
$$

$$
\begin{equation*}
\tau_{j}:[a, b] \rightarrow[a, b] \quad(j=1, \ldots, n) \text { are measurable, } \tag{1.3}
\end{equation*}
$$

[^0]$$
\left.f\left(\cdot, x_{1}, \ldots, x_{n}\right):\right] a, b\left[\rightarrow \mathbb{R}^{k} \text { is measurable for every } x_{j} \in \mathbb{R}^{k}\right.
$$
\[

$$
\begin{align*}
& (j=1, \ldots, n) \text { and } f(t, \cdot, \ldots, \cdot): \mathbb{R}^{n k} \rightarrow \mathbb{R}^{k} \text { is continuous }  \tag{1.4}\\
& \text { for almost every } t \in] a, b[\text {. }
\end{align*}
$$
\]

Equation (1.1) is called regular, if $f\left(\cdot, x_{1}, \ldots, x_{n}\right)$ is summable in $] a, b[$ for arbitrary fixed $x_{j} \in \mathbb{R}^{k}(j=1, \ldots, n)$ and - singular otherwise.

Previously, the Vallée-Poussin problem was mostly considered for equations of the form

$$
u^{(n)}(t)=f\left(t, u(t), u^{\prime}(t), \ldots, u^{(n-1)}(t)\right)
$$

both in the regular [2],[9]-[13] and singular [1], [3]-[8], [14] cases. As for equation (1.1), with $\tau_{k}(t) \not \equiv t,(k=1, \ldots, n)$ the problem was essentially left unexplored. In this paper we attempt to fill in this gap in a certain way.

We are interested mainly in the case when (1.1) is singular, although the results stated below are new also in the regular case.

The following notation is used throughout the paper:

$$
\begin{aligned}
& n_{i j}=\left\{\begin{array}{lll}
n_{i}+1-j & \text { for } & j<n_{i}+1 \\
0 & \text { for } & j \geq n_{i}+1
\end{array}\right. \\
& \lambda_{j}(t)=\prod_{i=1}^{m}\left|t-t_{i}\right|^{n_{i j}} \quad(j=1, \ldots, n)
\end{aligned}
$$

if $\alpha \in\left[0, n-n_{1}\right], \beta \in\left[0, n-n_{m}\right]$, then

$$
\begin{gathered}
n_{1 j \alpha}=\left\{\begin{array}{lll}
n-\alpha-j & \text { for } & j \leq n_{1}, \alpha>n-n_{1}-1 \\
n_{1}+1-j & \text { for } & j \leq n_{1}, \alpha \leq n-n_{1}-1 \\
0 & \text { for } & n_{1}<j \leq n-\alpha \\
n-\alpha-j & \text { for } & j>n-\alpha
\end{array}\right. \\
n_{m j \beta}=\left\{\begin{array}{lll}
n-\beta-j & \text { for } & j \leq n_{m}, \beta>n-n_{m}-1 \\
n_{m}+1-j & \text { for } & j \leq n_{m}, \beta \leq n-n_{m}-1 \\
0 & \text { for } & n_{m}<j \leq n-\beta \\
n-\beta-j & \text { for } & j>n-\beta
\end{array}\right. \\
\lambda_{j \alpha \beta}(t)=\left\{\begin{array}{l}
(t-a)^{n_{1 j \alpha}}(b-t)^{n_{m j \beta}} \prod_{i=2}^{m-1}\left|t-t_{j}\right|^{n_{i j}} \\
\text { for } m>2 \\
(t-a)^{n_{1 j \alpha}}(b-t)^{n_{2 j \beta}}
\end{array}\right. \\
\hline
\end{gathered}
$$

$g_{0}:[a, b] \times[a, b] \rightarrow \mathbb{R}$ is the Green's function of the differential equation

$$
\begin{equation*}
u^{(n)}=0 \tag{1.5}
\end{equation*}
$$

with boundary conditions (1.2);
(1.6) $\gamma_{j \alpha \beta}=\sup \left\{(s-a)^{-\alpha}(b-s)^{-\beta} \lambda_{j \alpha \beta}^{-1}(t)\left|\frac{\partial^{j-1} g_{0}(t, s)}{\partial t^{j-1}}\right|: a<t, s<b\right\}$

$$
(j=1, \ldots, n)^{1)} ;
$$

$\mathbb{R}^{k}$ - space of $k$-dimensional column vectors $x=\left(\xi_{j}\right)_{j=1}^{k}$ with elements $\xi_{j} \in \mathbb{R}(j=1, \ldots, k)$ and the norm

$$
\|x\|=\sum_{j=1}^{k}\left|\xi_{j}\right|
$$

$\mathbb{R}^{k \times k}$ - the space of $k \times k$ matrices $X=\left(\xi_{i j}\right)_{i, j=1}^{k}$ with elements $\xi_{i j} \in \mathbb{R}$ $(i, j=1, \ldots, k)$ and the norm

$$
\|X\|=\sum_{i j=1}^{k}\left|\xi_{i j}\right|
$$

$\mathbb{R}_{+}^{k}=\left\{\left(\xi_{j}\right)_{j=1}^{k} \in \mathbb{R}^{k}: \xi_{j} \geq 0(j=1, \ldots, k)\right\} ;$
$\mathbb{R}_{+}^{k \times k}=\left\{\left(\xi_{i j}\right)_{i, j=1}^{k} \in \mathbb{R}^{k \times k}: \xi_{i j} \geq 0(i, j=1, \ldots, k)\right\} ;$
if $x, y \in \mathbb{R}^{k}$ and $X, Y \in \mathbb{R}^{k \times k}$ then

$$
x \leq y \Leftrightarrow y-x \in \mathbb{R}_{+}^{k} ; X \leq Y \Leftrightarrow Y-X \in \mathbb{R}_{+}^{k \times k}
$$

if $x=\left(\xi_{i}\right)_{i=1}^{k} \in \mathbb{R}^{k}$ and $X=\left(\xi_{i j}\right)_{i, j=1}^{k} \in \mathbb{R}^{k \times k}$ then

$$
|x|=\left(\left|\xi_{i}\right|\right)_{i=1}^{k},|X|=\left(\left|\xi_{i j}\right|\right)_{i, j=1}^{k}
$$

$\mathrm{r}(X)$ - spectral radius of the matrix $X$;
$\widetilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$ - the space of vector functions $\left.u:\right] a, b\left[\rightarrow \mathbb{R}^{k}\right.$ absolutely continuous ${ }^{2)}$ together with their derivatives up to order $n-1$ inclusive on any segment contained in $] a, b[$ and

$$
\int_{a}^{b}(t-a)^{\alpha}(b-t)^{\beta}\left\|u^{(n)}(t)\right\| \mathrm{d} t<+\infty
$$

$\widetilde{C}^{n-1}\left([a, b] ; \mathbb{R}^{k}\right)$ - the space of vector functions $u:[a, b] \rightarrow \mathbb{R}^{k}$ absolutely continuous on $[a, b]$ together with their derivatives up to order $n-1$ inclusive.

[^1]Clearly, we can consider $\widetilde{C}_{00}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$ and $\widetilde{C}^{n-1}\left([a, b] ; \mathbb{R}^{k}\right)$ to be identical, since every element of $\widetilde{C}_{00}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$ is a restriction to $] a, b[$ of some element of $\widetilde{C}^{n-1}\left([a, b] ; \mathbb{R}^{k}\right)$.

Along with (1.1) we will need to examine the vector differential inequality

$$
\begin{equation*}
\left|u^{(n)}(t)\right| \leq \sum_{j=1}^{n} H_{j}(t)\left|u^{(j-1)}\left(\tau_{j}(t)\right)\right| \tag{1.7}
\end{equation*}
$$

where $\left.H_{j}:\right] a, b\left[\rightarrow \mathbb{R}_{+}^{k \times k}(j=1, \ldots, n)\right.$ are measurable matrix functions.
We say that problem (1.1), (1.2) (problem (1.7), (1.2)) has a solution in the space $\widetilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$, if there is a vector function $u \in \widetilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$, satisfying boundary conditions (1.2), which satisfies equation (1.1) (inequality (1.7)) almost everywhere in ] $a, b[$.

Note that by $u^{(j-1)}(a)$ (by $\left.u^{(j-1)}(b)\right)$ in (1.2) we mean the right (left) limit of $u^{(j-1)}$ at $a($ at $b)$.

Theorem 1.1. Let the inequalities

$$
\begin{equation*}
\tau_{i}(t)>a \quad \text { for } \quad i>n-\alpha, \quad \tau_{i}(t)<b \quad \text { for } \quad i>n-\beta^{3)} \tag{1.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|f\left(t, x_{1}, \ldots, x_{n}\right)\right| \leq \sum_{j=1}^{n} H_{j}(t)\left|x_{j}\right|+h(t) \tag{1.9}
\end{equation*}
$$

hold in $] a, b[$ and in $] a, b\left[\times \mathbb{R}^{k n}\right.$, where $\left.H_{j}:\right] a, b\left[\rightarrow \mathbb{R}_{+}^{k \times k}(j=1, \ldots, n)\right.$ and $h:] a, b\left[\rightarrow \mathbb{R}_{+}^{k}\right.$, respectively, are measurable matrix and vector functions, which for some $\alpha \in\left[0, n-n_{1}\right]$ and $\beta \in\left[0, n-n_{m}\right]$ satisfy

$$
\begin{gather*}
\int_{a}^{b}(t-a)^{\alpha}(b-t)^{\beta} \lambda_{j \alpha \beta}\left(\tau_{j}(t)\right)\left\|H_{j}(t)\right\| d t<+\infty \quad(j=1, \ldots, n)  \tag{1.10}\\
\int_{a}^{b}(t-a)^{\alpha}(b-t)^{\beta}\|h(t)\| d t<+\infty \tag{1.11}
\end{gather*}
$$

Furthermore, let the problem (1.7), (1.2) admit only the trivial solution in the space $\widetilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$. Then the problem (1.1), (1.2) has at least one solution $u \in \widetilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$.

[^2]Corollary 1.1. Let the inequalities (1.8) hold in $] a, b[$ and the inequality (1.9) hold in $] a, b\left[\times \mathbb{R}^{n}\right.$, where $\left.H_{j}:\right] a, b\left[\rightarrow \mathbb{R}_{+}^{k \times k}(j=1, \ldots, n)\right.$ and $\left.h:\right] a, b\left[\rightarrow \mathbb{R}_{+}^{k}\right.$, respectively, are measurable matrix and vector functions, which for some $\alpha \in$ $\left[0, n-n_{1}\right]$ and $\beta \in\left[0, n-n_{m}\right]$ satisfy conditions (1.10) and (1.11). If, furthermore,

$$
\begin{equation*}
r\left(\sum_{j=1}^{n} \gamma_{j \alpha \beta} \int_{a}^{b}(t-a)^{\alpha}(b-t)^{\beta} \lambda_{j \alpha \beta}\left(\tau_{j}(t)\right) H_{j}(t) d t\right)<1 \tag{1.12}
\end{equation*}
$$

then the problem (1.1), (1.2) has at least one solution $u \in \widetilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$.
Corollary 1.2. Let the inequality (1.9) hold in $] a, b\left[\times \mathbb{R}^{k n}\right.$, where $\left.H_{j}:\right] a, b[\rightarrow$ $\mathbb{R}_{+}^{k \times k}(j=1, \ldots, n)$ are measurable matrix functions and $\left.h:\right] a, b\left[\rightarrow \mathbb{R}_{+}^{k}\right.$ is a summable vector function. Furthermore, let $\lambda_{j} H_{j}(j=1, \ldots, n)$ be summable and

$$
r\left(\sum_{j=1}^{n} \gamma_{j} \int_{a}^{b} \lambda_{j}\left(\tau_{j}(t)\right) H_{j}(t) d t\right)<1
$$

where

$$
\gamma_{j}=\frac{1}{(n-j)!} 2^{n_{0 j}}(b-a)^{n-j-\sum_{i=1}^{m} n_{i j}}, n_{0 j}=\min \left\{1, n_{1 j}+n_{m j}\right\}(j=1, \ldots, n) .
$$

Then the problem (1.1), (1.2) has at least one solution $u \in \widetilde{C}^{n-1}\left([a, b] ; \mathbb{R}^{k}\right)$.
Corollary 1.3. Let the inequality (1.9) hold in $] a, b\left[\times \mathbb{R}^{k n}\right.$, where $\left.H_{j}:\right] a, b[\rightarrow$ $\mathbb{R}_{+}^{k \times k}(j=1, \ldots, n)$ are measurable matrix functions and $\left.h:\right] a, b\left[\rightarrow \mathbb{R}_{+}^{k}\right.$ is a summable vector function. Furthermore, let there exist $H_{0} \in \mathbb{R}_{+}^{k \times k}$ such that $r\left(H_{0}\right)<1$ and the inequality

$$
\sum_{j=1}^{n} \gamma_{j}^{*} \lambda_{j}\left(\tau_{j}(t)\right) H_{j}(t) \leq H_{0}
$$

hold in $] a, b[$, where

$$
\gamma_{j}^{*}=\frac{1}{(n+1-j)!}(b-a)^{n+1-j-\sum_{i=1}^{m} n_{i j}} \quad(j=1, \ldots, n) .
$$

Then the problem (1.1), (1.2) has at least one solution $u \in \widetilde{C}^{n-1}\left([a, b] ; \mathbb{R}^{k}\right)$.
Theorem 1.2. Let the inequalities (1.8) hold in $] a, b[$ and let the inequality

$$
\begin{equation*}
\left|f\left(t, x_{1}, \ldots, x_{n}\right)-f\left(t, y_{1}, \ldots, y_{n}\right)\right| \leq \sum_{j=1}^{n} H_{j}(t)\left|x_{j}-y_{j}\right| \tag{1.13}
\end{equation*}
$$

hold in $] a, b\left[\times \mathbb{R}^{k n}\right.$, where $\left.H_{j}:\right] a, b\left[\rightarrow \mathbb{R}_{+}^{k \times k}(j=1, \ldots, n)\right.$ are measurable matrix functions satisfying the conditions of Theorem 1.1. Let further

$$
\begin{equation*}
\int_{a}^{b}(t-a)^{\alpha}(b-t)^{\beta}\|f(t, 0, \ldots, 0)\| d t<+\infty \tag{1.14}
\end{equation*}
$$

Then the problem (1.1), (1.2) has a unique solution in the space $\tilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$.

Corollary 1.4. Let the inequalities (1.8) hold in $] a, b[$ and the inequality (1.13) hold in $] a, b\left[\times \mathbb{R}^{k n}\right.$, where $\left.H_{j}:\right] a, b\left[\rightarrow \mathbb{R}_{+}^{k \times k}(j=1, \ldots, n)\right.$ are measurable matrix functions satisfying the conditions of Corollary 1.1. Let further the condition (1.14) be fulfilled. Then the problem (1.1), (1.2) has a unique solution in the space $\widetilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$.
Corollary 1.5. Let

$$
\int_{a}^{b}\|f(t, 0, \ldots, 0)\| d t<+\infty
$$

and let the inequality (1.13) hold in $] a, b\left[\times \mathbb{R}^{k n}\right.$, where $\left.H_{j}:\right] a, b\left[\rightarrow \mathbb{R}_{+}^{k \times k}(j=\right.$ $1, \ldots, n$ ) are measurable matrix functions satisfying either the conditions of Corollary 1.2 or the conditions of Corollary 1.3. Then the problem (1.1), (1.2) has a unique solution in the space $\widetilde{C}^{n-1}\left([a, b] ; \mathbb{R}^{k}\right)$.
Example. Consider the differential equation

$$
\begin{equation*}
u^{(n)}(t)=n!\prod_{i=1}^{m}\left(t_{0}-t_{i}\right)^{-n_{i}} u\left(t_{0}\right)+c_{0} \tag{1.15}
\end{equation*}
$$

where $t_{0} \in[a, b] \backslash\left\{t_{1}, \ldots, t_{m}\right\}$, and $c_{0} \in \mathbb{R}^{k}$ is a nonzero vector. For (1.15) all conditions of Corollary 1.3 are satisfied, except the condition $\mathrm{r}\left(H_{0}\right)<1$, because in this case $H_{0}$ is the unit matrix. We will show that the problems (1.15), (1.2) have no solution. Assume, to the contrary, that there is a solution $u$. Since the right hand side of (1.15) is independent on $t, u$ has the form

$$
u(t)=c \prod_{i=1}^{m}\left(t-t_{i}\right)^{n_{i}}
$$

where $c \in \mathbb{R}^{k}$. Substituting this into (1.15), we get $n!c=n!c+c_{0}$, which is impossible, because $c_{0}$ is a nonzero vector.

This example shows that the condition $\mathrm{r}\left(H_{0}\right)<1$ in Corollary 1.3 is optimal and cannot be replaced by $\mathrm{r}\left(H_{0}\right) \leq 1$.

## §2. Auxiliary Results

2.1. Lemmas on Apriori Estimates. For arbitrary $j \in\{1, \ldots, n\}$ and $u \in$ $\tilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$ we set

$$
\begin{gathered}
\alpha_{n j}=\left\{\begin{array}{lll}
\alpha-n+j & \text { for } & j>n-\alpha \\
0 & \text { for } & j \leq n-\alpha
\end{array}\right. \\
\beta_{n j}=\left\{\begin{array}{lll}
\beta-n+j & \text { for } & j>n-\beta \\
0 & \text { for } & j \leq n-\beta
\end{array}\right. \\
\nu(u)(t)=\sum_{j=1}^{n}(t-a)^{\alpha_{n j}}(b-t)^{\beta_{n j}\left\|u^{(j-1)}(t)\right\| \quad \text { for } \quad a<t<b,} \\
\nu(u)(a)=\lim _{t \rightarrow a} \nu(u)(t), \quad \nu(u)(b)=\lim _{t \rightarrow b} \nu(u)(t) .
\end{gathered}
$$

Note that $\nu(u) \in C\left([a, b] ; \mathbb{R}_{+}\right)$for every $u \in \widetilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$. Hence there exists

$$
\nu^{*}(u)=\max \{\nu(u)(t): a \leq t \leq b\}
$$

Using the definition of $\widetilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$, it is easy to verify the following two lemmas.
Lemma 2.1. Let $\alpha, \beta \in[0, n], \rho_{0}>0$, and $\left.h_{0}:\right] a, b\left[\rightarrow \mathbb{R}_{+}\right.$be a measurable function, satisfying

$$
\begin{equation*}
\int_{a}^{b}(t-a)^{\alpha}(b-t)^{\beta} h_{0}(t) d t<+\infty \tag{2.1}
\end{equation*}
$$

Then the operator $\nu$ maps the set
$\left\{u \in \widetilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right): \nu^{*}(u) \leq \rho_{0},\left\|u^{(n)}(t)\right\| \leq h_{0}(t) \quad\right.$ for almost all $\left.\quad t \in\right] a, b[ \}$ into a compact subset of $C([a, b] ; \mathbb{R})$.
Lemma 2.2. There exists a positive constant $\eta$, depending only on $\alpha, \beta, t_{j}$ and $n_{j}(j=1, \ldots, m)$, such that for any $\alpha \in\left[0, n-n_{1}\right], \beta \in\left[0, n-n_{m}\right]$ and any vector function $u \in \widetilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$, satisfying boundary condition (1.2), the following estimations hold:

$$
\left|u^{(j-1)}(t)\right| \leq \eta \nu^{*}(u) \lambda_{j \alpha \beta}(t) \quad \text { for } \quad a<t<b \quad(j=1, \ldots, n)
$$

The following lemma is crucial in the proof of Theorem 1.1.
Lemma 2.3. Let $\left.\alpha \in\left[0, n-n_{1}\right], \beta \in\left[0, n-n_{m}\right], H_{j}:\right] a, b\left[\rightarrow \mathbb{R}_{+}^{k \times k}(j=\right.$ $1, \ldots, n)$ and $h:] a, b\left[\rightarrow \mathbb{R}_{+}^{k}\right.$ be measurable matrix and vector functions, satisfying conditions (1.10) and (1.11). Furthermore, let (1.8) hold in $] a, b[$ and let the problem (1.7), (1.2) have only the trivial solution in $\widetilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$. Then there exists a positive number $\rho$ such that any solution $u \in \widetilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$ of the differential inequality

$$
\begin{equation*}
\left|u^{(n)}(t)\right| \leq \sum_{j=1}^{n} H_{j}(t)\left|u^{(j-1)}\left(\tau_{j}(t)\right)\right|+h(t) \tag{2.2}
\end{equation*}
$$

with boundary conditions (1.2) satisfies the estimations

$$
\begin{equation*}
\left\|u^{(j-1)}(t)\right\| \leq \rho \lambda_{j \alpha \beta}(t) \quad \text { for } a<t<b \quad(j=1, \ldots, n) \tag{2.3}
\end{equation*}
$$

Proof. By Lemma 2.2, it is enough to prove that there is a positive number $\rho_{0}$ such that any solution $u \in \widetilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$ of the problem (1.1), (1.2) satisfies the estimation

$$
\nu^{*}(u)<\rho_{0} .
$$

Assume there is no such $\rho_{0}$. Then for any natural number $l$ there is a solution $u_{l} \in \widetilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$ of the problem (1.1), (1.2) such that

$$
\nu^{*}\left(u_{l}\right)>l .
$$

Put

$$
v_{l}(t)=\left[\nu^{*}\left(u_{l}\right)\right]^{-1} u_{l}(t)
$$

Then

$$
\begin{gather*}
\nu^{*}\left(v_{l}\right)=1,  \tag{2.4}\\
\left|v_{l}^{(n)}(t)\right| \leq \sum_{j=1}^{n} H_{j}(t)\left|v_{l}^{(j-1)}\left(\tau_{j}(t)\right)\right|+\frac{1}{l} h(t) . \tag{2.5}
\end{gather*}
$$

On the other hand, by Lemma 2.2,

$$
\begin{equation*}
\left\|v_{l}^{(j-1)}(t)\right\| \leq \eta \lambda_{j \alpha \beta}(t) \quad \text { for } \quad a<t<b \quad(j=1, \ldots, n) \tag{2.6}
\end{equation*}
$$

Taking into account this and condition (1.8), we get from (2.5)

$$
\begin{equation*}
\left.\left\|v_{l}^{(n)}(t)\right\| \leq h_{0}(t) \quad \text { for almost all } \quad t \in\right] a, b[ \tag{2.7}
\end{equation*}
$$

where

$$
h_{0}(t)=\eta \sum_{j=1}^{n} \lambda_{j \alpha \beta}\left(\tau_{j}(t)\right)\left\|H_{j}(t)\right\|+\|h(t)\|
$$

and $h_{0}$ satisfies (2.1), as follows from (1.10) and (1.11).
By (2.1), (2.6) and (2.7), the sequences $\left(v_{l}^{(j-1)}\right)_{l=1}^{\infty}(j=1, \ldots, n)$ are uniformly bounded and equicontinuous on any segment contained in $] a, b[$. Therefore, by the lemma of Arcela-Ascoli, we can assume, without any loss of generality, that the sequences converge uniformely on any such segment.

Denote by

$$
\lim _{l \rightarrow+\infty} v_{l}(t)=u(t) \quad \text { for } \quad a<t<b
$$

Then

$$
\begin{equation*}
\left.\lim _{l \rightarrow \infty} v_{l}^{(j-1)}(t)=u^{(j-1)}(t) \quad \text { uniformly on any segment in }\right] a, b[. \tag{2.8}
\end{equation*}
$$

By Lemma 2.1, from (2.4), (2.6)-(2.8) it follows that

$$
\lim _{l \rightarrow \infty} \nu\left(v_{l}\right)(t)=\nu(u)(t) \quad \text { uniformly on }[a, b]
$$

$u$ satisfies the boundary conditions (1.2) and

$$
\begin{equation*}
\nu^{*}(u)=1 . \tag{2.9}
\end{equation*}
$$

It follows from (2.5) that for any $s, t \in] a, b[$ we have

$$
\left|v_{l}^{(n-1)}(t)-v_{l}^{(n-1)}(s)\right| \leq \sum_{j=1}^{n}\left|\int_{s}^{t} H_{j}(\xi)\right| v_{l}^{(j-1)}\left(\tau_{j}(\xi)\right)|\mathrm{d} \xi|+\frac{1}{l}\left|\int_{s}^{t} h(\xi) \mathrm{d} \xi\right|
$$

Passing to the limit for $l \rightarrow+\infty$ in these inequalities, then by conditions (1.10), (1.11), (2.6)-(2.8) and by the Lebesque dominance theorem we obtained

$$
\begin{gathered}
\left|u^{(n-1)}(t)-u^{(n-1)}(s)\right| \leq \sum_{j=1}^{n}\left|\int_{s}^{t} H_{j}(\xi)\right| u^{(j-1)}\left(\tau_{j}(\xi)\right)|\mathrm{d} \xi| \\
\left\|u^{(n-1)}(t)-u^{(n-1)}(s)\right\| \leq\left\|\int_{s}^{t} h_{0}(\xi) \mathrm{d} \xi\right\|
\end{gathered}
$$

Since $s$ and $t$ are arbitrary and (2.1) holds, it follows from these inequalities that $u \in \widetilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$ and satisfies the vector differential inequality (1.7). On the other hand, as we have already observed, $u$ satisfies conditions (1.2) and (2.9). But that is impossible, for the problem (1.7), (1.2) has no nontrivial solution in the space $\widetilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{n}\right)$. This contradiction proves the lemma.

### 2.2. Lemmas on Unique Solvability of the Problem (1.7), (1.2).

Lemma 2.4. If the matrix functions $\left.H_{j}:\right] a, b\left[\rightarrow \mathbb{R}^{k \times k}(j=1, \ldots, n)\right.$ satisfy conditions of Corollary 1.1, then the problem (1.7), (1.2) has only the trivial solution in the space $\widetilde{C}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$.
Proof. Let $u \in \widetilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$ be an arbitrary solution of the problem (1.7), (1.2). Put

$$
v=\int_{a}^{b}(t-a)^{\alpha}(b-t)^{\beta}\left|u^{(n)}(t)\right| \mathrm{d} t
$$

Then by Lemma 8.4 and 8.5 from monography [4] and by (1.6)

$$
u(t)=\int_{a}^{b} g_{0}(t, s) u^{(n)}(s) \mathrm{d} s
$$

and

$$
\left|u^{(j-1)}(t)\right| \leq \gamma_{j \alpha \beta} \lambda_{j \alpha \beta}(t) v \quad \text { for } \quad a<t<b \quad(j=1, \ldots, n)
$$

From these estimates we find by (1.7)

$$
v \leq\left(\sum_{j=1}^{n} \gamma_{j \alpha \beta} \int_{a}^{b}(t-a)^{\alpha}(b-t)^{\beta} \lambda_{j \alpha \beta}\left(\tau_{j}(t)\right) H_{j}(t) \mathrm{d} t\right) v
$$

which implies, by (1.12), that $v=0$, i.e. $u(t) \equiv 0$.
Applying Lemma 8.7 and 8.8 from monography [4], one can easily verify the following
Lemma 2.5. If the matrix functions $\left.H_{j}:\right] a, b\left[\rightarrow \mathbb{R}^{k \times k}(j=1, \ldots, n)\right.$ satisfy either conditions of Corollary 1.2 or conditions of Corollary 1.3, then the problem (1.7), (1.2) has only the trivial solution in the space $\widetilde{C}^{n-1}\left([a, b]: \mathbb{R}^{k}\right)$.

## §3. Proofs of the Existence and Uniqueness Theorems

Proof of Theorem 1.1. Let $\rho$ be a positive constant for which conclusion of Lemma 2.3 holds. For arbitrary $t \in] a, b\left[, x_{j} \in \mathbb{R}^{k}, j \in\{1, \ldots, n\}\right.$ and a natural number $l$ denote

$$
\sigma_{j}\left(t, x_{j}\right)=\left\{\begin{array}{lll}
x_{j} & \text { for } & \left\|x_{j}\right\| \leq \rho \lambda_{j \alpha \beta}\left(\tau_{j}(t)\right)  \tag{3.1}\\
\frac{\rho}{\left\|x_{j}\right\|} \lambda_{j \alpha \beta}\left(\tau_{j}(t)\right) x_{j} & \text { for } & \left\|x_{j}\right\|>\rho \lambda_{j \alpha \beta}(t)
\end{array}\right.
$$

$$
\begin{gather*}
\delta_{l}(t)=\left\{\begin{array}{lll}
1 & \text { for } \quad t \in\left[a+\frac{b-a}{2 l}, b-\frac{b-a}{2 l}\right] \\
0 & \text { for } \quad t \notin\left[a+\frac{b-a}{2 l}, b-\frac{b-a}{2 l}\right]
\end{array},\right.  \tag{3.2}\\
f_{l}\left(t, x_{1}, \ldots, x_{n}\right)=\delta_{l}(t) f\left(t, \sigma_{1}\left(t, x_{1}\right), \ldots, \sigma_{n}\left(t, x_{n}\right)\right) \tag{3.3}
\end{gather*}
$$

and consider the differential equation

$$
\begin{equation*}
u^{(n)}(t)=f_{l}\left(t, u\left(\tau_{1}(t)\right), \ldots, u^{(n-1)}\left(\tau_{n}(t)\right)\right) \tag{3.4}
\end{equation*}
$$

with boundary conditions (1.2).
By (1.3), (1.4), (1.8)-(1.11) and (3.1) the vector function $f_{l}:[a, b] \times \mathbb{R}^{n k} \rightarrow \mathbb{R}^{k}$ belongs to the Caratheodory class and satisfies in $] a, b\left[\times \mathbb{R}^{n k}\right.$ the inequalities

$$
\begin{gather*}
\left|f_{l}\left(t, x_{1}, \ldots, x_{n}\right)\right| \leq \sum_{j=1}^{n} H_{j}(t)\left|x_{j}\right|+h(t)  \tag{3.5}\\
\left\|f_{l}\left(t, x_{1}, \ldots, x_{n}\right)\right\| \leq h_{l}(t) \leq h_{0}(t) \tag{3.6}
\end{gather*}
$$

where

$$
h_{0}(t)=\rho \sum_{j=1}^{n} \lambda_{j \alpha \beta}\left(\tau_{j}(t)\right)\left\|H_{j}(t)\right\|+\|h(t)\|, h_{l}(t)=\delta_{l}(t) h_{0}(t),
$$

$h_{0}$ satisfies condition (2.1) and $h_{l}$ is summable in $[a, b]$. Applying the Schauder's principle and condition (3.6), it becomes clear the problem (3.4), (1.2) has a solution $u_{l} \in \widetilde{C}^{n-1}\left([a, b] ; \mathbb{R}^{k}\right)$ and

$$
\begin{equation*}
u_{l}(t)=\int_{a}^{b} g_{0}(t, s) f_{l}\left(s, u_{l}\left(\tau_{1}(s)\right), \ldots, u_{l}^{(n-1)}\left(\tau_{n}(s)\right)\right) \mathrm{d} s \tag{3.7}
\end{equation*}
$$

Since $\widetilde{C}^{n-1}\left([a, b] ; \mathbb{R}^{k}\right) \subset \widetilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$ we have $u_{l} \in \widetilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$. On the other hand, by (3.5) and (3.6), for almost every $t \in] a, b$ [ we have the inequality

$$
\begin{equation*}
\left\|u_{l}^{(n)}(t)\right\|=\left\|f_{l}\left(t, u_{l}\left(\tau_{1}(t)\right), \ldots, u_{l}^{(n-1)}\left(\tau_{n}(t)\right)\right)\right\| \leq h_{0}(t) \tag{3.8}
\end{equation*}
$$

and $u_{l}$ is a solution to the problem (2.2), (1.2). Consequently, by the choice of $\rho$, we get the estimates

$$
\begin{equation*}
\left\|u_{l}^{(j-1)}(t)\right\| \leq \rho \lambda_{j \alpha \beta}(t) \quad \text { for } \quad a<t<b \quad(j=1, \ldots, n) \tag{3.9}
\end{equation*}
$$

By (3.1), (3.8), (3.9) and the lemma of Arcela-Ascoli we can assume, without any loss of generality, that the sequences $\left(u_{l}^{(j-1)}\right)_{l=1}^{\infty}(j=1, \ldots, n)$ are uniformly convergent on every segment in $] a, b[$. Denote

$$
\begin{equation*}
u(t)=\lim _{l \rightarrow \infty} u_{l}(t) \tag{3.10}
\end{equation*}
$$

Then by (3.1)-(3.3) and (3.9) for almost every $t \in] a, b[$ we have

$$
\begin{equation*}
\lim _{l \rightarrow \infty} f_{l}\left(t, u_{l}\left(\tau_{1}(t)\right), \ldots, u_{l}^{(n-1)}\left(\tau_{n}(t)\right)\right)=f\left(t, u\left(\tau_{1}(t)\right), \ldots, u^{(n-1)}\left(\tau_{n}(t)\right)\right) \tag{3.11}
\end{equation*}
$$

On the other hand, by (1.6) and (3.8)
(3.12) $\left\|g_{0}(t, s) f_{l}\left(t, u_{l}\left(\tau_{1}(s)\right), \ldots, u_{l}^{(n-1)}\left(\tau_{n}(s)\right)\right)\right\| \leq \gamma_{1 \alpha \beta}(t)(s-a)^{\alpha}(b-s)^{\beta} h_{0}(s)$.

From conditions (3.1), (3.10)-(3.12) and from Lebesque's dominance theorem we obtain that

$$
u(t)=\int_{a}^{b} g_{0}(t, s) f\left(s, u\left(\tau_{1}(s)\right), \ldots, u^{(n-1)}\left(\tau_{n}(s)\right)\right) \mathrm{d} s
$$

and $\left\|u^{(n)}(t)\right\| \leq h_{0}(t)$ for almost all $\left.t \in\right] a, b\left[\right.$. Consequently, $u \in \widetilde{C}_{\alpha \beta}^{n-1}(] a, b\left[; \mathbb{R}^{k}\right)$ is a solution of the problem (1.1), (1.2).

In order to verify Theorem 1.2, it is enough to note that (1.13) and (1.14) implies (1.9) and (1.11), where $h(t)=f(t, 0, \ldots, 0)$.

By Lemmas 2.4 and 2.5, Theorems 1.1, 1.2 imply Corollaries 1.1-1.5.

## References

[1] Bessmertnych G. A., On existence and uniqueness of solutions of multipoint Vallée-Poussin problem for nonlinear differential equaitions, Differentsial'nyje Uravnenija 6, No 2 (1970), 298-310 (in Russian).
[2] de la Vallée-Poussin Ch. J., Sur l'equation differentielle lineaire de second ordre. Détermination d'une integrale par deux valeurs assignées. Extension aux équations d'ordre n, J. Math. pures et appl. 8, No 2 (1929), 125-144.
[3] Kiguradze I. T., On a singular multi-point boundary value problem, Ann. Mat. Pura ed Appl. 86(1970), 367-399.
[4] Kiguradze I. T., Some singular boundary value problems for ordinary differential equations, Tbilisi: Tbilisi University Press (1975) (in Russian).
[5] Kiguradze I. T., On some singular boundary value problems for ordinary differential equations, Equadiff 5 Proc. 5 Czech. Conf. Diff. Equations and Appl. Leipzig: Teubner Verlagsgesselschaft (1982), 174-178.
[6] Kiguradze I. T., On the solvability of the Valée-Poussin problem, Differentsial'nyje Uravnenija 21, No 3 (1985), 391-398.
[7] Kiguradze I. T., On a boundary value problems for higher ordinary differential equations with singularities, Uspekhi Mat. Nauk 41, No. 4 (1986), 166-167 (in Russian).
[8] Kiguradze I., Tskhovrebadze G., On the two-point boundary value problems for systems of higher order ordinary differential equations with singularities, Georgian Math. J. 1, No 1(1994), 31-45.
[9] Lasota A., Opial Z., L'existence et l'unicité des solutions du probléme d'interpolation differentielle ordinaire d'ordre $n$, Ann. Polon. Math. 15, No 3(1964), 253-271.
[10] Levin A. J., Nonoscillatory solutions of equation $x^{(n)}+p_{1}(t) x^{(n-1)}+\cdots+p_{n}(t) x=0$, Uspekhi Mat. Nauk 24, No 2(1969), 43-96 (in Russian).
[11] Levin A. J., On a multi-point boundary value problem, Nauchnie Dokl. Vis. Shkoli 5 (1958), 34-37 (in Russian).
[12] Opial Z., Linear problems for systems of nonlinear differential equations, J. Diff. Equat. 3, No 4(1967), 580-594.
[13] Sansone G., Equazioni Differenzialli nel campo reale, Bologna: Zanichelli (1948).
[14] Tskhovrebadze G. D., On a multipoint boundary value problem for nonlinear ordinary differential equations with singularities, Arch. Math. 30, No 3(1994), 171-206.

Ivan Kiguradze
A. Razmadze Mathematical Institute Georgian Academy of Sciences
Z. Rukhadze St. 1

380093 Tbilisi, GEORGIA

Bedřich Půža
Department of Mathematical Analysis
Faculty of Science, Masaryk University
JanáčKovo nám. 2A
66295 BRNo, CZECH REPUBLIC


[^0]:    1991 Mathematics Subject Classification: 34K10.
    Key words and phrases: singular differential equation with deviating arguments, the ValéePoussin problem, existence theorem, uniqueness theorem.

    Supported by the grant 201/96/0410 of the Grant Agency of the Czech Republic (Praque) and by the grant 619/1996 of the Development Fund of Czech Universities.

[^1]:    ${ }^{1)}$ By Lemma 2.5 in the monography [4], $\gamma_{j \alpha \beta}<+\infty$ for $0 \leq \alpha \leq n-n_{1}, 0 \leq \beta \leq n-n_{m}$ $(j=1, \ldots, n)$.
    ${ }^{2)}$ Vector or matrix function is said to be absolutely continuous, measurable, etc. if all its components have such a property.

[^2]:    ${ }^{3)}$ If $\alpha=0(\beta=0)$ then the first (the second) inequality drops out.

