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Časopis pro pěstování matematiky, roc. 89 (1964), Praha 

SOME PROPERTIES OF NON-CANONIC SYSTEMS OF 
LINEAR INTEGRO-DIFFERENTIAL EQUATIONS 

VACLAV DOLEZAL, Praha 

(Received December 19, 1963) 

This article deals with a certain class of non-canonic systems of linear 
integro-differential equations with variable coefficients; theorems concerning 
the existence, uniqueness and stability of the solution are given. 

0. In the paper the vector equation 

(0.1) (L(t) x) + R(t) x + S(t) f x dt = f(i), 

where L(f), R(t), S(t) are square-matrices defined for t §: 0, will be considered. 
Such an equation describes the behavior of every linear physical system with lumped 
time-varying elements, particularly of every electrical network. From the physical 
point of view the most important case occurs if the matrices appearing in (0.1) and 
certain matrices related to them are symmetric and positive semidefinite. 

1. First let us consider a more general equation than (0.1). For the sake of brevity 
we shall introduce the following notation: 

Let A, B be constant r x r matrices and let det A = 0; the matrix B will be called 
subjoint to A9 if there is a constant r x k matrix U whose columns ut constitute 
a complete set of linearly independent solutions of Au = 0 and a constant k x r 
matrix V whose rows Vj constitute a complete set of linearly independent solutions 
of vA = 0 such that the k x k matrix VBU is non-singular. 

Obviously, if B is subjoint to A> then for any matrices U, V" with rank k which 
fulfill the equations AU = 0, VA = 0 we have det VBZJ =f= 0. 

Let A(t) be an r x r matrix which has a continuous derivative A'(t) everywhere 
In <0, co), f(t) an r-dimensional vector defined in <0, co). 

a) A(t) and f(t) will be called compatible, if f(t) is integrable and if for every 
1 x r matrix Y(t), I S r> which has a continuous derivative on an interval (tu l 2 > <= 
<= <0, oo) and fulfills the equality Y(i) A(i) = 0 there, the vector Y(t)f(t) is absolutely 
continuous on <*i, *2>* 
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b) A(t) and f(t) will be called strongly compatible, if f(t) is continuous on <0, oo) 
and if for every matrix Y(t) with properties stated in a) the vector Y(t)f(t) has a con-
tinous derivative on <tu *2)-

Let A(t) be an r x r matrix defined for t ^ 0, W(t, T) an r x r matrix defined for 
0 g T g t < oo, and f(*) an r-dimensional vector defined for t ^ 0. The r-dimen
sional vector x(t) will be called the solution of the equation 

(VI) A(t) x(t) + f W(t, T) X(T) dT = f(t), 

if (1.1) is fulfilled almost everywhere in <0, oo). 

Then we have 

Theorem 1.1. Let the following assumptions be satisfied: 

1) The r x r matrix A(t) has a continuous derivative A'(t) everywhere in <0, oo) 
and there is a fixed integer h < r such that rank A(t) = hfor every t ^ 0. 

2) The r x r matrices W(t, T), 3W(*, T)/9* are continuous everywhere in the 
region 0 g T <£ £ < oo. 

3) For ei;erj; t ^ 0 the matrix W*(t) = W(f, t) is subjoint to A(t). 

4) The matrix A(t) and the vector f(t) are compatible. 

5) There is a constant r-dimensional vector £, such that 

(1.2) A(Q)S=f(0). 

Then there is a unique integrable solution x(t) of(l.l). If in addition A(t) andf(t) 
are strongly compatible, then x(t) is continuous in <0, oo). 

Moreover, assumption 3) is fulfilled, if both A(t) and W*(t) are symmetric and 
for every t ^ 0 either W*(t) or A(t) 4- W*(t) is positive definite. 

Note 1. If rank A(t) = r for every t §; 0, (1.1) is obviously equivalent to a Vol-
terra's equation; then, of course, for the existence and uniqueness of a solution it 
suffices to assume that A(t), W(t, T) are continuous and f(t) is integrable. 

Proof of Th. 1.1.: Referring to the Theorem in [1], construct r x r matrices 
M(t), N(t) which have a continuous derivative in <0, oo> and fulfill the conditions 

det M(t) * 0, det N(t) # 0 in <0, oo) and A(t) M(t) = [B(t) \ 0], N(t) A(t) = | " ^ 1 , 

where B(t), C(t) is an r x h and h x r matrix, respectively. Using substitution 

(1.3) x(t) = M(t)y(t), 

it is obvious that (1.1) is equivalent to the equation 

(1.4) N(t) A(t) M(t) y(t) + J N(t) W(t, T) M(T) y(x) dx = N(t)f(t) , 
Jo 

471 



t ^ 0. Let us subdivide matrices M(t), N(t) into blocks as follows 

(1.5) M(t) = r ^ l « ^ ) l , N(t) - {%M1»JM\ , 
K } } LM21(t)|M22(0J' u U2 1( t)iiv2 2(oJ' 
where Mtl(t), Ntl(t) are h x h matrices, and denote 

(1.6) M2(i) - g J i | T ] , Ar2(.) = [N2l(t)\N22(t)] ; 

moreover, let 

(1.7) *»-[|'-f|. ^.')4^-tN'-tl. 
L52i(t)J L ^ t , -t) j w22(t, T)J 

LW21(t, T)]w22(l, T)J 

where Blt(t), wlt(t, T), wlx(t, T) are A x h matrices. 
Then from the equation A(t) M(t) = [B(t)l 0] we have 

(1.8) B1± = A1XMX1 + 4 1 2M 2 1 , A11M1 >+ -412M22 = 0 , 

#21 = A21Mlt + A22M21, A21M12 + A22M22 = 0 . 

Analogously, from the equation for N(t) A(t) it follows that 

(1.9) N21Atl + N22Al21 = 0 , N21412 + N22A22 = 0 . 

Thus we have 

(1.10) N(t)4i)M(^Jp^\, 
^ 1 2 j 0 j 

where 

(1.11) A12 = N21B11 +N22B21 = 

= N21A1XMX1 + N21A12M21 + N22A21Mtl + N22422M21 . 

From (1.9), however, we get immediately A12(t) = 0, and consequently, det Axl(t) =f= 
4= 0 in <0, oo). 

On the other hand, (1.5) and (1.7) yield 

(1.12) w22(t, T) = N21(*) wtl(t, T) M12(T) + N21(t) w12(t, T) M2 2(T) + 

+ N22(t) w21(t, T) M12(T) + N22(t) w22(t, T) M2 2(T) . 

Next observe that for any t = 0 we may put U = M2(t), V = N2(t), since 
A(t) M2(t) = 0 and N2(t) A(t) = 0 identically and both M2(t) and N2(r) have rank 
r — h for every t = 0; thus, by assumption 3) we have 

(1.13) det N2(r) W(t, t) M2(t) =# 0 
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for t £ 0. However, (1.6), (1.7) yield 

N2(t) W(t91) M2(t) = N21wt±M12 4- N21w?2M22 + N22w|xM12 -F N22w%2M22 

with w*k = wJk(t, t), j , k = 1,2; consequently, by (1.12), 

(1.14) detw;2( t )*0 

for every t _ 0. 

Now, consider the vector N(t)f(t) = g(t) appearing in (L4). Putting f(t) = - i l i , 

rg Ml " L/iCOJ 
#(t) = rJM 9 where f^f), g^r) are h-dimensional vectors, we have by (1.5): 

U2(0J 
(1-15) g2(t) = N21(t)ft(t) + N22(0/2(0 • 

On the other hand, since the matrix N2(t) satisfies the requirements given in the 
definition of compatibility, we may put Y(t) = N2(t). But N2(t)f(t) -= g2(t); con
sequently, g2(t) is absolutely continuous in <0, oo) by assumption 4) of the theorem. 
If in addition A(t) and f(t) are strongly compatible, g2(t) possesses a continuous 
derivative in <0, oo). 

Furthermore, it is readily seen that condition (1.2) is equivalent to the condition 
g2(0) = 0. Indeed, (1.2) has a solution £, if and only if &>Y(0) = 0 for any solution co 
of oo\4(0) = 0. Since N2(0) A(6) = 0, the equality N2(0)f(0) = g2(0) = 0 is the 
necessary and sufficient condition for the validity of (1.2). 

Summarizing the previous results and putting y(t) = --^J , where yt(t) is an 
Lw)J 

h-dimcnsional vector, we can split (1.4) into the following equations 

ft pt 
(1.16) An(t) yi(t) + wlt(t, T) yi(x) dx + w12(t, T) y2(x) dx = gt(t), 

Jo Jo 

(1.17) w21(t, т) Уl(x) dт + w22(t, т) y2(x) dт = g2(t) . 
o Jo 

In view of the above facts, however, (1A7) is equivalent to 

( L 1 8 ) 

%(0 *(0 + %(0 y2(t) + f--^--) yi(x) dx + r _ ^ _ ) ,,2(t) dT - fli(0, 
Jo ft Jo oi 

so that both (L16) and (1.17) are equivalent to 

(1.19) A(t) y(t) + P W(t, T) J(T) dT = h(t) 
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with 

Lw2l(0!W22(0J UЫt)J 

Because detA(t) = detAn(f) . detw*^*) 4= 0 in <0, oo), (1.19) is equivalent to 
a Volterra's equation; thus there is a unique integrable vector y(t) which fulfills 
(1.19). Moreover, y(t) is continuous, provided h(t) is continuous, i.e. if A(*),f(*) are 
strongly compatible. Hence, the same is true for the solution x(t) of (1.1). 

It remains to prove the last statement of the theorem. If for a t _• 0 the matrix 
W*(l) is positive definite, then obviously UxW*(t) U is positive definite for any r x 
x (r - h) matrix U with rank U = r - h; thus det UxW*(t) U 4= 0. If in addition 

the matrix U fulfills the equation A(t) U = 0, we have also UxA(t) = 0. Consequently, 
W*(i) is subjoint to A(t) by definition-

Next, let A(i) + W*(t) be definite for a i = 0. Since A.(z) is symmetric we may put 
N(t) = Mx(t); moreover, using the above notation we have 

(i.2o) MXO (A® + WQ» M(o=W)+i^i!H-:| |]. 

Because the left hand side of (1.20) is positive definite, w22(t) is positive definite, and 
consequently, det w22(t) 4= 0. 

On the other hand, it was shown earlier that w22(t) = N2(*) W*(t) M2(t)i i.e. 
w22(i) = M2(l) W*(l) M2(f) in our case. However, we may put U = M2(f), V = 
= M2(t) so that W*(l) is subjoint to A(t). Hence, Theorem 1.1 is proved. 

Theorem 1.2. Let the matrices A(t), W(t9x) and vectors fk(t), k = 0,1,2, ... 
satisfy the assumptions of Th. 1.1; moreover, let fk(t), k = 0, 1, ... be absolutely 
continuous in <0, 00). Ifxk(t) denotes the solution of 

(1.21) A(t) xk(t) + f W(t, T) xk(z) dx = fk(t) , 
Jo 

fc = 0, 1, 2, ..., and if for a T> 0 

(1.22) f BAXO-ZoWH^o 

andf$)^fj[p)9 then 

(1.23) f | | x ^ ) - x o ( 0 l | d ^ O . 

Proof. First observe that if (1.22) and fk(0) -*f0(0) are true then fk(t) -»f0(t) 
uniformly on <0, T>. Moreover, since eq. (1.21) is linear it suffices to prove Th. 1.2 
for a sequence fk(t) such that each Jk(t) fulfills condition (1.2) and 

(1.24) f\\fk

f(t)\\dt^09 Jk(0)-+0. 
Jo 
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Referring to the proof of Th. 1.1, the solution xk(t) of (1.21) with fk(t) =/fe(0 1s 
given by xk(t) = M(t) yk(t)9 k = 0, 1, 2,. . . , where yk(t) is the solution of 

(1.25) A(t) yk(t) + f W(t, x) y£) dx = Ek(t) 

with 

a 26) E (t\=r N"®M*)+^i(o/«(') i 

From (1.26), however, it is clear that JJ \\Ek(t)\\ dt -• 0. Moreover, since (1.25) is 
equivalent to Volterra's equation, we have also JJ || )>*(*) || dt -» 0, and consequently, 
J o l l ^ ) H ^ O , Q . E . D . . 

Example 1. Let A(t), B(t) be r x r matrices defined on <0, oo), f(t) an r-dimen-
sional vector defined on <0, oo>, c an r-dimensional constant vector; as in the theory 
of differential equations, the vector x(t) will be called a solution of the equation 

(1.27) A(t)x'(t) + B(t)x(t)~f(t) 

with initial condition c, if 1) x(t) is absolutely continuous in <0, oo), 2) x(0) = c, 
3) equation (1.27) is satisfied almost everywhere. 

Then from Theorem 1.1 we have immediately the following assertion: 

If 1) A(t), B(t) have a continuous derivative everywhere in <0, oo) and A(t) has 
a fixed rank h < r for every t _• 0, 2) for every t = 0 the matrix B(t) is subjoint to 
A(i)> 3) A(t) andf(t) are compatible, 4) there is a constant vector t; such that 

(1-28) A(0)£ + B(0)c=/(0) , 

then there is a unique solution x(t) of(l.27) with the initial condition c. 

Indeed, putting x(t) = Jo u(x) dx + c, eq. (1.27) is equivalent to 

(1.29) A(t) u(t) + f B(t) u(x) dx = f(i) - B(t) c . 

However, applying Theorem 1.1 to (1.29) we get immediately the assertion just 
stated. 

2. Theorem 1.1 can easily be extended to a case that f(t) is a vector having 
distributions as its components. 

Let n i> 0 be an integer and let the system Dn be defined as follows: for every 
fe Dn there is an r-dimensional vector function F(t) which is locally integrable in 
(— oo, oo) and vanishes almost everywhere in (—co,0) such that f= F(n) (distri
butional derivative), i.e. 

<2.1) ( / i ,<p)=(- l ) -r Flt)cp^-\t)dt, cp(t)eK 
J — OO 
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for each component f of f, where Ft(t), i = 1, 2,..., r are components of F(t) 
and K is the set of all infinitely differentiable functions with compact support. 

It can be easily verified that for each fe Dn the vector function F(t) is determined 
uniquely up to a set of measure zero. (See [2].) 

Let Wn, n _ 0 be the set of all r x r matrices W(t, T) which are defined for 0 ̂  
^ T g t < oo and have the following properties: if W(t, t)eWn, then a continuous 
dnW(t, x)jd%n exists everywhere in 0 ^ T = t < oo and (3l TV/OV)* possesses a 
continuous n — i — 1-th derivative in <0, oo) for i = 0, 1,..., n — 1. 

If W(t, T) eW„,x6 Dn with x = K(M), let 

(2.2) {Wx\ J^yXy(^x^^ + (~ir£^^K(T)dT. 

Obviously, [W7x] e Dmax[n^ lo: i and appears as a generalization of the integral 
J0 W(t, T) X(T) dT. 

Defining finally the product Ax, where xeDft and the matrix A(t) possesses a con
tinuous derivative of n-th order, in the manner commonly used in the theory of 
distributions, then the following assertion is true: 

Theorem 2.1. Let fe Dm, m _• 1, and let the following conditions be satisfied: 

a) The matrix A(t) possesses a continuous derivative ofm + l-th order every
where in <0, oo) and there is an integer h < r such that rank A(i) = h for every 
t^O. 

b) W(t, T) e Wm+1 and for every t = 0 the matrix W*(i) is subjoint to A(t). 
Then there is a unique x e Dm+1 which fulfills the equation 

(2.3) Ax + [Wx\ = f. 

For the proof the following assertion will be useful: 

Lemma 2.1. Let the r x r matrix A(i) satisfy the conditions: A(i) has a continuous 
derivative in {0, oo) and there is an integer h < r such that rank A(t) = h for 
every t = 0. If for every t ̂  0 the matrix B(i) is subjoint to A(i), then for every 
t = 0 the matrix B(t) + XA'(i), X being any number, is subjoint to A(t). 

Proof: Referring to the Theorem in [1], there are matrices M2(t), N2(t) possessing 
a continuous derivative in (0, oo) such that rank M2(t) = rank N2(0 = r — h and 

(2.4) 4*)M2(*) = 0, N2(r)A(r) = 0 

for every t = 0. Thus, by definition, 

(2.5) detN2(*)£(*)M2(*) * 0 

for every t = 0. On the other hand, from (2.4) we have A'(t) M2(t) + A(t) M2(i) = 0, 
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and consequently, N2(t) A'(i) M2(t) = 0. Therefore, for every t = 0, 

(2.6) det N2(t) (B(t) + XA'(i)) M2(t) =j= 0 , 

i.e. B(t) + XAf(i) is subjoint to A(t), Q.E.D. 

Proof of Th. 2.1. Let us choose any x e Om+i with x = X(m+1), and consider the 
expression Ax + [Wx] = AX(m+1) + [WX(m+1)]. Using formulas (5) and (8) in [2], 
which are obviously true also for the matrix conception, we easily obtain the following 
equality in the distributional sense; 

(2.7) . AX(m+1) + [WX(m+1)] = {All + [QX]}(m+1), 

where 

(2.8) Q(t, x) = - nA'(%) + W*(x) + f P(z, T) dz , 

P(t, x) being continuous for 0 <£ x rg t < oo. 
Consider now the equation 

(2.9) A(t) X(t) + f Q(t, x) X(X) AX = f F(x) dx , 
Jo Jo 

where F(t) is given by / = F(m) e Dm. By assumption, W*(t) is subjoint to A(t) for 
every * J> 0; hence by Lemma 2.1, Q*(t) = - nAl'(t) + W*(t) is subjoint to A(t) 
for every r ^ 0. Since the remaining assumptions of Th. 1.1 are also satisfied, there 
is a unique solution X(t) of (2.9). Because (2.9) is fulfilled almost everywhere in 
<0, oo), it is also true in the distributional sense; thus, taking the m + 1-th distri
butional derivative of both sides of (2.9) and using the identity (2.7), we have 

(2.10) AX(m+1) + [WX(m+1)~] = F(m) = / . 

Thus, x = X(m+1) e Dm+1 is the unique solution of (2.3) and Th. 2.1 is proved. 

3. Throughout this paragraph equation (0.1) will be treated. 
Let L(t), R(t), S(t) be r x r matrices defined on <0, oo), f(t) an r-dimensional 

vector defined on <0, oo), c an r-dimensional constant vector; the locally integrable 
vector x(t) will be called the solution of the equation 

(3.1) (L(t) x(t))' + R(t) x(t) + S(t) f X(T) <** = f(') 

with intial condition c, if x(t) fulfills the equation 

(3.2) L(t) x(t) + TK(T) X(T) dT + j S(t) f X(^) &T d-v = (" f(t) dn + L(0) c 
Jo Jo Jo Jo 

almost everywhere in <0, oo). 
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Observing that (3.2) can be written as 

(3.3) Ui) x(t) + f Q(t, T) X(T) dt = T/(T) dx + L(0) , 
Jo Jo 

with 

(3.4) Q(t,x)~R(x) + Ps(z)dz , 

we have by Th. 1.1: 

Theorem 3.1. Let L(t), R(t), S(t) be continuous in <0, oo), and let an integer H r 
exist such that rankL(f) = hfor every t = 0. Moreover, ifh < r, let R(i) be subjoint 
to L{t) for every t _ 0. Then for every integrable f(t) and c there is a unique in-
tegrable solution o/(3.1) with initial condition c. 

Let us now investigate the properties of (3.1), if the matrices L(t), R(t), S(t) are 
subjected to certain specific conditions. 

Let J&2 be the set of all r-dimensional vectors x(t) defined on <0, oo) such that 

Jo IK*)I12 d* < °° f o r my ftrite T. 
Lemma 3.1. Let A(t) be a symmetric r x r matrix which has a continuous 

derivative everywhere in <0, oo), and let a fixed integer h <» r exist such that 
rank A(t) = h for every t ^ 0; moreover, let x(t) e J£2 be a vector such that there 
is an absolutely continuous vector {Ax} (t) equal to A(t) x(t) almost everywhere 
in <0, oo). Then l) xx(t) {Ax}f(t) is integrable, 2) there is an absolutely continuous 
function {x'Ax} (t) which is equal to xs(t) A(t) x(t) almost everywhere in <0, oo) and 

(3.5) V(т) {AxУ (т) dт •-. i[{ťAx} (t)]S + i ГV(т) A'(x) x(т) dт 
o Jo 

for every t jj> 0. 

Moreover, if {Ax} (0) = A(0) c, c being a constant vector, then {xsAx} (0) = 
- cyA(Q) c. 

Proof. Consider first the case that h < r. For the sake of brevity denote y(t) = 
= {Ax} (t). Then there is a vector u(t) which is absolutely continuous in <0, oo) 
such that 

(3.6) A(t)u(t) = y(t) 

everywhere in <0, oo). Actually, by assumption we have A(t) x(t) = y(t) almost 
everywhere in <0, oo); moreover, by the Theorem in [1] there is a non-singular matrix 
M(t) = \Mx(i) | M2(if\, (Mt(t) being an r x h matrix) which has a continuous 
derivative in <0, oo) such that A(t) M2(t) = 0 and M2(t) A(t) = 0 due to the sym
metry of A(t). Consequently, we have 

M M2(t)y(t) = 0 
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almost everywhere in <0, co). However, since the left hand side of (3.7) is continuous, 
(3.7) is valid everywhere in <0, oo). 

On the other hand, (3.7) is a sufficient condition for the existence of a vector u(t) 
which fulfills (3.6) everywhere in <0, oo). 

Thus, let u(t) be a solution of (3.6) and define the vector w(t) by 

(3.8) u(t) = M(t) w(t) . 

Then (3.6) yields M\i) A(i) M(i) w(i) = M\i) y(t)9 where, of course, M\t) y(t) is 
absolutely continuous in <0, oo). But 

-B(t)\0-
M\t) A(t) M(t) = 

0 jO ]' 
where B(t) is a non-singular h x h matrix with a continuous derivative in <0, oo); 

thus, putting w = H ^ f ] , M\t) y(t) = [ f - fJ] , we get £(*) wx(t) = zx(t)9 z2(t) = 0. 

L^2(0J L^WJ 
Consequently, putting wx(t) = B~ l(t) zx(t), w2(t) = 0 and defining u(t) by (3.8), 
u(i) will be absolutely continuous in <0, oo) and our assertion is proved. 

Next, for u(t) already obtained define the vector v(t) by v(t) = x(t) — u(t); then 
we have 
(3.9) A(t) v(t) = 0 

almost everywhere in <0, oo), and consequently, there is an r — ft-dimensional 
vector s(t) such that v(t) = M2(t) s(t) almost everywhere in <0, oo). Thus we have 
v\t) A'(t) v(t) = sKM2A'M2s\ but from A(t) M2(t) = 0 we get AfM2 + AMf

2 = 0, 
and consequently, M2A'M2 = 0. Hence, 

(3.10) v\t) A'(t) v(i) = 0 

almost everywhere in <0, oo). 
Define the absolutely continuous function {xsAx} (t) by 

(3.11) {x'Ax}(t)^u\t)A(t)u(t); 

then for almost every t ^ O w e have 

(3.12) x\t) A(t) x(t) = (MV + v") A(u + v) = uKAu = {x'Ax} (i). 

Furthermore, by (3.9), (3.10) for almost every t _ 0, 

(3.13) {x'Ax}' (t) - 2x\t) {Ax}' (i) + x\t) A'(t) x(t) = 

= (usAu)' - 2(w + v)' (Au)' + (u + vy A'(u + v) = 

= 2u"Au + uxA'u - 2(u + v)x (A'u + Au') + uKA'u + 2uxA'v = 0 . 
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Since both functions {xsAx}' (t) and xs(t) A'(t) x(t) are locally integrable, the same 
is true for xs(t) {Ax}' (t); thus, integrating (3.13) within limits 0, t, the equality (3.5) 
follows immediately. 

It remains to prove the last statement of Lemma 3.1. Thus, let {Ax} (0) = A(0) c; 
from (3.6) we have ,4(0) "(°) = y(0) = {Ax} (0). Consequently, .A(O) (u(0) - c) = 0, 
i.e. u(0) = c + £, where £ satisfies the equality .A(O) ^ = 0. By (3.11), however, 

(3.14) {xsAx} (0) = us(0) A(0) u(0) = csA(0) c, 

Q.E.D. 
Finally, if rankA(z) = r, then it suffices to put u(t) = A~x(t) {Ax}(t), v(t) = 

= A~"1(t)(A(t)x(t) — {Ax}(t)) and repeat the procedure presented above. Hence, 
Lemma 3.1 is proved. 

Equation (3A) will be called normal, if 

1. matrices L(t), R(t), S'(t) are continuous in <0, oo), 
2. there is an integer h <J r such that rank L{t) = h for every * §: 0, 
3. for every t }> 0 each of matrices L(t), L(t) + 2JR(t), S(t), -S'(t) is symmetric 

and positive semidefinite. 

Theorem 3.2. Let equation (3.1) be normal and for every t = 0 let either the 
matrix L + L' + 2JR. + S or S — S' be positive definite. If(3A) has a solution x(t) 
with initial condition c and x(t)e<S^2

9 then x(t) is the unique solution of (3.1) 
with initial condition c in «£?2. 

Proof. Since (3.1) is linear, then by the definition of a solution it suffices to prove 
that x(t) e 3?2 and 

(3.15) L(t) x + TK(T) X(T) dT + J S(T) x(a) da dx = 0 
Jo Jo Jo 

implies x(t) = 0 almost everywhere in <0, oo). Thus, putting q(t) = j*0 x(x) dT, we 
have from (3.15): 

(3.16) L(t) q' + f R(x) q'(x) dr + | 5(T) ^(T) dT = 0 . 
Jo Jo 

Referring to Lemma 3.1 it is obvious that L(t) and q'(t) fulfill its assumptions so that 
we have 

(3.17) {Lq'}'(t)=-R(t)q'(t)-S(t)q(t) 

and {Lq1} (0) = 0. Consequently, by formula (3.5), 

(3.18) j Y ( - ) (-R(x) q'(x) - S(x) q(x)) dx = 

- i[W'Lq'} (r)]'o + \ [ V ' ( T ) L'(t) q'(x) dx . 
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On the other hand, integrating by parts, 

(3.19) (%"(-) S(x) «2(T) dT = &(?) S(x) «(t)]S - rq\x) (S(T) «(T))' 4T =.-
Jo Jo 

= q\t) S(t) q(t) - ( V t o S'(T) «(T) dt - | V ( T ) S(T) «'(T) dr , 
Jo Jo 

i.e., since S(T) is symmetric, 

(3.20) f gN'(T)S(T)q(T)dT = 

= iq\t) S(t) q(t) - i JV(T) S'(T) «(T) dT . 

Introducing (3.20) into (3.18) and rearranging, we have 

(3.21) Uff'Lq'} (r)J0 + j V ( * ) (£(*) + 2R(t)) «'(T) dT + 

+ «X0 S(0 «(') - J V ( T ) S'(T) fl(r) dT = 0 

for every t = 0. But, since by Lemma 3.1 {q"Lq'}(t) = q"(t) L(t) q'(t) almost 
everywhere in <0, oo), and {quLq'} (0) = 0, we have for almost every t = 0: 

(3.22) qs,Lq' + f qx'(L + 2JR) g' dT + qxSq - f gvS'q dT = 0 . 
Jo Jo 

Due to the assumption of normality for (3A), however, each term involved in 
(3.22) is non-negative so that for almost every t ;> 0, 

(3.23) q"Lq' = 0, q'Sq = 0, 

q"(Ľ + 2R) q' dт = 0 , q'S'q dт = 0 . 

As the integrals in (3.23) are continuous, they are zero everywhere and we have 

(3.24) q"(L + 2R) q' = 0 , q'S'q = 0 

almost everywhere in <0, oo). However, by a well-known theorem from algebra, 
(3.23) and (3.24) yield 

(3.25) Lq' = 0 , Sq = 0, (Ľ + 2R) q' = 0, S'q = 0 

almost everywhere in <0, oo). At the same time, since both S and q are continuous, 
we have Sq = 0 everywhere, and consequently, S'q + Sq' = 0 almost everywhere. 
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Thus, 

(3.26) Sq' = 0 

almost everywhere. 
If now L + II + 2R + 5 is definite for every t ^ 0, then from (3.25) and (3.26) 

we have 

(3.27) (L+ L + 2R + S) q' = 0 

almost everywhere, and consequently, x(t) = q'(t) = 0 almost everywhere. Analo
gously, if S — S' is definite for t = 0, then again (3.25) yields (5 — S') q = 0 every
where, i.e. q' = 0 almost everywhere. Hence, Theorem 3.2 is proved. 

Let us now consider the stability of a solution of (3.1). 
Let x(t) be the unique solution of (3.1) with initial condition c corresponding to the 

vector f(t); the solution x(t) will be called stable with respect to the initial condition 
if to every s > 0 there is a S > 0 such that for every solution x(t) of (3.1) with initial 
condition c corresponding to /(*), where c fulfills the inequality \\c - c\\ < 8, we 
have || x(t) — x(t)|| < g for every t ^ 0. 

Since eq. (3.1) is linear it is sufficient to investigate the dependence of the solution 
on c by the assumption that/(r) *-= 0. For this purpose, let us introduce the following 
notation: 

Equation(3.l) will be said to satisfy one of the following conditions Ch i = 1,..., 3, 
if there is a positive number a{, i = 1,..., 3, such that for every t 2> 0 and every 
constant vector £, we have 

C t : fL(*)£ i> a±U\\2 , 

C2: e(L(t) + 2R(t))Z^a2M\\2, 

C3: CS(t)^a3U\\2-

Obviously, if a condition Ct is satisfied, the corresponding matrix is positive 
definite for every t 2> 0. 

Theorem 3.3. Let (3.1) be a normal equation withf(t) = 0; if any one of conditions 
Ci, i = 1,..., 3, is fulfilled and x(t) eJ£2 is a solution o/(3.l) with initial condition c, 
then x(t) is determined uniquely in JSP2 and the following estimates are true: 

1. J /Cj is true, then ||x(*)|| g (a^csL(0) cf for every t g 0. 

2. IfC2 is true, then fo ||X(T)||2 dT S a^c'Liti) c for every t = 0. 

3. If both Cx and C2 are true, then 

(3.28) f ||X(T)|]2 dT g a j 1 ĉ L(0) c (l - exp f--^ t\\ 

for every t = 0. 

482 



4. J f C 3 is true, then \\jf

0 X(T) dt | | S (a j VL(0) cf for every t ^ 0. 

N o t e 2. If C x is true, then, of course, a unique solution always exists, is continuous 
and x(0) = c. 

Corollary. If (3.1) is normal and condition Ct is satisfied then every solution of 

(3.1) is stable with respect to the initial condition. 

For the proof of Theorem 3.3 the following assertion will be necessary: 

Lemma 3.2. Let a(t) ^ 0 be non-decreasing in <0, oo), (p(t) non-negative in 
<0, oo) and K > 0; if for every t ^ 0 

(3.29) <p(t) + K\ <?(T) dT S a(i), 

then 

(3.30) 
t 

Kт) ^ т = к~~ía(ђ (1 "~ e x P ( — **)) 
0 

for every t = 0. 

Proof. Choose a * ^ 0; then for every £ e <0, *> ands > 0 we have 

(3.31) <p(§ + K[ cp(<c) dT g a(§ < a(t) + e . 

From this it follows that 

(3.32) к<p(Ç) 

a(t) + e — K\ <P(T) dT 

<к; 

thus, integrating (3.32) between 0 and £, we get 

(3.33) i "A + 6 

a(ř) + г — к ę(т) dт 

< к í , 

ì.e. 

V(T) <ÍT < K - ^ Í ) + £) (1 - e-KÍ) . 
> 

Putting ^ = t and letting e -> 0, (3.30) follows. 

Proof of Theorem 3.3: The first statement of the theorem is a direct consequence 
of Theorem 3.2. In order to derive the estimates let x(t) be the solution of (3.1) with 
initial condition c, i.e., by definition, 

(3.34) L(t) x(t) + f .R(T) X(X) dT + f 5(T) i\(a) da dr = L(0) c 
Jo Jo Jo # 
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almost everywhere in <0, oo). Recalling Lemma 3.1, we have with the substitution 
q(t) = ^0x(x)dx: 

(3.35) {Lq'}(t) = ąO)c- R(x)q'(x)áx- ľs(x)q(x)dx, 
o Jo 

so that {Lq'} (0) = L(0) c, and consequently, {qs,Lq'} (0) = c\L(0) c. Applying 
formula (3.5) to (3.35), we obtain similarly as in the proof of Theorem 3.2 that 

(3.36) q"(t) L(t) q'(t) + j V f c ' + 2R) q' dT + q'(t) S(t) q(t) -

- f qxS'q dT = ĉ L(O) c 

almost everywhere. Since all the terms in (3.36) are non-negative, we have 

(3.37) qy'(t) L(t) q'(t) + f qx'(V + 2K) q' ix S csL(0) c, 

(3.38) «X*)'S(T) q(0 - f qxS'q dx g cxL(0) c 

almost everywhere. 
Now, if C± is fulfilled, then q'(t) is continuous and (3.37) is satisfied everywhere 

in <0, oo); hence 

Q.E.D. 
If C2 is satisfied, then from (3.37) it follows that 

(** 
a2 

||^'(T)||2dT^cNL(0) c 
0 

for every t ^ 0. 
If both Cx and C2 are true, (3.37) is fulfilled everywhere and we have 

(3.39) *iH')H 2 .+ a2 P \\x(x)\\2dx S csL(0) c . 

But (3.28) follows from (3.39) by Lemma 3.2. 

The remaining estimate can be deduced in the same manner from (3.38). 
The method of proof of Theorem 3.3 permits us to establish an estimate for the 

solution of (3.1) also if f(t) #= 0. 

Theorem 3.4. Let (3.1) be a normal equation fulfilling conditions Cx and C2, 
and let f(t) eJ£2. Then the solution x(t) with zero initial condition belongs to J£2 
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and 

(3.40) f ||x(T)||2 dT £ 4aJ2 ( l - exp ( - ^ AY P | |/(T)|{2 dt 

for every * — 0. 

Proof. Since Cx is satisfied, a unique solution exists and obviously x(t) e *§?2, 5y 
definition, 

(3.41) L(f) x(r) + T ^ ( T ) X(T) dT + |*S(T) f T*(<T) da dT = ['/(*) dt 
Jo Jo Jo Jo 

almost everywhere in <0, oo). In terms of Lemma 3.1 we have 

(3.42) {Lq'Y (t) = /(f) - R(t) q'(t) - S(t) q(t) 

with q(t) = J0 x(t) dT, and {Lqf} (0) = 0. Using again formula (3.5) and arranging 
the equation as before, we get 

(3.43) q"(t)L(t)q'(t)+fq-(L + 2R)q'dz + q'(t)S(t)q(t)-

q dT = 2 I q"f&T - [Vs'đ dт = 2 ГV'. 
Jo Jo 

everywhere in <0, oo). (q'(i) is continuous.) Since all the terms of the left-hand side 
of (3.43) are non-negative, we have 

(3.44) ľV'fdт = 0: 

and, at the same time, J 0 f'fdx g j 0 \\q'\\ | |/| | dT :£ {J0 ||a'||2 dT}* {J0 R/f dT}* = 
= fe(f). Thus, (3.43) yields by Cu C2: 

(3-45) ai\\q'\\2 + a2 f | |? '(T)||2 dT £ 2h(i) . 

By Lemma 3.2 we have from (3.45), 

"lk'||2dT g 2a,1 (1 - «-<«'-•>«) j fll/fdTJ*! flk'tl'dTJ* 

But from this (3.40) follows immediately. 

Note 3. The integral J*0 q"fdt has the physical meaning of energy supplied by 
outer forces to the system in the time-span 0 ~ t. Since it is non-negative for any t ^ 0 
by (3.44), the physical system described by (3.1) is incapable of producing energy. 
Thus, the normality defined above characterizes the passivity of the system. 
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4. The solution x(t) of equation (l.l), which satisfies the conditions of Th. 1.1, 
depends, roughly speaking, onf(*) andf'(r). However, the conditions given in Th. 1.1 
may easily be generalized to the case that x(t) depends on f(t),f'(t), ...,f(n)(t). For 
this purpose let us introduce the following notation: 

Let A(i) be an r x r matrix having a continuous derivative on I = Oi> t2}, and 
let W(t, T) be an r x r matrix continuous on I2 = E[tx £ T 2g t £ *2]> which has 
a continuous derivative dW/dt on I2. t,x 

Let regular constant r x r matrices Cu C2 exist such that 

(«..) , W _-c ,40c 1 =[A| jM)] , 
where rank Alt(t) = rank A(t) on I and |det Alx(t)\ ^ c > 0. 

Let P(r) be a matrix fulfilling the equalities 

(4.2) P(0 ^u(*) + A21(t) = 0 , P(r) A12(t) + ,422(*) = 0 

on I, and let 

(Obviously, P(t), Y(t) possess a continuous derivative on I). Moreover, let 

(4.4) 2(t) = Z(i) + Y(t) W*(i) , 

fr(t,t) = W(t,r) + l(Y(t)ft(t,r)), 
at 

where W(t9 T) == Ct W(t, T) C2. Then P = (A, W) will be called the derived pair to 
P = (A9 W) and this fact will be symbolized by P -* P on I. 

If particurlarly for a pair P = (A, W) we have |det At(t)| ^ d > 0 on J, P will be 
called regular. 

Furthermore, letf(t) be an r-dimensional integrable vector function defined on I. 
Denoting/(t) = Ctf(t)9 let Y(t)J(t) be absolutely continuous on I and let 

(«) /©-/(o + cno/ioy-
Then the triple f = ( i , W,J) will be called the derived triple to T= (At, WJ) and 
we shall write T-* jhon L If in addition (Yf) (tt) = 0, then Twill be called equivalent 
to T, and we shall use the notation To ton I. 

The triple Twill be called regular, if |det A(t)\ = d > 0 on /. 

Lemma 4.1. Let 

(4.6) 4 0 *(*) + f W(t, T) X(T) dT = f(t) , 

(4.7) A(t) Sit) + f #(f, T) *(T) dT = /(*), t e I . 

486 



Then 

a) ifx(t) is a solution 0/(4.6) and T-* f, £(t) = C2
 %x(t) is a solution 0/(4.7) 

and(Yj)(t1) = 0. 

b) */*(*) is a solution 0/(4.7) and T o f, *(*) = C2x(f) is a solution 0/(4.6). 

Proof: a) Putting x = C2x into (4.6) and multiplying by Cu we have 

(4.8) 

Due to the equality 

(4.9) 

we have 

(4.10) 

and consequently 

(4.11) 

ÄSt+ ( Шdт=f. 

Y(t) Ã(t) = 0 

ľү(t)ft(t,т)£(т)áт = (Yf)(t), 

Y(t) W*(t) x + j 1 (Y(t) W(t, T)) X(T) dx = {Yjj (i) . 

Adding this to (4.8), we get (4.7). Moreover, from (4.10), (Yf) (tt) = 0. 

In order to prove b), define the matrix N(t) on I by 

(4.12) N(t] } " ш I J: 

obviously, det N(*) = 1 and N(t) Y(t) = Y(i). Now, let x(t) be a solution of (4.7) and 
let T o f . Multiplying (4.7) by N(f), we get 

(4.13) (NÃ+YW*)* + I ' ( W + N - (Yff)\ £dT = Nf+ N(Yf)' 

But it can be easily verified that 

(4.14) 

(4.15) 

NÃ + YW* = pllUl2"| 
\jjf\vty 

Nff + N-(Yff) = 
дtк ' 

Uл + 
dU~i 

дt 

W12 

uг + 
ÕU2 

õt 

m ,/+w(W.[7y, /=[|], 
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where Ut = PWlt + W21, U2 = PW12 + W22, g = P/. + / 2 and 

--, rffiii*i-"j 
L W2i \W22] 

Putting ? = [*i I * 2 ] and using (4.14), (4.15), (4.16), we have from (4.13) 

(4.17) A ^ + A12St2 + f W^ dT + f W12X2 dx = h , 
Jti Jt i 

(4.18) UÎÄ. + třÎÄ2 + Г (ut + ^A Jtt dт + C / 2 + ^ ) j e 2 d T = g + ? ' 
5ř 

However, with u(t) — j*tl l / ^ dr + J^ t/2*2 dt we get from (4A8), 

(4.19) 11' + ii = g + g'. 

Consequently, u = # -f- c exp (— f) on /, c being a constant vector. Since by assump
tion (Yf) (fi) = 0, i.e. a(t t) = 0, and u(t±) - 0, it follows that e = 0. 

Hence, equations (4.17), (4.18) are equivalent to 

(4.20) Atlxx + A12x2 + [ l ^ A dt + f J^ 1 2 * 2 dT = / x , 

(4.21) r ( P V ? U + r r a i ) *! d T + r ( p ^ 1 2 + w 2 2 ) st2 dT=p/, + f 2 , 
J n Jtt 

i.e.? by (4.12), to 

(4.22) NASt + NWXáx = Nf. 

Finally, multiplying (4.22) by N'\i) and putting A = C!AC2, PV= CArVC2, 
/ = Cx/and C2* = x, we get (4.6), Q.E.D. 

Theorem 4.1. Let A(t) be an r x r matrix defined on <0, 00), W(f, T) an r x r 
matrix defined on 0 ^ T ^ t < co; let an integer n ^ 1 exist such fhaf 

a) .A(f) has a continuous n-th derivative in <0, 00), 

b) 3"FV(t, T)/3f* is continuous on 0 ^ T ^ f < 00 and (dl*W/OV)* has a eonn*-
nwous n — i — 1-th derivative in <0, 00) /0r i = 0, 1, ..., n — 1. Let /(f) be an 
r-dimensional integrable vector on <0, 00). 

Moreover, to each t > 0 let a closed interval It containing t inside exist such that 

(4.23) 
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where 0 <£ nt g n and Tn
f
t is regular; ••• furthermore,' let an interval I0 = <0, ?> 

£xisf such that1 

(4.24) T0OT?OT°O...OT20 on I0 

wi7h Q <z n0 S n and T„°0 regular. 

Then the equation 

(4.25) A(t) x(f) + f JF(f, T) X(T) dT = f(t) 

possesses a unique integrable solution. 

If in addition f(t) possesses an integrable n-th derivative in <0, co>, then condition 
(4.23) may be replaced by 

(4.26) poSa(A9W)->P'1->Pt
2-+...->Pt

Ht on It. 

Proof. From Borel's theorem it follows that there is a sequence of closed intervals 
Ii = <*,-, **>> * = 1,2,... such that 

a) tt = 0, tt<tt+1 < ťţ < íf+1, i = 1,2,..., 
b) r 0 -> 7? - 2* -> ... -> T„V on J {, i - 2, 3 
c ) T , o T 1 ' o T , 1 o . ; . * i ; 1

1 o n - J r 0 ) 

where T£t are regular and n ^ n . 
Assume that the solution x(t) of (4.25) has already been established on <0, **_!> = 
fc-i 

= (J I-, that it is integrable and uniquely determined. Thus, almost everywhere on 
i = l 

<0> **-i> w e have 

(4.27) A(t) x(t) + P W(t, T) X(X) dT = gfc_ t(i) 

with 

(4.28) ^ ( f ) = f(t) - fV(*, T) X(T) dT . 

Observe that the vector J0
fc Pf(f, T) X(T) dT in (4.28) is defined for every t ^ 0 and 

possesses a continuous derivative of /i-th order. 
On the other hand, (4.27) should be satisfied on Ifc> i.e. at least on <**_!, **>, 

for it is satisfied on <tfc, i
f*.1> c: Ik by assumption. Multiplying (4.27) by Y*(f), we 

have 

(4.29) Y*(t) P W(t, T) X(T) dT - Y*(0 tfk.4(r). 
J ̂  

Thus, from (4.29), 

(4.30) Ofo-O&J-O 
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so that by definition, T0 = (A, W, gk„x) ^(Au w^ gi^ ^ Tu Consequently, by 
Lemma 4.1, (4.27) is equivalent to 

(4.31) Ax(t) xx(t) + f Wx(t, T) xt(t) dr = gl_x(t) 
Jtk 

on J*. 
Since (4.31) is satisfied on <4, t%-xy, we obtain further 

(432) (YZgU)(h) = Q 
so that Tx o T2. Continuing this process we get finally T0 o Tx <=> T2 <->... <=> T„*; 
hence, by Lemma 4.1, (4.27) is equivalent to 

(4.33) Ajt) xjt) + f Wjt, T) xjx) dx = #_£) . 
Jtk 

As |det Ank(t)\ = pk > 0 on Ik by assumption, (4.33) has a unique integrable solution 
on Ik by Volterra's theorem. Hence, there is a unique integrable vector x(t) on Ik 

which fulfills (4.27) and consequently, (4.25). 
Repeating this procedure for J0 making use of property c) instead of b), we easily 

conclude that there is a unique integrable vector x(t) which fulfills (4.25) on J0. 
Finally, if f(t) has an integrable n-th derivative in <0, oo), then obviously (4.26) 

implies (4.23), since Y(t)f(t) has an n-th integrable derivative, etc. Hence, Th. 4.1 is 
prcjved. 

Note 4. Observe that the following statement is true: 

Let the assumptions of Th. 4.1 be satisfied; then there are fixed integers 1 51 
<I r0 <I rt <I r2 51 ... 5i rn = r such that for any choice off^Owe have 

(4.34) rank A%t) = rf 

on J- with Tf = ( 4 J l £ $ , TJ = (A, W9f). 

Proof. From Borel's theorem it follows that it suffices to prove the equality of 
ranks only for intervals Iu I2 such that Ix = <a, b>, J2 = <c, d>, a < c < b < d. 
Suppose that a = rank A(t) 4= rank A(t) = jS and that, for example, a < /?. Then, 

of course, equalities (4.2) cannot be true on <c, b>, i.e. they cannot be true on the 
entire interval Il9 which is a contradiction. Thus, we have rank A(t) = r0 everywhere 
on <0, oo). By the same argument we gtt rank^-^*) = rankA.j2(*), i = 1, 2,..., n. 

The inequality rk _ rk+1 is an obvious consequence of (4.4). 
It is apparent that the statement just proved may be reversed, i.e. that equalities 

(4.34) imply (4.26). 
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Résumé 

NĚKTERÉ VLASTNOSTI NEKANONICKÝCH SYSTÉMŮ 
LINEÁRNÍCH INTEGRO-DIFERENCIÁLNÍCH ROVNIC 

VÁCLAV DOLEŽAL, Praha 

V práci se vyšetřuje vektorová integrální rovnice (l.l) a její speciální případ (0.1). 
V prvé části jsou stanoveny podmínky pro existenci a jednoznačnost řešení rovnice 

(1.1) v případě, kdy její prává strana je integrovatelný vektor, a je odvozena věta 
o závislosti řešení na pravé straně. 

Druhá část je věnována podmínkám existence a jednoznačnosti řešení rovnice 
(l.l), kdy její pravá strana je vektorem distribucí. 

Ve třetí části se uvažuje rovnice (0.1), zejména její „normální" typ, tj. kdy matice 
L{t), L'(ř) -f 2R(t), S(t), — S'(t) jsou symetrické a positivně semidefinitní pro všechna 
t ^ 0. Je dokázána věta o jednoznačnosti řešení, jehož norma je lokálně integrovatel-
ná s kvadrátem, věta o stabilitě a konečně některé odhady pro čtverec normy řešení. 

V poslední části práce je pak poukázáno na jedno zobecnění výsledků prvé části. 

Резюме 

НЕКОТОРЫЕ СВОЙСТВА НЕКАНОНИЧЕСКИХ СИСТЕМ 
ЛИНЕЙНЫХ ИНТЕГРО-ДИФФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ 

ВАЦЛАВ ДОЛЕЖАЛ ^ас1ау Оо1е2а1), Прага 

В работе исследуется векторное интегральное уравнение (1.1) и его частный 
случай (0.1). 

В первой части установлены условия существования и единственности реше
ния уравнения (1.1) в случае, когда его правая часть — интегрируемый вектор, 
и выводится теорема о зависимости решения от правой части. 

Вторая часть посвящается условиям существования и единственности реше
ния уравнения (1.1) в случае, когда правая часть — вектор обобщенных функций. 

В третьей части исследуется уравнение (0.1), в особенности его „нормальный" 
тип, т.е. случай, когда матрицы Ь(х), !/(*) -Ь 2К(х), &(*), — 8'(г) симметрические 
и положительно полуопределенные для всех X ^ 0. Доказывается теорема 
о единственности решения:, норма которого локально интегрируема с квадра
том, теорема об устойчивости и, наконец, даются некоторые оценки для квадра
та нормы решения. 

В последней части работы проводится одно обобщение результатов первой 
части. 
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