## Časopis pro pěstování matematiky

Hana Petzeltová; Milan Štědrý
Time-periodic solutions of telegraph equations in $n$ spatial variables

Časopis pro pěstování matematiky, Vol. 109 (1984), No. 1, 60--73

Persistent URL: http://dml.cz/dmlcz/118196

## Terms of use:

© Institute of Mathematics AS CR, 1984

Institute of Mathematics of the Academy of Sciences of the Czech Republic provides access to digitized documents strictly for personal use. Each copy of any part of this document must contain these Terms of use.
This paper has been digitized, optimized for electronic delivery and stamped
with digital signature within the project DML-CZ: The Czech Digital
Mathematics Library http://project.dml.cz

# TIME-PERIODIC SOLUTIONS OF TELEGRAPH EQUATIONS IN $n$ SPATIAL VARIABLES 

Hana Petzeltová, Milan Štědrý, Praha

(Received June 27, 1983)

## 1. INTRODUCTION

The aim of this paper is to extend to the case of $n$ spatial variables a result of P. H. Rabinowitz [3] on the existence of classical solutions of the equation
(1.1) $\quad u_{t t}-u_{x x}+\alpha u_{t}+\varepsilon g\left(t, x, u, u_{t}, u_{x}, u_{t t}, u_{t x}, u_{x x}\right)=0, \quad x \in(0, \pi)$
with the boundary conditions

$$
\begin{equation*}
u(t, 0)=u(t, \pi)=0 \tag{1.2}
\end{equation*}
$$

and the periodicity conditions

$$
\begin{equation*}
u(t+\omega, x)=u(t, x) \tag{1.3}
\end{equation*}
$$

Under the assumption that $g$ is a sufficiently smooth function, periodic in $t$ with period $\omega, \alpha>0$ and $\varepsilon$ is close to zero, P. H. Rabinowitz proved that there is a classical solution to (1.1)-(1.3).

The classical Newton method cannot be used for proving this result since the "loss of derivatives" appears as a consequence of the presence of the second order derivatives in the composition operator $g\left(t, x, u, \ldots, u_{x x}\right)$. To overcome this difficulty P. H. Rabinowitz applied a Moser theorem [2] in which the existence of an approximate solution to the linearized equation is required. This means that a viscosity term is added to the linearized equation and the exact solution of the equation so obtained stands for the approximate solution of the linearized equation.

This approach is also applied in [5] to the equation

$$
u_{t t}+u_{x x x x}+\alpha u_{t}=\varepsilon G(u)
$$

and in a more general form in [6] to the equations of the type

$$
u_{t t}+(-1)^{p} u_{x^{2} p}+\alpha u_{t}-u=\varepsilon G(u)
$$

where $G(u)=g\left(t, x, u, u_{t}, u_{x}, \ldots, u_{x^{p}}, u_{t x}, u_{t t}\right)$ or $G(u)=g\left(t, x, u, u_{t}, u_{x}, \ldots, u_{x^{p}}\right.$, $u_{t x}, u_{x^{2} p}$ ).

We are going to extend the result of [3] to the case of $n$ spatial variables. The elliptic operator occurring in the equation is changed accordingly. We shall apply the theorem from [1] which requires to solve the linearized equation only. As the "loss of derivatives" occurs in the $t$-variable we shall use a sequence of spaces whose elements improve their differentiability properties in the variable $t$. Since all the functions are periodic in $t$ it is easy to introduce the truncation operator from [1] by means of truncated Fourier series.

We shall suppose that $\Omega \subset R^{n}$ is a bounded open domain with a smooth boundary. We set

$$
Q=[0,2 \pi] \times \Omega,
$$

and from now on we shall suppose that all functions occurring in the problem are real-valued and periodic in $t$ with the period $2 \pi$. Other periods than $2 \pi$ can be treated similarly.

The following notation will be used. For $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ we shall denote $|\alpha|=$ $=\alpha_{1}+\ldots+\alpha_{n}$ and $D_{x}^{\alpha}=D_{x_{1}}^{\alpha_{1}} \ldots D_{x_{n}}^{\alpha_{n}}$. Similarly, $D_{t}^{j}=\partial^{j} \partial t^{j}$. For $\gamma=\left(\gamma_{0}, \gamma^{\prime}\right)$, $\gamma^{\prime}=\left(\gamma_{1}, \ldots, \gamma_{n}\right)$, we put $|\gamma|=\gamma_{0}+\left|\gamma^{\prime}\right|$ and $D_{t, x}^{\gamma}=D_{t}^{\gamma_{0}} D_{x}^{\gamma^{\prime}}$.

By $H^{p}(Q), p$ a positive integer, we denote the space of all functions $v$ periodic in $t$ with the period $2 \pi$ with $D_{t, x}^{\gamma} v \in L^{2}(Q)$ for $|\gamma| \leqq p$. We set

$$
\|v\|_{p}=\max \left\{\left\|D_{t, x}^{\gamma}\right\| ;|\gamma| \leqq p\right\}
$$

where

$$
\|v\|=\left(\int_{Q} v^{2}(t, x) \mathrm{d} x \mathrm{~d} t\right)^{1 / 2}
$$

By

$$
G(u)=g\left(t, x, u, u_{t}, u_{t t}, \nabla u, \nabla u_{t}, \nabla \nabla u\right)
$$

we denote the composition operator containing all derivatives $D_{t, x}^{\gamma} u,|\gamma| \leqq 2$. The function $g$ is supposed to be smooth and periodic in $t$ with the period $2 \pi$ on the set $R \times \Omega \times \mathcal{O}$, where $\mathcal{O}$ is a neighbourhood of zero in $R^{x}, \chi=3(n+1)+n(n-1) / 2$. Further let us suppose that we are given an operator $A$ by

$$
\begin{equation*}
(A u)(x)=\sum_{|\alpha| \leqq 1,|\beta| \leqq 1}(-1)^{\beta} D_{x}^{\beta}\left(A_{\alpha \beta}(x) D_{x}^{\alpha} u(x)\right), \tag{1.4}
\end{equation*}
$$

where the functions $A_{\alpha \beta}$ are smooth functions on $\bar{\Omega}$ satisfying

$$
A_{\alpha \beta}=A_{\beta \alpha} \text { for } \quad|\alpha|=|\beta|=1
$$

Finally, let $d(x)$ be a smooth function on $\bar{\Omega}$ satisfying

$$
\begin{equation*}
d(x) \geqq d_{0}>0 \quad \text { for } \quad x \in \Omega \tag{1.5}
\end{equation*}
$$

We shall deal with the problem given by the equation

$$
\begin{equation*}
u_{t t}+d(x) u_{t}+A u+\varepsilon G(u)=0 \tag{1.6}
\end{equation*}
$$

and the boundary and periodicity conditions

$$
\begin{gather*}
u(t, x)=0 \text { for } t \in R, \quad x \in \partial \Omega,  \tag{1.7}\\
u(t+2 \pi, x)=u(t, x) \text { for } t \in R, \quad x \in \Omega . \tag{1.8}
\end{gather*}
$$

To specify the assumptions under which this problem is to be examined we denote by $A_{0}$ the bilinear form associated with the operator $A$, namely,

$$
\begin{equation*}
A_{0}(v, \varphi)=\sum_{|\alpha| \leqq 1,|\beta| \leqq 1}\left\langle A_{\alpha \beta}(x) D_{x}^{\alpha} v, D_{x}^{\beta} \varphi\right\rangle, \tag{1.9}
\end{equation*}
$$

where

$$
\langle v, \varphi\rangle=\int_{Q} v(t, x) \varphi(t, x) \mathrm{d} t \mathrm{~d} x
$$

i.e., $\|v\|=\langle v, v\rangle^{1 / 2}$. Further, let $B_{0}$ be the bilinear form associated with the linear part of the equation (1.6),

$$
\begin{equation*}
B_{0}(v, \varphi)=\left\langle v_{t t}+d(x) v_{t}, \varphi\right\rangle+A_{0}(v, \varphi) \tag{1.10}
\end{equation*}
$$

Denoting

$$
\begin{equation*}
\Lambda v=2 v_{t}+d_{0} v \tag{1.11}
\end{equation*}
$$

we shall suppose that

$$
\begin{equation*}
B_{0}(v, \Lambda v) \geqq d_{1}\|v\|_{1}^{2}, \quad d_{1}>0 \tag{1.12}
\end{equation*}
$$

holds for all $v$ such that $v, v_{t} \in H^{1}(Q)$ and $v(t, \cdot)=0$ on $\partial \Omega$.
We shall prove the following result.
Theorem 1.1. Let $d, A_{\alpha \beta}$ and $g$ be sufficiently smooth functions satisfying the assumptions listed above. Then for every $\varepsilon$ close to zero there exists a classical solution to (1.6)-(1.8).
In fact, we will show that the solution is much smoother. The assumptions of regularity of the functions $d, A_{\alpha \beta}, g$ allow to satisfy high regularity demands of the theorem from [1]. The assumption that $|\varepsilon|$ is small means that $u=0$ is "close" to a solution of (1.6)-(1.8). The hypothesis (1.12) suggests that the problem is "nonresonant" and can easily be shown to be satisfied for some equations. For example, for the equation of the form

$$
u_{t t}+\alpha u_{t}-\Delta u+\varepsilon g(t, x, u, \ldots, \nabla \nabla u)=0
$$

with (1.7) and (1.8), which is a direct generalization of (1.1) -(1.3), we have

$$
B_{0}(v, \varphi)=\left\langle v_{t t}+\alpha v_{t}, \varphi\right\rangle+\sum_{j=1}^{n}\left\langle v_{x_{j}}, \varphi_{x_{j}}\right\rangle
$$

Then

$$
B_{0}\left(v, 2 v_{t}\right)=2 \alpha\left\|v_{t}\right\|^{2}
$$

as a consequence of the $2 \pi$-periodicity in $t$ and, similarly,

$$
B_{0}(v, \alpha v)=-\left\|v_{t}\right\|^{2}+\alpha \sum_{j=1}^{n}\left\|v_{x_{j}}\right\|^{2}
$$

Hence

$$
B_{0}\left(v, 2 v_{t}+\alpha v\right)=\alpha\left(\left\|v_{t}\right\|^{2}+\sum_{j=1}^{n}\left\|v_{x_{j}}\right\|^{2}\right),
$$

which shows that (1.12) is satisfied with $\Lambda v=2 v_{t}+\alpha v$.
In Section 2 we give Moser's theorem. Spaces are introduced in Section 3. The Moser theorem is applied in Section 4. The linearized equation is solved in Section 5. Section 6 contains the proofs of three auxiliary assertions used in Section 5.

## 2. MOSER'S THEOREM

In this section a slightly changed version of the theorem from [1] is given. Let us suppose that we are given two sequences of Banach spaces $U_{N}, F_{N}$, and a sequence of operators $T_{N}, N=1,2, \ldots$, such that

$$
\begin{gather*}
U_{0} \supseteq U_{1} \supseteq U_{2} \supseteq \ldots, \quad F_{0} \supseteq F_{1} \supseteq F_{2} \supseteq \ldots,  \tag{2.1}\\
\left\|T_{N} u\right\|_{U_{r+s}} \leqq a N^{s+\delta}\|u\|_{U_{r}}, \quad r, s \geqq 0,  \tag{2.2}\\
\left\|\left(\mathrm{id}-T_{N}\right) u\right\|_{U_{r}} \leqq a N^{-s+\delta}\|u\|_{U_{r+s}}, \quad r \geqq 0, \quad s \geqq \delta \tag{2.3}
\end{gather*}
$$

with constants $a>0$ and $\delta \geqq 0$. Further, let $r, \varrho$ and $\sigma$ be nonnegative integers, $r \geqq \sigma$. Let us suppose that for a nonnegative integer $k$ depending on $r, \varrho, \sigma$ and $\delta$, the mapping $f$ satisfies the following hypotheses with a constant $\alpha>0$ :

For any $u \in U_{r}, \quad\|u\|_{U_{r}} \leqq \alpha^{-1}$,
(i) $f(u) \in F_{e}$,
(ii) $f^{\prime}(u)$ is linear and bounded from $U_{r}$ into $F_{e}$.

For any $u, v \in U_{r}, \quad\|u\|_{U_{r}} \leqq \alpha^{-1}, \quad\|u+v\|_{U_{r}} \leqq \alpha^{-1}$,
we have
$\left\|f(u+v)-f(u)-f^{\prime}(u) v\right\|_{F_{e}} \leqq \alpha\|v\|_{U_{r}}^{2}$.
If $u \in U_{r+k}$ and $N \geqq 1$ satisfy
$\|u\|_{U_{r+\lambda}} \leqq \alpha^{-1} N^{\lambda}$ for $\lambda=0,1, \ldots, k$,
then
$\|f(u)\|_{F_{Q}+\lambda} \leqq \alpha N^{\lambda}$ for $\lambda=0,1, \ldots, k$.

$$
\begin{equation*}
\text { If } u \in U_{r+k}, \quad h \in F_{e+k} \text { and } N \geqq 1 \quad \text { satisfy } \tag{2.7}
\end{equation*}
$$

$$
\|u\|_{U_{r+\lambda}} \leqq \alpha^{-1} N^{\lambda}, \quad\|h\|_{F_{e}+\lambda} \leqq \alpha N^{\lambda} \text { for } \lambda=0,1, \ldots, k,
$$

then the equation
$f^{\prime}(u) v=h$
has a solution $v \in U_{r-\sigma+k}$ satisfying
(i) $\|v\|_{U_{r-\sigma}} \leqq \alpha^{2}\|h\|_{F_{e}}$,
(ii) $\|v\|_{U_{r-\sigma+\lambda}} \leqq \alpha^{2} N^{\lambda}$ for $\lambda=0,1, \ldots, k$.

Theorem 2.1. Under the above hypotheses there is $\eta>0$ such that the equation $f(u)=0$ has a•solution in $\left\{u ;\|u\|_{U_{r}} \leqq \alpha^{-1}\right\}$ provided $\|f(0)\|_{F_{e}}<\eta$.

## 3. SPACES

We set $n_{0}=\left[\frac{1}{2}(n+1)\right]+1, \quad n_{1}=2 n_{0}-1$ and $m=n_{1}+2$. All function spaces mentioned below are spaces of real-valued functions periodic in $t$ with the period $2 \pi$. To include the boundary condition (1.7) into the spaces we set

$$
B=\left\{u \in H^{1}(Q) ; u(t, \cdot)=0 \text { on } \partial \Omega\right\}
$$

By the same symbol we denote also the space

$$
B=\left\{u \in H^{1}(\Omega) ; u=0 \text { on } \partial \Omega\right\} .
$$

Further, we denote

$$
\begin{aligned}
& U_{p}=\left\{u \in B ; u_{t^{q}} \in H^{m}(Q), q=0, \ldots, p\right\}, \\
& F_{p}=\left\{u ; u_{t^{q}} \in H^{n_{1}}(Q), q=0, \ldots, p\right\}
\end{aligned}
$$

with the norms

$$
\begin{aligned}
& \|u\|_{U_{p}}=\max \left\{\left\|u_{t q}\right\|_{m} ; q=0, \ldots, p\right\}, \\
& \|u\|_{F_{p}}=\max \left\{\left\|u_{t q}\right\|_{n_{1}} ; q=0, \ldots, p\right\} .
\end{aligned}
$$

Here $H^{1}(Q)$ has its usual meaning in which it has been used in Section 1.
For a positive integer $j$ we denote $e_{j}(t)=(1 / \pi) \sin j t$ and $e_{-j}(t)=(1 / \pi) \cos j t$. For $j=0$ we set $e_{0}(t)=1 / 2 \pi$. Then every function $u \in U_{p}$ can be written in the form

$$
u=\sum_{j \in \mathbb{Z}} u_{j}(x) e_{j}(t)
$$

with

$$
\|u\|_{U_{p}}^{2}=\max \left\{\sum_{j \in Z}|j|^{2 s}\left\|D_{x}^{\alpha} u_{j}\right\|_{L^{2}(\Omega)}^{2} ;|s|+|\alpha| \leqq m+p,|\alpha| \leqq m\right\} .
$$

Hence, setting, for a positive $N$,

$$
\begin{equation*}
\left(T_{N} u\right)(t, x)=\sum_{|j| \leqq N} u_{j}(x) e_{j}(t), \tag{3.1}
\end{equation*}
$$

we have $T_{N}: U_{r} \rightarrow U_{r+s}$ and

$$
\begin{gather*}
\left\|T_{N} u\right\|_{U_{r+s}} \leqq N^{s}\|u\|_{U_{r}}  \tag{3.2}\\
\left\|\left(\mathrm{id}-T_{N}\right) u\right\|_{U_{r}} \leqq N^{-s}\|u\|_{U_{r+s}} \tag{3.3}
\end{gather*}
$$

Further, for a positive integer $M$, we denote

$$
Z_{M}=\left\{u ; u=\sum_{|j| \leqq M} u_{j}(x) e_{j}(t)\right\}
$$

For nonnegative integers $p$ and $s$ we put

$$
X^{s, p}=\left\{u ; D_{t}^{l} D_{x}^{\alpha} u \in L^{2}(Q), l+|\alpha| \leqq s,|\alpha| \leqq p\right\}
$$

with

$$
\|u\|_{X^{s, p}}=\max \left\{\left\|D_{t}^{l} D_{x}^{\alpha} u\right\| ; l+|\alpha| \leqq s,|\alpha| \leqq p\right\}
$$

and

$$
H^{0, p}=\left\{u ; D_{x}^{\alpha} u \in L^{2}(Q),|\alpha| \leqq p\right\}
$$

with

$$
\|u\|_{H^{0, p}}=\max \left\{\left\|D_{x}^{\alpha} u\right\| ;|\alpha| \leqq p\right\} .
$$

The norm in $H^{p}(\Omega)$ will be given by

$$
\|v\|_{H^{p}(\Omega)}=\max \left\{\left\|D_{x}^{\sigma} v\right\|_{L^{2}(\Omega)} ;|\alpha| \leqq p\right\} .
$$

Thus if $v=\sum v_{j}(x) e_{j}(t) \in H^{0, p}(Q)$, then

$$
\|v\|_{H^{0, P}(Q)}=\left(\sum_{j}\left\|v_{j}\right\|_{H^{p}(\Omega)}^{2}\right)^{1 / 2}
$$

Finally, we denote by $C^{m}(Q)$ the space of functions on $\bar{Q}$ having continuous derivatives on $\bar{Q}$ up to the order $m$. For $u \in H^{m+n_{0}}(Q)$ we have, by Sobolev's embedding theorem,

$$
\|u\|_{C^{m}(Q)} \leqq c_{s}\|u\|_{H^{m+n_{0}}(Q)} .
$$

## 4. APPLICATION OF MOSER'S THEOREM

The spaces $U_{N}, F_{N}$ and the operators $T_{N}$ defined in Section 3 satisfy (2.1)-(2.3) with $\delta=0$ and $a=1$. If $u \in U_{0}$ is such that $\|u\|_{U_{0}}$ is sufficiently small, then the composition operator $g\left(t, x, u, u_{t}, \ldots, \nabla \nabla u\right)$ is well-defined and we can set

$$
f_{\varepsilon}(u)=u_{t t}+d(x) u_{t}+A u+\varepsilon g\left(t, x, u, u_{t}, u_{t t}, \nabla u, \nabla u_{t}, \nabla \nabla u\right) .
$$

We take $r=\varrho=\sigma=2$ and we shall apply Theorem 2.1 to the mapping $f_{\varepsilon}$. Obviously, for $|\gamma| \leqq 2, D_{t, x}^{\gamma}$ is a linear and bounded mapping of $U_{2+\lambda}$ into $F_{2+\lambda}$. Reasoning as in Lemma 4.2 below it is easy to show that $f_{\mathrm{z}}$ satisfies the hypotheses (2.4)-(2.6) of Theorem 2.1.

Lemma 4.1. If $u, v \in H^{n_{1}}(Q)$, then $u v \in H^{n_{1}}(Q)$ and $\|u v\|_{n_{1}} \leqq c\|u\|_{n_{1}}\|v\|_{n_{1}}$.

Proof. This holds even for functions from $H^{n_{0}}(Q)$, [2]. In the case of $H^{n_{1}}(Q)$ the proof is particularly simple. We have to estimate $\left\|\left(D_{t, x}^{\gamma_{1}} u\right) D_{t, x}^{\gamma_{2}} v\right\|$ for $\left|\gamma_{1}\right|+\left|\gamma_{2}\right| \leqq n_{1}$. At least one of the indices $\gamma_{i}$, say $\gamma_{1}$, has to satisfy $\left|\gamma_{1}\right| \leqq n_{0}-1$. Then $\|\left(D_{t, x}^{\gamma 1} u\right)$ $D_{t, x}^{\gamma_{2}} v\|\leqq\| D_{t, x}^{\gamma_{1}} u\left\|_{\boldsymbol{C}(\mathcal{Q})}\right\| D_{t, x}^{\gamma_{2}} v\left\|\leqq c_{s}\right\| u\left\|_{\gamma_{1}+n_{0}}\right\| v\left\|_{n_{1}} \leqq c_{s}\right\| u\left\|_{n_{1}}\right\| v \|_{n_{1}}$. This completes the proof.

Lemma 4.2. Let $g\left(t, x, \zeta_{1}, \ldots, \zeta_{x}\right)$ be a smooth function on $R \times \Omega \times \mathcal{O}$, where $\mathcal{O}$ is a neighbourhood of zero in $R^{x}$. Let $\beta$ be such that

$$
G(w)(t, x)=g\left(t, x, w_{1}(t, x), \ldots, w_{x}(t, x)\right)
$$

is well defined on $\mathscr{M}=\left\{w=\left(w_{1}, \ldots, w_{x}\right) ;\left\|w_{j}\right\|_{F_{2}}<\beta, j=1, \ldots, x\right\}$. Then
(i) $G$ is a continuous mapping of $\mathscr{M}$ into $F_{2}$;
(ii) if for a fixed positive integer $k,\left\|w_{j}\right\|_{F_{2}+\lambda} \leqq \beta N^{\lambda}$ for $j=1, \ldots, \chi$ and $\lambda=$ $=0,1, \ldots, k$, then $\|G(w)\|_{F_{2+\lambda}} \leqq b N^{\lambda}$ for $\lambda=0,1, \ldots, k$.

Proof. We shall deal only with the case (ii) since (i) is similar. For $l \leqq 2+\lambda$ we shall estimate $D_{t}^{l} G(w)$ in $H^{n_{1}}(Q)$. This means to estimate in $H^{n_{1}}(Q)$

$$
(\mathscr{D} g)(w) \prod_{p=1}^{x} \prod_{s=1}^{l}\left(D_{t}^{s} w_{p}\right)^{\alpha_{s p}}
$$

with nonnegative integers $\alpha_{s p}$ satisfying

$$
\begin{equation*}
\sum_{s=1}^{l} \sum_{p=1}^{x} s \alpha_{s p} \leqq l \tag{4.1}
\end{equation*}
$$

Here $\mathscr{D} g$ denotes a certain derivative of $g$ whose order and form need not be specified and which satisfies $\|\mathscr{D} g(w)\|_{n_{1}} \leqq c$. By assumption, $\left\|D_{t}^{s} w_{p}\right\|_{n_{1}} \leqq c N^{(s-2)^{+}}$, where $j^{+}=\max (0, j)$. Hence the estimate of $D_{t}^{l} G(w)$ in $H^{n_{1}}(Q)$ is $c N^{\chi}$, where $\chi \leqq$ $\leqq \sum_{s=1}^{l} \sum_{p=1}^{x} \alpha_{s p}(s-2)^{+}$. In virtue of $(4.1)^{\prime}, \chi \leqq(l-2)^{+} \leqq \lambda$. This completes the proof.

To show that $f_{z}$ satisfies the assumption (2.7) we shall deal with the operator $f_{\varepsilon}^{\prime}(u)$ which has the form

$$
\begin{gathered}
f_{\varepsilon}^{\prime}(u) v=v_{t t}+d(x) v_{t}+A v+ \\
+\varepsilon \sum_{|\alpha|,|\beta| \leqq 1}(-1)^{|\beta|} a_{\alpha \beta}(t, x) D_{x}^{\beta} D_{x}^{\alpha} v+\varepsilon \sum_{|\alpha| \leqq 1} a_{\alpha}(t, x) D_{x}^{\alpha} v_{t}+\varepsilon \bar{a}(t, x) v_{t t},
\end{gathered}
$$

where

$$
\begin{aligned}
& a_{\alpha \beta}(t, x)=-\frac{\partial g}{\partial\left(D_{x}^{\alpha+\beta} u\right)}(t, x, u, \ldots, \nabla \nabla u) \text { for } \alpha=\beta,|\alpha|=|\beta|=1, \\
& a_{\alpha \beta}(t, x)=-\frac{1}{2} \frac{\partial g}{\partial\left(D_{x}^{\alpha+\beta} u\right)}(t, x, u, \ldots, \nabla \nabla u) \text { for } \alpha \neq \beta,|\alpha|=|\beta|=1
\end{aligned}
$$

(this means $a_{\alpha \beta}=a_{\beta \alpha}$ for $|\alpha|=|\beta|=1$ ),

$$
\begin{gathered}
a_{\alpha \beta}(t, x)=\frac{\partial g}{\partial\left(D_{x}^{\alpha} u\right)}(t, \ldots, \nabla \nabla u) \text { for }|\alpha| \leqq 1, \quad \beta=0, \\
a_{\alpha \beta}(t, x)=0 \text { for } \alpha=0,|\beta|=1, \\
a_{\alpha}(t, x)=\frac{\partial g}{\partial\left(D_{x}^{\alpha} u_{t}\right)}(t, \ldots, \nabla \nabla u), \quad \bar{a}(t, x)=\frac{\partial g}{\partial\left(u_{t t}\right)}(t, \ldots, \nabla \nabla u) .
\end{gathered}
$$

By Lemma 4.2, if $u \in U_{2+k}$ and $\|u\|_{U_{2+\lambda}} \leqq \alpha N^{\lambda}$ for $\lambda=0,1, \ldots k$, then $a \in F_{2+k}$ and

$$
\begin{equation*}
\|a\|_{F_{2}+\lambda} \leqq b N^{\lambda} \text { for } \lambda=0,1, \ldots, k \tag{4.2}
\end{equation*}
$$

where $b$ is independent of $N$. Here, we have shorten the notation writting $a$ instead of $a_{\alpha \beta}, a_{\alpha}$ or $\bar{a}$. This convention will be used throughout the paper. Further, let $h \in F_{2+k}$ satisfy

$$
\begin{equation*}
\|h\|_{F_{\mathbf{2}+\lambda}} \leqq \alpha N^{\lambda}, \quad \lambda=0,1, \ldots, k \tag{4.3}
\end{equation*}
$$

In the next section we shall give the proof of the following lemma.
Lemma 4.3. There are positive constants $\varepsilon_{0}$ and $c$ (independent of $N$ ) such that the following implication holds:

If $a$ and $h$ satisfy (4.2) and (4.3), respectively, then for every $\varepsilon,|\varepsilon| \leqq \varepsilon_{0}$, there is a unique $v \in U_{k}$ satisfying $f_{\varepsilon}^{\prime}(u) v=h$. Moreover,

$$
\begin{equation*}
\|v\|_{U_{0}} \leqq c\|h\|_{F_{2}} \tag{4.4}
\end{equation*}
$$

$$
\begin{equation*}
\|v\|_{U_{\lambda}} \leqq c N^{\lambda} \quad \text { for } \quad \lambda=0,1, \ldots, k \tag{4.5}
\end{equation*}
$$

This lemma shows that $f_{\varepsilon}^{\prime}(u)$ satisfies the hypothesis (2.7) with $\sigma=2$. Theorem 1.1 now follows from Theorem 2.1 applied to the mapping $f_{\varepsilon}$.

## 5. SOLUTION OF THE LINEARIZED EQUATION

The bilinear form $B_{\varepsilon}$ associated with $f_{\varepsilon}^{\prime}(u) v$ is given by

$$
\begin{aligned}
& B_{\varepsilon}(v, \varphi)=B_{0}(v, \varphi)+\varepsilon \sum_{|\alpha|=|\beta|=1}\left\langle a_{\alpha \beta} D_{x}^{\alpha} v, D_{x}^{\beta} \varphi\right\rangle+ \\
&+\varepsilon \sum_{|\alpha|=|\beta|=1}\left\langle\left(D_{x}^{\beta} a_{\alpha \beta}\right) D_{x}^{\alpha} v, \varphi\right\rangle+\varepsilon \sum_{|\alpha| \leqq 1, \beta=0}\left\langle a_{\alpha \beta} D_{x}^{\alpha} v, \varphi\right\rangle+ \\
&+\varepsilon \sum_{|\alpha| \leqq 1}\left\langle a_{\alpha} D_{x}^{\alpha} v_{t}, \varphi\right\rangle+\varepsilon\left\langle\bar{a} v_{t t}, \varphi\right\rangle,
\end{aligned}
$$

where $B_{0}$ is defined by (1.10) and the functions $a_{\alpha \beta}, a_{\alpha}$ and $\bar{a}$ satisfy (4.2). Further, we put

$$
\begin{aligned}
A_{\varepsilon}(v, \varphi)= & A_{0}(v, \varphi)+\varepsilon \sum_{||\alpha|,|\beta| \leq 1}\left\langle a_{\alpha \beta} D_{x}^{\alpha} v, D_{x}^{\beta} \varphi\right\rangle+ \\
& +\varepsilon \sum_{|\alpha|=|\beta|=1}\left\langle\left(D_{x}^{\beta} a_{\alpha \beta}\right) D_{x}^{\alpha} v, \varphi\right\rangle .
\end{aligned}
$$

We begin by showing that

$$
\begin{equation*}
B_{\varepsilon}(v, \Lambda v) \geqq d_{1}\|v\|_{1}^{2} \tag{5.1}
\end{equation*}
$$

for every $v \in H^{1}(Q) \cap B$ with $v_{t} \in H^{1}(Q)(\cap B)$. The estimate of $B_{0}(v, \Lambda v)$ is given by (1.12). All the remaining terms can be estimated by $\varepsilon c\|v\|_{1}^{2}$. For instance, for $\alpha \neq \beta,|\alpha|=|\beta|=1$, we have $a_{\alpha \beta}=a_{\beta \alpha}$ and therefore

$$
\begin{aligned}
& \left|\left\langle a_{\alpha \beta} D_{x}^{\alpha} v, D_{x}^{\beta} v_{t}\right\rangle+\left\langle a_{\beta \alpha} D_{x}^{\beta} v, D_{x}^{\alpha} v_{t}\right\rangle\right|= \\
= & \left|\left\langle\left(D_{t}^{1} a_{\alpha \beta}\right) D_{x}^{\alpha} v, D_{x}^{\beta} v\right\rangle\right| \leqq c\|a\|_{C^{1}(Q)}\|v\|_{1}^{2} .
\end{aligned}
$$

Similarly,

$$
\left|\left\langle a_{\alpha} D_{x}^{\alpha} v_{t}, 2 v_{t}\right\rangle\right|=\left|\left\langle\left(D_{x}^{\alpha} a_{\alpha}\right) v_{t}, v_{t}\right\rangle\right| \leqq\|a\|_{C^{1}(Q)}\|v\|_{1}^{2}
$$

Hence we have (5.1) for $|\varepsilon| \leqq \varepsilon_{0}, \varepsilon_{0}$ sufficiently small. In what follows the value $\varepsilon_{0}$ will be further reduced sometimes without any particular reference.

If $u \in H^{1}(\Omega) \cap B$, i.e., if $u$ does not depend on $t$, then $A_{0}(u, u)=B_{0}(u, \Lambda u) / d_{0}$. Hence, by (1.12), we have

$$
\begin{equation*}
A_{0}(u, u) \geqq d_{2}\|u\|_{H^{1}(\Omega)}^{2} \text { for } \quad u \in H^{1}(\Omega) \cap B \tag{5.2}
\end{equation*}
$$

with a positive $d_{2}$. Since any $v \in H^{0,1}(Q) \cap B$ can be written as $v=\sum_{j} v_{j}(x) e_{j}(t)$
with $v_{j} \in H^{1}(\Omega) \cap B$, we get

$$
A_{0}(v, v)=\sum_{j} A_{0}\left(v_{j}, v_{j}\right) \geqq d_{2} \sum_{j}\left\|v_{j}\right\|_{H^{1}(\Omega)}^{2}=d_{2}\|v\|_{H^{0,1}(Q)}^{2}
$$

This implies

$$
\begin{equation*}
A_{\varepsilon}(v, v) \geqq d_{3}\|v\|_{H^{0,1}(Q)}^{2} \text { for all } v \in H^{0,1}(Q) \cap B \tag{5.3}
\end{equation*}
$$

for sufficiently small $\varepsilon$ and $d_{3}>0$.
We shall suppose that the functions $a$ and $h$ satisfy (4.2) and (4.3). Let us fix a positive integer $M$. The mapping $\Lambda$ is a linear homeomorphism of $H^{1}(Q) \cap B \cap Z_{M}$ onto itself. Using (5.1) we find a (unique) $v \in H^{1}(Q) \cap B \cap Z_{M}$ satisfying

$$
\begin{equation*}
B_{\varepsilon}(v, \varphi)=\langle h, \varphi\rangle \text { for } \varphi \in H^{1}(Q) \cap B \cap Z_{M} . \tag{5.4}
\end{equation*}
$$

Putting' $\varphi=\Lambda v$ and using (5.1) we have

$$
\begin{equation*}
\|v\|_{H^{1}(Q)} \leqq c\|h\| . \tag{5.5}
\end{equation*}
$$

In what follows we shall show that $v$ satisfies

$$
\begin{align*}
& \|v\|_{U_{0}} \leqq c\|h\|_{F_{1}}  \tag{5.6}\\
& \|v\|_{U_{\lambda}} \leqq c N^{\lambda} \text { for } \lambda=0,1, \ldots, k \tag{5.7}
\end{align*}
$$

with a constant $c$ independent of $h$ and $N$. Thus for every positive integer $M$ we can find $v=v_{M}$ and then let $M \rightarrow \infty$. As a limit we shall obtain a (unique) $v$ satisfying (5.4) for all $\varphi \in H^{1}(Q) \cap B$, (5.6) and (5.7). Hence $f_{\varepsilon}^{\prime}(u) v=h$ and Lemma 4.3 will be proved.

Now we prove the estimates (5.6) and (5.7) for $v$ with a particular fixed $M$. By definition of $B_{\varepsilon}$, we easily find that for $1 \leqq l \leqq 2 n_{0}+k$,

$$
\begin{gather*}
B_{\varepsilon}\left(v_{t}, \Lambda v_{t^{\prime}}\right)=B_{\varepsilon}\left(v,(-1)^{l} \Lambda v_{t^{2} t}\right)+  \tag{5.8}\\
+\varepsilon \sum_{p=1}^{l}\binom{l}{p}\left\{\sum_{|\alpha|=|\beta|=1}\left\langle\left(D_{t}^{p} a_{\alpha \beta}\right) D_{x}^{\alpha} D_{t}^{l+1-p} v, D_{x}^{\beta} \Lambda v_{t^{\prime}-1}\right\rangle-\right. \\
-\sum_{|\alpha|=1}\left\langle\left(D_{t}^{p} a_{\alpha}\right) D_{x}^{\alpha} D_{t}^{l+1-p} v, \Lambda v_{t^{l}}\right\rangle- \\
-\left\langle\left(D_{t}^{p} \bar{a}\right) D_{t}^{l+2-p} v, \Lambda v_{t}\right\rangle+\sum_{|\alpha|=|\beta|=1}\left\langle\left(D_{t}^{p+1} a_{\alpha \beta}\right) D_{x}^{\alpha} D_{t}^{l-p} v, D_{x}^{\beta} \Lambda v_{t^{t-1}}\right\rangle- \\
\left.-\sum_{|\alpha|=|\beta|=1}\left\langle\left(D_{t}^{p} D_{x}^{\beta} a_{\alpha \beta}\right) D_{x}^{\alpha} D_{t}^{l-p} v, \Lambda v_{t}\right\rangle-\sum_{|\alpha| \leqq 1,|\beta|=0}\left\langle\left(D_{t}^{p} a_{\alpha \beta}\right) D_{x}^{\alpha} D_{t}^{l-p} v, \Lambda v_{t^{\prime}}\right\rangle\right\} .
\end{gather*}
$$

It is easy to check that every term in $\}$ is estimated by

$$
\begin{equation*}
\left\|\left(D_{t}^{p} D_{t, x}^{\alpha} a\right)\left(D_{t}^{l-p} D_{t, x}^{\beta}\right)\right\|\left\|v_{t^{t}}\right\|_{1} \tag{5.9}
\end{equation*}
$$

with $p=0,1, \ldots, l,|\alpha| \leqq 1,|\beta| \leqq 1$. For $p=0$ these terms are estimated by

$$
\left\|D_{t, x}^{\alpha} a\right\|_{c(Q)}\left\|v_{t^{t}}\right\|_{1}^{2} \leqq b c_{s}\left\|v_{t^{\prime}}\right\|_{1}^{2} .
$$

Putting $\varphi=(-1)^{l} \Lambda v_{t^{2 l}}$ in (5.4) we get

$$
B_{\varepsilon}\left(v,(-1)^{l} \Lambda v_{t^{2 l}}\right)=\left\langle h_{t^{l}}, \Lambda v_{t^{1}}\right\rangle \leqq c\left\|h_{t^{\prime}}\right\|\left\|v_{t^{\prime}}\right\|_{1} .
$$

Using this in (5.8) with all terms of the type (5.9) with $p=0$ shifted to the left-hand side, we get

$$
\begin{equation*}
\left(d_{1}-\varepsilon c_{1}\right)\left\|v_{t^{2}}\right\|_{1} \leqq\left\|h_{t^{\prime}}\right\|+\varepsilon c Z(l) \tag{5.10}
\end{equation*}
$$

where

$$
Z(l)=\sum_{|\alpha| \leqq 1,|\beta| \leqq 1} \sum_{s=1}^{l}\left\|\left(D_{t}^{s} D_{t, x}^{\alpha} a\right) D_{t}^{l-s} D_{t, x}^{\beta} v\right\| .
$$

The following lemma provides an estimate of $Z(l)$.

## Lemma 5.1.

(i) Let $1 \leqq l \leqq m-1$ and $v \in H^{l}(Q)$. Then $Z(l) \leqq c\|a\|_{F_{2}}\|v\|_{1}$.
(ii) Let $\lambda=0,1, \ldots, k-1$ and $v \in U_{\lambda}$. Then $Z(m+\lambda) \leqq c\left\{\|a\|_{F_{3}+2}\|v\|_{U_{0}}+\right.$ $\left.+\sum_{v=1}^{\lambda}\|a\|_{F_{2+v}}\|v\|_{U_{\lambda-v}}\right\}$.
We postpone the proof to the next section.

Using part (i) of this lemma in (5.10) we get

$$
\begin{equation*}
\left\|v_{t}\right\|_{1} \leqq c\|h\|_{F_{1}} \tag{5.11}
\end{equation*}
$$

Hence (5.4) has the form

$$
\begin{equation*}
A_{\varepsilon}(v, \varphi)=\langle b, \varphi\rangle \text { for } \varphi \in H^{1}(Q) \cap B \cap Z_{M}, \tag{5.12}
\end{equation*}
$$

where

$$
b=h-v_{t t}-d(x) v_{t}+\varepsilon\left(\sum_{|\alpha| \leqq 1} a_{\alpha} D_{x}^{\alpha} v_{t}+\bar{a} v_{t t}\right)
$$

By (5.11), $b \in L^{2}(Q)$. We now use the following lemma whose proof will be given in the next section.

Lemma 5.2. There is $\varepsilon_{0}$ such that if $g \in H^{0, s}(Q)$ for some $s \leqq n_{1}$ and $|\varepsilon| \leqq \varepsilon_{0}$, then, for every positive integer $M$, there exists a unique $w \in H^{0, s+2}(Q) \cap B \cap Z_{M}$ satisfying

$$
A_{\varepsilon}(w, \varphi)=\langle g, \varphi\rangle \text { for } \quad \varphi \in H^{1}(Q) \cap B \cap Z_{M} .
$$

Moreover

$$
\|w\|_{H^{0, s+2}(Q)} \leqq c\|g\|_{H^{0, s(Q)}}
$$

By this lemma and (5.12), $v \in H^{0,2}(Q)$. Thus (5.12) takes on the form

$$
\sum_{|\alpha| \leqq 1,|\beta| \leqq 1}(-1)^{|\beta|}\left\langle D_{x}^{\beta} A_{\alpha \beta}(x) D^{\alpha} v+\varepsilon a_{\alpha \beta} D_{x}^{\beta+\alpha} v, \varphi\right\rangle=\langle b, \varphi\rangle .
$$

Substituting $(-1)^{l-p} \varphi_{t^{\prime-p}}$ for $\varphi$ and integrating by parts, we get

$$
A_{\varepsilon}\left(v_{t^{l-p}}, \varphi\right)=\left\langle g_{l, p}, \varphi\right\rangle \text { for } \quad \varphi \in H^{1}(Q) \cap B \cap Z_{M}
$$

Here

$$
\begin{gathered}
g_{l, p}=b_{t^{l-p}}-A_{p}^{l} v \\
A_{p}^{l}=\sum_{s, s^{\prime}, \beta}(-1)^{|\beta|}\binom{l-p}{s}\left(D_{t}^{s} a_{\alpha \beta}\right) D_{x}^{\beta} D_{t}^{s^{\prime}} v
\end{gathered}
$$

where the sum is taken over $|\beta| \leqq 2$ and nonnegative integers $s, s^{\prime}, s+s^{\prime}=l-p$, for which $s \geqq 1$ in the case $|\beta|=2$.

The following lemma provides estimates of $g_{l, p}$.

## Lemma 5.3.

(i) Let $l=1, \ldots, m-1$ and $p=1, \ldots, l$ be fixed. Let $v \in H^{l}(Q) \cap X^{l+1, p}$. Then $\left\|g_{l, p}\right\|_{H^{0, p-1}} \leqq c\left\{\left\|h_{t^{l-p}}\right\|_{H^{0, p-1}(Q)}+\|a\|_{F_{2}}\left(\|v\|_{l}+\|v\|_{X^{1+1, p}}\right)\right\}$.
(ii) Let $\lambda=0,1, \ldots, k-1$ and $p=1,2, \ldots, m-1$ be fixed. Let $v \in U_{\lambda} \cap X^{m+\lambda+1, p}$. Then $\left\|g_{m+\lambda, p}\right\|_{H^{0, p-1}} \leqq c\left\{\left\|h_{t^{m+\lambda-p}}\right\|_{H^{0, p-1}(Q)}+\|a\|_{F_{2}}\|v\|_{X^{m+\lambda+1, p}}+\right.$ $\left.+\sum_{v=0}^{\lambda}\|a\|_{F_{2+\nu}}\|v\|_{U_{\lambda-v}}\right\}$.

Now using Lemma $5.1-5.3$ we prove the following two implications; $l=1, \ldots$ $\ldots, m-1, p=1, \ldots, l$ :

$$
\begin{align*}
& \text { If }\|v\|_{l} \leqq c\|h\|_{F_{1}}, \text { then }\left\|v_{t^{l}}\right\|_{1}=\|v\|_{X^{1+1,1}} \leqq c\|h\|_{F_{1}} .  \tag{5.13}\\
& \text { If }\|v\|_{l}+\|v\|_{X^{l+1, p}} \leqq c\|h\|_{F_{1}}, \text { then }\|v\|_{X^{1+1, p+1}} \leqq c\|h\|_{F_{1}} . \tag{5.14}
\end{align*}
$$

(5.13) is a consequence of (5.10) and part (1) of Lemma 5.1. If $\|v\|_{I}+\|v\|_{X^{1+1, p}} \leqq$ $\leqq c\|h\|_{F_{1}}$, we use part (i) of Lemma 5.3 to get a similar estimate for $g_{l, p}$ and then Lemma 5.2 with $s=p-1$ to get $\left\|v_{t^{\prime-p}}\right\|_{H^{0, p+1}(Q)} \leqq c\|h\|_{F_{1}}$. This proves (5.14).

For $l=m-1$ and $p=m-1$, (5.14) yields $\|v\|_{m} \leqq c\|h\|_{F_{1}}$. As $\|\cdot\|_{m}=\|\cdot\|_{U_{0}}$, the estimate (5.6) is proved. Using parts (ii) of Lemmas 5.1 and 5.3, we similarly get (5.7). This completes the proof of Lemma 4.3.

## 6. PROOFS OF AUXILIARY LEMMAS

In this section we give the proofs of Lemmas 5.1-5.3.
Proof of Lemma 5.1. For $1 \leqq l \leqq m$ and $0 \leqq \lambda \leqq k-1$ we have

$$
Z(l+\lambda)=\sum_{|\alpha| \leqq 1,|\beta| \leqq 1} \sum_{s=1}^{l+\lambda}\left\|\left(D_{t}^{s} D_{t, x}^{\alpha} a\right) D_{t}^{l+\lambda-s} D_{t, x}^{\beta} v\right\| .
$$

For $j$ a nonpositive integer, we set $D_{t}^{j} v=v$. On estimating $Z(l+\lambda)$ we shall distinguish two cases.
(1) If $1 \leqq s \leqq n_{0}+\lambda$, then

$$
\begin{aligned}
& \left\|\left(D_{t}^{s} D_{t, x}^{\alpha} a\right) D_{t}^{l+\lambda-s} D_{t, x}^{\beta} v\right\|_{\leqq} \leqq c_{s}\left\|D_{t}^{s} a\right\|_{n_{0}+1}\left\|D_{t}^{\lambda-s+1} v\right\|_{l} \leqq \\
& \left.\leqq c_{s}\left\|D_{t}^{s-n_{0}+{ }^{2}} a\right\|_{n_{1}}\left\|D_{t}^{\lambda-s+1} v\right\|_{l} \leqq c_{s}\|a\|_{F_{2}+v}\left\|D_{t}^{\lambda-v} v\right\|_{l}+\|v\|_{t}\right),
\end{aligned}
$$

where $v=\max \left(0, s-n_{0}\right)$.
(2) If $n_{0}+\lambda<s \leqq l+\lambda$, then

$$
\begin{aligned}
\left\|\left(D_{t}^{s} D_{t, x}^{\alpha} a\right) D_{t}^{l+\lambda-s} D_{t, x}^{\beta} v\right\| & \leqq c_{s}\left\|D_{t}^{s-2 n_{0}+2} a\right\|_{n_{1}}\left\|D_{t}^{l+\lambda-s} v\right\|_{n_{0}+1} \leqq \\
& \leqq c_{s}\|a\|_{F_{2}+\mu}\|v\|_{l},
\end{aligned}
$$

where $\mu=\max \left(0, l+\lambda-n_{1}-1\right)$. This follows from the following computation:

$$
s-2 n_{0}+2 \leqq l+\lambda-2 n_{0}+2=\left(l+\lambda-n_{1}-1\right)+2
$$

To finish the proof we take $\lambda=0$ and $l \leqq m-1$. Then $\nu=0, \mu=0$ and part (i) follows from the derived estimates. For $l=m, v$ ranges over the set $0,1, \ldots, \lambda$, $\mu=\lambda+1$ and part (ii) follows immediately.

Proof of Lemma 5.2. We begin by showing that for every $b \in H^{0, s}(Q)$ we can find a unique $\Psi b \in H^{0, s+2}(Q) \cap B \cap Z_{M}$ satisfying

$$
\begin{equation*}
A_{0}(\Psi b, \varphi)=\langle b, \varphi\rangle \quad \forall \varphi \in H^{0,1}(Q) \cap B \cap Z_{M} \tag{6.1}
\end{equation*}
$$

Writing $b=\sum b_{j}(x) e_{j}(t)$, we have $b_{j} \in H^{s}(\Omega) \cap B$ and $\|b\|_{H^{0, s(Q)}}=\left(\sum_{j}\left\|b_{j}\right\|_{H^{\boldsymbol{s}}(\Omega)}^{2}\right)^{1 / 2}$.

Since $A_{0}$ satisfies (5.2), we apply Theorem 9.8 from [4]. For every $j \in Z$ we obtain a unique $v_{j} \in H^{s+2}(\Omega) \cap B$ such that $A_{0} v_{j}=b_{j}$ and $\left\|v_{j}\right\|_{H^{s+2}(\Omega)} \leqq c_{3}\left\|b_{j}\right\|_{H^{s}(\Omega)}$. We put $\Psi b=\sum_{|j| \leqq M} v_{j}(x) e_{j}(t)$. It is easy to verify that $\Psi b$ satisfies (6.1) and that

$$
\|\Psi b\|_{H^{0, s+2}(Q)} \leqq c\|b\|_{H^{0, s}(Q)}
$$

Further, we show that, for $a$ satisfying (4.2) and $|\gamma| \leqq 2$,

$$
\begin{equation*}
\left\|a D_{x}^{\gamma}\right\|_{H^{0, s(Q)}} \leqq c\|v\|_{H^{0, s+2}(Q)} . \tag{6.2}
\end{equation*}
$$

This means, for $|\alpha|+\left|\alpha^{\prime}\right| \leqq s$, to estimate $\left\|\left(D_{x}^{\alpha} a\right) D_{x}^{\alpha^{\prime}+\gamma} v\right\|$. We shall distinguish two cases. (1) For $|\alpha| \leqq n_{0}-1$, we have

$$
\left\|\left(D_{x}^{\alpha} a\right) D_{x}^{\alpha^{\prime+\gamma}} v\right\| \leqq c_{s}\|a\|_{2 n_{0}-1}\|v\|_{H^{0, s+2}(Q)} \leqq c_{s} b\|v\|_{H^{0, s+2}(Q)} .
$$

(2) For $|\alpha| \geqq n_{0}$, we have $\left|\alpha^{\prime}\right| \leqq s-n_{0}$ and thus

$$
\begin{gathered}
\left\|\left(D_{x}^{\alpha} a\right) D_{x}^{\alpha^{\prime}+\gamma} v\right\|^{2}=\int_{0}^{2 \pi} \int_{\Omega}\left|D_{x}^{\alpha} a\right|^{2}\left|D_{x}^{\alpha^{\prime}+\gamma} v\right|^{2} \mathrm{~d} x \mathrm{~d} t \leqq \\
\leqq c_{s} \int_{0}^{2 \pi}\|a(t, \cdot)\|_{H^{n_{1}}(\Omega)}^{2}\|v(t, \cdot)\|_{C^{\mid \alpha^{\prime} l^{\prime}+2}(\Omega)}^{2} \mathrm{~d} x \mathrm{~d} t \leqq \\
\leqq c_{s} \max \left\{\|a(t, \cdot)\|_{H^{n_{1}(\Omega)}}^{2} ; t \in[0,2 \pi]\right\} \int_{0}^{2 \pi}\|v(t, \cdot)\|_{H^{\left|\alpha^{\prime}\right|+n_{0}+2(\Omega)}} \mathrm{d} t \leqq \\
\leqq c\left\{\|a\|_{n_{1}}+\left\|a_{t}\right\|_{n_{1}}\right\}^{2}\|v\|_{H^{0, s+2}(\Omega)}^{2},
\end{gathered}
$$

since $\left|\alpha^{\prime}\right|+n_{0}+2 \leqq s+2$. (6.2) is proved and this implies that the operator $\mathscr{A} v=\sum_{|\alpha|,|\beta| \leqq 1} a_{\alpha \beta} D_{x}^{\alpha+\beta} v$ is a bounded mapping of $H^{0, s+2}(Q)$ into $H^{0, s}(Q)$. Therefore, for $\varepsilon$ sufficiently small, the mapping $\Psi(g-\varepsilon \mathscr{A} v)$ is a contraction on $H^{0, s+2}(Q) \cap B$ and its fixed point is the desired function $w$. This completes the proof of the lemma.

Proof of Lemma 5.3. For $l=1, \ldots, m, p=1, \ldots, \min (l, m-1)$ and $\lambda=$ $=0,1, \ldots, k-1$ we shall estimate $\left\|g_{l+\lambda, p}\right\|_{H^{0, p-1}(\mathcal{Q})}$. If $l=1, \ldots, m-1, p=$ $=1, \ldots, l$ and $\lambda=0$, we get the estimate in (i); if $l=m, p=1, \ldots, m-1$ and $\lambda=0,1, \ldots, k-1$, we get (ii). To obtain an estimate for $\left\|g_{l+\lambda, p}\right\|_{H^{0, p-1}(Q)}$ we shall deal with

$$
\begin{equation*}
\left\|\left(D_{t}^{s} D_{x}^{\alpha} a\right) D_{t}^{\sigma+s^{\prime}} D_{x}^{\alpha^{\alpha}+\beta} v\right\|, \tag{6.3}
\end{equation*}
$$

where $s, s^{\prime}, \sigma, \alpha, \alpha^{\prime}$ and $\beta$ satisfy

$$
s+s^{\prime} \leqq l+\lambda-p, \quad|\alpha|+\left|\alpha^{\prime}\right| \leqq p-1, \quad \sigma+|\beta| \leqq 2
$$

and the following implication holds:

$$
\begin{equation*}
\text { if }|\beta|=2, \text { then } s \geqq 1 \tag{6.4}
\end{equation*}
$$

We shall distinguish three cases.
(1) Let $s+|\alpha| \leqq n_{0}+\lambda+1$ and $|\alpha| \leqq n_{0}-1$. Then (6.3) does not exceed

$$
c_{s}\left\|D_{t}^{s} D_{x}^{\alpha}\right\|_{n_{0}}\left\|D_{t}^{\sigma+s^{\prime}} D_{x}^{\alpha^{\prime}+\beta} v\right\| .
$$

Setting

$$
v=\max \left(0, s+|\alpha|-n_{0}-1\right)
$$

we have $\left\|D_{t}^{s} D_{x}^{\alpha} a\right\|_{n_{0}} \leqq\|a\|_{F_{2}+v}$, since $s+|\alpha|+n_{0} \leqq n_{1}+2+v$. If $\lambda=0$, then $v=0$. For $\lambda>0, v$ is an element of the set $0, \ldots, \lambda$.

Further, we shall estimate $\left\|D_{t}^{\sigma+s^{\prime}} D_{x}^{\alpha^{\prime}+\beta} v\right\|$. Obviously,

$$
\begin{equation*}
s^{\prime}+\left|\alpha^{\prime}\right|+(\sigma+|\beta|) \leqq l+\lambda+1-s-|\alpha| . \tag{6.5}
\end{equation*}
$$

If $s+|\alpha|=0$, then $v=0$ and, by (6.4), $|\beta| \leqq 1$. Hence $\left|\alpha^{\prime}\right|+|\beta| \leqq p$ and this yields

$$
\left\|D_{t}^{\sigma+s^{\prime}} D_{x}^{\alpha^{\prime}+\beta} v\right\| \leqq\|v\|_{X^{\prime+\lambda+1, p}} .
$$

Thus (6.3) does not exceed $c_{s}\|a\|_{F_{2}}\|v\|_{X^{1}+\lambda+1, p}$. If $s+|\alpha|>0$, then $v \leqq s+|\alpha|-1$. Further $\left|\alpha^{\prime}\right|+|\beta| \leqq p+1 \leqq m$ and, by (6.5),

$$
\left\|D_{t}^{\sigma+s^{\prime}} D_{x}^{\alpha^{\prime}+\beta} v\right\| \leqq\|v\|_{X^{1+\lambda-v, m}} .
$$

For $\lambda=0$ we have $\|v\|_{X^{1+\lambda-v, m}} \leqq\|v\|_{l}$ and therefore (6.3) does not exceed $c_{s}\|a\|_{F_{2}}\|v\|_{l}$. For $\lambda>0$ and $l=m,\|v\|_{X^{l+\lambda-v, m}} \leqq\|v\|_{U_{\lambda-v}}$ and (6.3) does not exceed $\|a\|_{F_{2+v}}\|v\|_{U_{\lambda-v}}$.
(2) Let $s+|\alpha| \leqq n_{0}+\lambda+1$ and $|\alpha| \geqq n_{0}$. From $s+|\alpha| \leqq v+n_{0}+1$ we have $\left\|D_{t}^{s} D_{x}^{\alpha} a\right\| \leqq\|a\|_{F_{2+v}}$ and (6.3) is estimated by $c_{s}\|a\|_{F_{2}+v}\left\|D_{t}^{\sigma+s^{\prime}} D_{x}^{\alpha^{\prime}+\beta} v\right\| n_{0}$. Now $\left|\alpha^{\prime}\right|+|\beta|<p$ and $s^{\prime}+\left|\alpha^{\prime}\right|+(\sigma+|\beta|)+n_{0} \leqq l+\lambda+1+n_{0}-|\alpha|-s$. Thus, if $v=0$, then $\left\|D_{t}^{\sigma+s^{\prime}} D_{x}^{\gamma^{\prime}+\beta} v\right\|_{n_{0}} \leqq\|v\|_{x^{t+\lambda+1, p}}$. If $v>0$, i.e. $v=s+|\alpha|-n_{0}-1$, then $\left\|D_{t}^{\sigma+s^{\prime}} D_{x}^{\alpha^{\prime+\beta}} v\right\|_{n_{0}} \leqq\|v\|_{X^{1+\lambda-v, p}}$. Thus in this case (6.3) is estimated by $c_{s}\left(\|a\|_{F_{2}}\|v\|_{X^{1+\lambda+1}}+\|a\|_{F_{2+v}}\|v\|_{X^{t+\lambda-v, p}}\right)$.
(3) Let $s+|\alpha| \geqq n_{0}+\lambda+2$. Then, obviously, $\left\|D_{t}^{s} D_{x}^{\alpha} a\right\| \leqq\|a\|_{F_{2+\lambda}}$ and $\left\|D_{t}^{\sigma+s^{\prime}} D_{x}^{\alpha^{\prime}+\beta} v\right\|_{n_{0}} \leqq\|v\|_{l}$ since $s^{\prime}+\left|\alpha^{\prime}\right|+(\sigma+|\beta|)+n_{0} \leqq l+\lambda+1+n_{0}-s-$ $-|\alpha| \leqq l-1$.
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