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# On the $\mathcal{L}$-characteristic of fractional powers of linear operators 

Jürgen Appell, Marilda A. Simões, Petr P. Zabrejko


#### Abstract

We describe the geometric structure of the $\mathcal{L}$-characteristic of fractional powers of bounded or compact linear operators over domains with arbitrary measure. The description builds essentially on the Riesz-Thorin and Marcinkiewicz-Stein-WeissOvchinnikov interpolation theorems, as well as on the Krasnosel'skij-Krejn factorization theorem.
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The aim of this paper is to provide, by means of a simple geometric visualization, some results on fractional powers of self-adjoint operators in Banach spaces. The most advanced and complete theory refers to the scale of (real or complex) Lebesgue spaces $L_{p}=L_{p}(\Omega)(1 \leq p \leq \infty)$ over some compact domain $\Omega$ in Euclidean space; a full account may be found in the book [13], where results from [7]-[12] and [18] are reported in detail. In the present paper we consider the $L_{p}$-scale over arbitrary sets $\Omega$ equipped with a $\sigma$-finite measure; this covers, for example, the scale of sequence spaces $l_{p}(1 \leq p \leq \infty)$. Moreover, we give a more precise description of some aspects of fractional powers; this gives more information even in the very classical case $\Omega=[0,1]$. Finally, we discuss essentially new results on fractional powers which may be obtained by replacing the classical Riesz-Thorin theorem [22], [25] by sharper interpolation theorems; these theorems have been initiated by Marcinkiewicz [15], essentially enlarged by Stein and Weiss [24], and recently completed by Ovchinnikov [17].

In this connection, we would like to point the reader's attention to a problem which was raised in the paper [26] and is still unsolved. Apart from the independent interest in interpolation theory, its solution would have far-reaching consequences in many fields of both linear and nonlinear analysis, where fractional powers of operators occur. We shall come back to this problem in the last section.

## 1. Fractional powers in Hilbert space

Let $\Omega$ be an arbitrary nonempty set, $\mathcal{M}$ a $\sigma$-algebra of subsets of $\Omega$, and $\mu$ a countably additive and $\sigma$-finite measure on $\mathcal{M}$. By $L_{p}=L_{p}(\Omega)(1 \leq p \leq$ $\infty$ ) we denote the space of all (classes of) $\mu$-measurable functions which are $p$ integrable $(p<\infty)$ resp. essentially bounded $(p=\infty)$ on $\Omega$, equipped with the
usual algebraic operations and norm. We have to distinguish the case of real and complex functions; from time to time it will be stated explicitly which case we refer to.

Let $A: L_{2} \rightarrow L_{2}$ be a positive definite self-adjoint linear operator which is not necessarily bounded, but densely defined $\left(\overline{D(A)}=L_{2}\right)$. As is well known, such an operator admits a representation

$$
A x=\int_{0}^{\infty} \lambda d P_{\lambda} x \quad(x \in D(A))
$$

where $\left\{P_{\lambda}\right\}_{\lambda}$ denotes the corresponding spectral family. For $-\infty<\tau<\infty$, the fractional powers $A^{\tau}$ may be defined by

$$
\begin{equation*}
A^{\tau} x=\int_{0}^{\infty} \lambda^{\tau} d P_{\lambda} x \tag{1}
\end{equation*}
$$

The fractional powers $A^{\tau}$ with $0 \leq \tau \leq 1$ are of particular importance in interpolation theory.

In what follows, we shall be interested in fractional powers of linear operators $A$ between $L_{p}$ and $L_{q}$. Denote by $\mathcal{L}(A$, cont.) [resp. $\mathcal{L}(A$, comp. $)$ ] the set of all pairs $\left(\frac{1}{p}, \frac{1}{q}\right) \in[0,1] \times[0,1]$ such that $\overline{D(A) \cap L_{p}}=L_{p}$ and $A: L_{p} \rightarrow L_{q}$ is continuous [resp. compact]. Following [13], we call $\mathcal{L}(A, \ldots)$ the $\mathcal{L}$-characteristic of $A$. Since $A$ is self-adjoint, the set $\mathcal{L}(A, \ldots)$ is always symmetric with respect to the line $\frac{1}{p}+\frac{1}{q}=1$.

Let us recall two important special cases. First, if $\mu$ is finite on $\Omega$ we have $L_{p_{1}} \supseteq L_{p_{2}}$ for $p_{1} \leq p_{2}$, and thus $\mathcal{L}(A, \ldots)$ contains, together with any point $\left(\frac{1}{p}, \frac{1}{q}\right)$, also the rectangle $R^{c}=\operatorname{co}\left\{\left(\frac{1}{p}, \frac{1}{q}\right),\left(\frac{1}{p}, 1\right),(0,1),\left(0, \frac{1}{q}\right)\right\}$. Second, if $\mu$ is purely atomic on $\Omega$ and $\mu(s)$ is bounded away from zero for any $s \in \Omega$, we have $L_{p_{1}} \subseteq L_{p_{2}}$ for $p_{1} \leq p_{2}$, and thus $\mathcal{L}(A, \ldots)$ contains, together with any point $\left(\frac{1}{p}, \frac{1}{q}\right)$, also the rectangle $R^{d}=\operatorname{co}\left\{\left(\frac{1}{p}, \frac{1}{q}\right),\left(\frac{1}{p}, 0\right),(1,0),\left(1, \frac{1}{q}\right)\right\}$ (see Fig. 1).

One basic problem we shall be concerned with is the following. Once you know the $\mathcal{L}$-characteristic $\mathcal{L}\left(A\right.$, cont.), describe the $\mathcal{L}$-characteristic $\mathcal{L}\left(A^{\tau}\right.$, cont.) for $0 \leq \tau \leq 1$, and make this description as explicit as possible.

## 2. Some auxiliary results

In what follows, the basic tools will be the theorems of Riesz-Thorin [13], [22], [25] and Marcinkiewicz-Stein-Weiss [13], [15], [24], [27] on the interpolation of continuous operators, the Krasnosel'skij-Krejn theorem [10], [13] on the decomposition of operators over $L_{2}$, and the Krasnosel'skij theorem [9], [13] on the interpolation of compact operators.

The Riesz-Thorin theorem ([22], [25] or [13, Theorem 2.4]) states that the $\mathcal{L}$ characteristic $\mathcal{L}\left(A\right.$, cont.) is always a convex set, and the norm of $A$ from $L_{p(\lambda)}$ into $L_{q(\lambda)}$ satisfies the estimate

$$
\begin{equation*}
\|A\|_{p(\lambda) \rightarrow q(\lambda)} \leq C\|A\|_{p(0) \rightarrow q(0)}^{1-\lambda}\|A\|_{p(1) \rightarrow q(1)}^{\lambda} \tag{2}
\end{equation*}
$$


for

$$
\begin{equation*}
\frac{1}{p(\lambda)}=\frac{1-\lambda}{p(0)}+\frac{\lambda}{p(1)}, \frac{1}{q(\lambda)}=\frac{1-\lambda}{q(0)}+\frac{\lambda}{q(1)} \tag{3}
\end{equation*}
$$

In the complex case one may take $C=1$ in (2) (i.e. the left-hand norm is a logarithmically convex function of $\lambda \in[0,1]$ ), while in the real case one has to take $C=2$ in (2). However, if $p(0) \leq q(0)$ and $p(1) \leq q(1),(2)$ holds also in the real case with $C=1$.

The Krasnosel'skij theorem ([9] or [13, Theorem 5.4]) states that the $\mathcal{L}$-characteristic $\mathcal{L}(A$, comp. $)$ is convex as well. It should be emphasized, however, that the boundary of $\mathcal{L}(A$, cont.) in many cases does not belong to $\mathcal{L}(A$, comp. $)$ [26].

Following [13], we say that an operator $A$ satisfies Condition $\Lambda M(\alpha, \beta)(0 \leq$ $\alpha, \beta \leq 1$ ) if the measure $\mu$ is atomic-free and

$$
\begin{equation*}
\int_{E}\left(A \chi_{D}\right)(s) d s=O\left((\mu D)^{\alpha}(\mu E)^{1-\beta}\right) \tag{4}
\end{equation*}
$$

for any $D, E \in \mathcal{M}$. This condition means, in the language of interpolation theory, that $A$ acts from the Lorentz space $\Lambda_{\alpha}$ into the Marcinkiewicz space $M_{\beta}$, see e.g. [1], [2], [14]. In particular, if one of the three acting conditions

$$
A\left(\Lambda_{\alpha}\right) \subseteq L_{1 / \beta}, A\left(L_{1 / \alpha}\right) \subseteq L_{1 / \beta}, A\left(L_{1 / \alpha}\right) \subseteq M_{\beta}
$$

is satisfied, the operator $A$ satisfies Condition $\Lambda M(\alpha, \beta)$; moreover, all three conditions are stronger than Condition $\Lambda M(\alpha, \beta)$. This fact will be used several times in Section 4 below.

The Marcinkiewicz-Stein-Weiss theorem ([15], [24], [27] or [13, Theorem 2.9 and Theorem 8.2]) states that, whenever $A$ satisfies Condition $\Lambda M\left(\frac{1}{p(0)}, \frac{1}{q(0)}\right)$ and Condition $\Lambda M\left(\frac{1}{p(1)}, \frac{1}{q(1)}\right)$, where $p(0) \leq q(0), p(1) \leq q(1)$, and $q(0) \neq q(1)$, one has $\left(\frac{1}{p(\lambda)}, \frac{1}{q(\lambda)}\right) \in \mathcal{L}(A$, cont.) for $0<\lambda<1$ and $p(\lambda), q(\lambda)$ as in (3).

Throughout, for a given $p \in[1, \infty]$ we denote the conjugate index of $p$ by $p^{\prime}$, i.e. $p^{\prime}=\frac{p}{p-1}$ for $1<p<\infty, 1^{\prime}=\infty$, and $\infty^{\prime}=1$.

The Krasnosel'skij-Krejn theorem ([10] or [13, Theorem 9.1 and Theorem 9.2]) states that $\left(\frac{1}{p}, \frac{1}{p^{\prime}}\right) \in \mathcal{L}(A, \ldots)$ implies $\left(\frac{1}{p}, \frac{1}{2}\right) \in \mathcal{L}\left(A^{1 / 2}, \ldots\right),\left(\frac{1}{2}, \frac{1}{p^{\prime}}\right) \in$ $\mathcal{L}\left(A^{1 / 2}, \ldots\right)$, and

$$
\begin{equation*}
\max \left\{\left\|A^{1 / 2}\right\|_{p \rightarrow 2},\left\|A^{1 / 2}\right\|_{2 \rightarrow p^{\prime}}\right\} \leq\|A\|_{p \rightarrow p^{\prime}}^{1 / 2} \tag{5}
\end{equation*}
$$

Here the points in the $\mathcal{L}$-characteristic denote either continuity or compactness. In an abstract form, this theorem may be formulated as follows. Let $H$ be a Hilbert space, $X$ and $Y$ two Banach spaces such that $Y \subseteq X^{*}$ and $X \subseteq Y^{*}$ (continuous imbeddings), and $A: H \rightarrow H$ a densely defined self-adjoint operator such that $\overline{D(A) \cap X}=X$, and $A$ is continuous [resp. compact] from $X$ into $Y$. Then the square root $A^{1 / 2}$ of $A$ is continuous [resp. compact] both from $X$ into $H$ and from $H$ into $Y$ (see again [13]).

## 3. Application of the Riesz-Thorin theorem

In this section we prove two theorems on the $\mathcal{L}$-characteristic of fractional powers of a self-adjoint operator $A$. We begin with the following

Lemma 1. Let $0 \leq \tau(0), \tau(1) \leq 1$, and suppose that $A^{\tau(0)}$ maps $L_{2}$ into $L_{q(0)}$, and $A^{\tau(1)}$ maps $L_{2}$ into $L_{q(1)}$. Then $A^{\tau}$ maps $L_{2}$ into $L_{q}$, where

$$
\begin{equation*}
\tau=\frac{1}{2}(\tau(0)+\tau(1)), \frac{1}{q}=\frac{1}{2}\left(\frac{1}{q(0)}+\frac{1}{q(1)}\right) . \tag{6}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\left\|A^{\tau}\right\|_{2 \rightarrow q}^{2} \leq C\left\|A^{\tau(0)}\right\|_{2 \rightarrow q(0)}\left\|A^{\tau(1)}\right\|_{2 \rightarrow q(1)} \tag{7}
\end{equation*}
$$

where $C=1$ in the complex case, and $C=2$ in the real case.
Proof: Since $A$ is self-adjoint, $A^{\tau(0)}$ acts also from $L_{q^{\prime}(0)}$ into $L_{2}$, and $A^{\tau(1)}$ from $L_{q^{\prime}(1)}$ into $L_{2}$. Thus, $A^{\tau(0)+\tau(1)}$ acts both from $L_{q^{\prime}(0)}$ into $L_{q(1)}$ and from $L_{q^{\prime}(1)}$
into $L_{q(0)}$. By the Riesz-Thorin interpolation theorem, $A^{\tau(0)+\tau(1)}$ acts then from $L_{q^{\prime}}$ into $L_{q}$, and

$$
\left\|A^{\tau(0)+\tau(1)}\right\|_{q^{\prime} \rightarrow q} \leq C\left\|A^{\tau(0)}\right\|_{2 \rightarrow q(0)}\left\|A^{\tau(1)}\right\|_{2 \rightarrow q(1)}
$$

The assertion follows now from the Krasnosel'skij-Krejn theorem, by the choice (6) of $\tau$ and $q$.

Of course, if $A^{\tau(0)}$ and $A^{\tau(1)}$ are compact between the spaces given in Lemma 1, then $A^{\tau}$ is also compact between $L_{2}$ and $L_{q}$; this is an immediate consequence of the Krasnosel'skij interpolation theorem for compact operators.

Theorem 1. Let $0 \leq \tau(0), \tau(1) \leq 1$, and suppose that $\left(\frac{1}{2}, \frac{1}{q(0)}\right) \in \mathcal{L}\left(A^{\tau(0)}\right.$, cont.) and $\left(\frac{1}{2}, \frac{1}{q(1)}\right) \in \mathcal{L}\left(A^{\tau(1)}\right.$, cont.). Then $\left(\frac{1}{2}, \frac{1}{q(\lambda)}\right) \in \mathcal{L}\left(A^{\tau(\lambda)}\right.$, cont.) for any $\lambda \in$ $[0,1]$, where

$$
\begin{equation*}
\tau(\lambda)=(1-\lambda) \tau(0)+\lambda \tau(1), \frac{1}{q(\lambda)}=\frac{1-\lambda}{q(0)}+\frac{\lambda}{q(1)} \tag{8}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\left\|A^{\tau(\lambda)}\right\|_{2 \rightarrow q(\lambda)} \leq C\left\|A^{\tau(0)}\right\|_{2 \rightarrow q(0)}^{1-\lambda}\left\|A^{\tau(1)}\right\|_{2 \rightarrow q(1)}^{\lambda} \tag{9}
\end{equation*}
$$

where $C=1$ in the complex case, and $C=2$ in the real case.
Proof: Observe that Theorem 1 gives Lemma 1 for $\lambda=\frac{1}{2}$. Conversely, it is not hard to see that Lemma 1 implies Theorem 1. In fact, for $\lambda=j 2^{-k}(j=$ $\left.1,2, \ldots, 2^{k}-1 ; k=1,2, \ldots\right)$ we get by induction that

$$
\left\|A^{\tau(\lambda)}\right\|_{2 \rightarrow q(\lambda)} \leq C^{1-2^{-k}}\left\|A^{\tau(0)}\right\|_{2 \rightarrow q(0)}^{1-\lambda}\left\|A^{\tau(1)}\right\|_{2 \rightarrow q(1)}^{\lambda}
$$

which for $k=1$ (hence $j=1$ and $\lambda=\frac{1}{2}$ ) is the assertion of Lemma 1. Approximating now an arbitrary $\lambda \in[0,1]$ by a sequence of such numbers and using the continuity of (9) with respect to $\lambda$ and the moment inequality for fractional powers [13, Theorem 12.1] proves Theorem 1.

We remark that Theorem 1 was proved in the case of a bounded domain $\Omega \subset$ $\mathbb{R}^{N}$ with the Lebesgue measure $\mu$ in [13, Theorem 10.3 and Theorem 12.13].

Let us illustrate the assertion of Theorem 1 by Fig. 2 for the special choice $\tau(0)=0$ and $\tau(1)=1$, i.e. $A^{\tau(0)}=I$ and $A^{\tau(1)}=A$, where we have sketched only the lower right square $\left[\frac{1}{2}, 1\right] \times\left[0, \frac{1}{2}\right]$.

Of course, $\mathcal{L}(I$, cont.) consists in the "generic case" just of the one point $\left\{\left(\frac{1}{2}, \frac{1}{2}\right)\right\}$. Let $B=\left(\frac{1}{2}, \frac{1}{q}\right) \in \mathcal{L}\left(A\right.$, cont.) for some $q>2$. We have then $B^{\prime}=$


Figure 2
$\left(\frac{1}{q^{\prime}}, \frac{1}{2}\right) \in \mathcal{L}(A$, cont. $)$, by symmetry, and $\operatorname{co}\left\{B, B^{\prime}\right\} \subseteq \mathcal{L}(A$, cont. $)$, by the RieszThorin theorem. Theorem 1 implies that the segment $c o\left\{C, C^{\prime}\right\}$ belongs then to $\mathcal{L}\left(A^{\lambda}\right.$, cont.), where $C=\left(\frac{1}{2}, \frac{(1-\lambda) q+2 \lambda}{2 q}\right)$ and $C^{\prime}=\left(\frac{(1+\lambda) q-2 \lambda}{2 q}, \frac{1}{2}\right)$. Thus, the union of the $\mathcal{L}$-characteristics of $A^{\tau(\lambda)}$ covers the whole triangle co $\left\{\left(\frac{1}{2}, \frac{1}{2}\right), B, B^{\prime}\right\}$ as $\lambda($ and hence $\tau(\lambda))$ runs over the interval $[0,1]$.

We point out that Fig. 2 often reflects only a small part of the $\mathcal{L}$-characteristic $\mathcal{L}\left(A^{\tau(\lambda)}\right.$, cont.). For example, if the measure $\mu$ is continuous and bounded, or purely atomic and bounded away from zero, one can stick the rectangle $R^{c}$ or $R^{d}$, resp., of Fig. 1 at each point of $\mathcal{L}\left(A^{\tau(\lambda)}\right.$, cont.).

We now give an important generalization of Theorem 1 which we state as
Theorem 2. Let $0 \leq \tau(0), \tau(1) \leq 1$, and suppose that $\left(\frac{1}{q^{\prime}(0)}, \frac{1}{q(0)}\right) \in$ $\mathcal{L}\left(A^{\tau(0)}\right.$, cont.) and $\left(\frac{1}{q^{\prime}(1)}, \frac{1}{q(1)}\right) \in \mathcal{L}\left(A^{\tau(1)}\right.$, cont.). Then

$$
\begin{equation*}
\text { co }\left\{\left(\frac{1}{p^{\prime}(\lambda)}, \frac{1}{q(1)}\right),\left(\frac{1}{q^{\prime}(1)}, \frac{1}{p(\lambda)}\right)\right\} \subseteq \mathcal{L}\left(A^{\tau(\lambda)}, \text { cont. }\right) \tag{10}
\end{equation*}
$$

for any $\lambda \in[0,1]$, where $\tau(\lambda)$ and $q(\lambda)$ are given by (8), and

$$
\begin{equation*}
\frac{1}{p(\lambda)}=\frac{1}{q^{\prime}(\lambda)}+\frac{1}{q(\lambda)}-\frac{1}{q^{\prime}(\lambda)}, \frac{1}{p^{\prime}(\lambda)}=1-\frac{1}{p(\lambda)} \tag{11}
\end{equation*}
$$

Proof: We illustrate the proof of Theorem 2 by a geometrical reasoning on the $\mathcal{L}$-characteristic of $A^{\tau(\lambda)}$ (see Fig. 3), where we assume again that $\tau(0)=0$ and $\tau(1)=1$.


Figure 3
By hypothesis, we are now given a point $B=\left(\frac{1}{q^{\prime}}, \frac{1}{q}\right) \in \mathcal{L}(A$, cont.) on the diagonal, where $q=q(1)$. Let $C=\left(\frac{1}{2}, \frac{1}{q}\right)$ and $C^{\prime}=\left(\frac{1}{q^{\prime}}, \frac{1}{2}\right)$. We get $C, C^{\prime} \in$ $\mathcal{L}\left(A^{1 / 2}\right.$, cont. $)$, by Krasnosel'skij's theorem, and co $\left\{C, C^{\prime}\right\} \subseteq \mathcal{L}\left(A^{1 / 2}\right.$, cont. $)$ by the Riesz-Thorin theorem. Moreover, from Theorem 1 we conclude that $\operatorname{co}\left\{D, D^{\prime}\right\} \subseteq$ $\mathcal{L}\left(A^{\lambda / 2}\right.$, cont.), where $D=\left(\frac{1}{2}, \frac{(1-\lambda) q+2 \lambda}{2 q}\right)$ and $D^{\prime}=\left(\frac{(1+\lambda) q-2 \lambda}{2 q}, \frac{1}{2}\right)$.

Consider now the point $E=\left(\frac{(1+\lambda) q-2 \lambda}{2 q}, \frac{1}{q}\right)$.
From $D^{\prime}=\left(\frac{(1+\lambda) q-2 \lambda}{2 q}, \frac{1}{2}\right) \in \mathcal{L}\left(A^{\lambda / 2}\right.$, cont.) and $C=\left(\frac{1}{2}, \frac{1}{q}\right) \in \mathcal{L}\left(A^{1 / 2}\right.$, cont. $)$ it follows that $E \in \mathcal{L}\left(A^{(1+\lambda) / 2}\right.$, cont.), and thus also $\operatorname{co}\left\{E, E^{\prime}\right\} \subseteq \mathcal{L}\left(A^{(1+\lambda) / 2}\right.$, cont.), where $E^{\prime}=\left(\frac{1}{q^{\prime}}, \frac{(1-\lambda) q+2 \lambda}{2 q}\right)$. Since $\frac{\lambda}{2}$ runs over the interval $\left[0, \frac{1}{2}\right]$ and $\frac{1+\lambda}{2}$ runs over the interval $\left[\frac{1}{2}, 1\right]$ as $0 \leq \lambda \leq 1$, we conclude that the union of the $\mathcal{L}$ characteristics of $A^{\tau(\lambda)}$ covers the whole square co $\left\{\left(\frac{1}{2}, \frac{1}{2}\right), B, C, C^{\prime}\right\}$.

Observe that for $q^{\prime}(0)=q^{\prime}(1)=2$ we get $q^{\prime}(\lambda)=2$ and $p(\lambda)=q(\lambda)$ in (11). This shows that Theorem 1 is a special case of Theorem 2. Moreover, applying Theorem 2 to the midpoint of the interpolation scale (10) we conclude that $\left(\frac{1}{q^{\prime}(\lambda)}, \frac{1}{q(\lambda)}\right) \in \mathcal{L}\left(A^{\tau(\lambda)}\right.$, cont.) and

$$
\begin{equation*}
\left\|A^{\tau(\lambda)}\right\|_{q^{\prime}(\lambda) \rightarrow q(\lambda)} \leq C\left\|A^{\tau(0)}\right\|_{q^{\prime}(0) \rightarrow q(0)}^{1-\lambda}\left\|A^{\tau(1)}\right\|_{q^{\prime}(1) \rightarrow q(1)}^{\lambda} \tag{12}
\end{equation*}
$$

which in turn generalizes (9).

## 4. Application of the Stein-Weiss theorem

The two theorems of the preceding section build, apart from the Krasnosel'skijKrejn decomposition, on the classical Riesz-Thorin interpolation theorem. One should expect that these theorems admit a refinement if one replaces the RieszThorin theorem by the more sophisticated Stein-Weiss theorem. This is in fact true; we briefly describe the necessary modifications. A crucial point in the proof of Lemma 1 was the fact that, if the operator $A^{\tau(0)+\tau(1)}$ acts both from $L_{q^{\prime}(0)}$ into $L_{q(1)}$ and from $L_{q^{\prime}(1)} \operatorname{into} L_{q(0)}$, then it also acts from $L_{q^{\prime}}$ to $L_{q}$ with $\frac{1}{q}=\frac{1}{2}\left(\frac{1}{q(0)}+\right.$ $\left.\frac{1}{q(1)}\right)$ and $\frac{1}{q^{\prime}}=\frac{1}{2}\left(\frac{1}{q^{\prime}(0)}+\frac{1}{q^{\prime}(1)}\right)$. Now, the Stein-Weiss interpolation theorem tells us that this holds true if $A^{\tau(0)+\tau(1)}$ acts merely from $\Lambda_{1 / q^{\prime}(0)}$ into $M_{1 / q(1)}$, and from $\Lambda_{1 / q^{\prime}(1)}$ into $M_{1 / q(0)}$ i.e. satisfies both Condition $\Lambda M\left(1-\frac{1}{q(0)}, \frac{1}{q(1)}\right)$ and Condition $\Lambda M\left(1-\frac{1}{q(1)}, \frac{1}{q(0)}\right)(q(0), q(1) \geq 2)$. For this in turn it suffices to require in the hypotheses of Lemma 1 that $A^{\tau(j)}$ maps $L_{2}$ into the Marcinkiewicz space $M_{1 / q(j)}(j=0,1)$. We thus arrive at the following refinement of Theorem 1.
Theorem 3. Let $0 \leq \tau(0), \tau(1) \leq 1$ and $q(0), q(1) \geq 2$, and suppose that $A^{\tau(0)}\left(L_{2}\right) \subseteq M_{1 / q(0)}$ and $A^{\tau(1)}\left(L_{2}\right) \subseteq M_{1 / q(1)}$. Then the assertion of Theorem 1 holds for $0<\lambda<1$.

We shall not prove Theorem 3, since it is a special case of the following Theorem 4. In fact, applying the Stein-Weiss theorem, rather than the Riesz-Thorin theorem, in the proof of Theorem 2, we arrive at the following
Theorem 4. Let $0 \leq \tau(0), \tau(1) \leq 1$ and $q(0), q(1) \geq 2$, and suppose that $A^{\tau(0)}\left(\Lambda_{1 / q^{\prime}(0)}\right) \subseteq M_{1 / q(0)}$ and $A^{\tau(1)}\left(\Lambda_{1 / q^{\prime}(1)}\right) \subseteq M_{1 / q(1)}$. Then the assertion of Theorem 2 holds for $0<\lambda<1$.
Proof: First assume that $\lambda=1 / 2$. By the generalized Krasnosel'skij-Krejn factorization theorem, $A^{\tau(j) / 2}$ maps $\Lambda_{1 / q^{\prime}(j)}$ into $L_{2}$ and consequently maps $L_{2}$ into $M_{1 / q(j)}$. By composition, the operator $A^{(\tau(0)+\tau(1)) / 2}$ satisfies Conditions $\Lambda M\left(1-\frac{1}{q(0)}, \frac{1}{q(1)}\right)$ and $\Lambda M\left(1-\frac{1}{q(1)}, \frac{1}{q(0)}\right)$. The Stein-Weiss interpolation theorem implies that this operator maps $L_{1 / q^{\prime}(\lambda)}$ into $L_{1 / q(\lambda)}$, the midpoint of the interpolation scale. The proof is completed for general $\lambda$ by iterating this midpoint argument as was done in the proof of Theorem 1.

Let us visualize the statement of Theorem 3 again in the case $\tau(0)=0$ and $\tau(1)=1$. The $\mathcal{L}$-characteristic of $A^{0}=I$ is again $\mathcal{L}(I ;$ cont. $)=\left\{\left(\frac{1}{2}, \frac{1}{2}\right)\right\}$. If we suppose that $A$ maps $L_{2}$ into some Marcinkiewicz space $M_{\beta}\left(0<\beta<\frac{1}{2}\right)$, then $A$ maps, by symmetry, the Lorentz space $\Lambda_{1-\beta}$ into $L_{2}$. This does not imply, of course, that $B=\left(\frac{1}{2}, \beta\right) \in \mathcal{L}\left(A\right.$, cont.) or $B^{\prime}=\left(1-\beta, \frac{1}{2}\right) \in \mathcal{L}(A$, cont.). However, the Marcinkiewicz-Stein-Weiss theorem tells us that the open segment $\left(c o\left\{B, B^{\prime}\right\}\right) \backslash\left\{B, B^{\prime}\right\}$ belongs to the $\mathcal{L}$-characteristic $\mathcal{L}(A$, cont.) (see Fig. 4). By

Theorem 1, the whole interior of the triangle co $\left\{\left(\frac{1}{2}, \frac{1}{2}\right), B, B^{\prime}\right\}$ is covered by the union of the $\mathcal{L}$-characteristics $\mathcal{L}\left(A^{\tau(\lambda)}\right.$, cont.) as $\lambda$ runs over the interval [0,1].

Thus, the only question arises whether or not the points on the boundary co $\left\{\left(\frac{1}{2}, \frac{1}{2}\right), B\right\}$ (and, by symmetry, on the boundary co $\left.\left\{\left(\frac{1}{2}, \frac{1}{2}\right), B^{\prime}\right\}\right)$ belong to $\mathcal{L}\left(A^{\tau(\lambda)}\right.$, cont.). Now, if $C=\left(\frac{1}{2}, \frac{1}{q}\right)$ is any point strictly above $B$ (i.e. $\beta q<1$ ), the acting condition $A^{\tau(\lambda)}\left(L_{2}\right) \subseteq M_{\beta}$ implies that $C \in \mathcal{L}\left(A^{\tau(\lambda)}\right.$, cont.). Thus, all points of the semi-open segment $\left(c o\left\{\left(\frac{1}{2}, \frac{1}{2}\right), B\right\}\right) \backslash\{B\}$ belong to the union of the $\mathcal{L}$-characteristics of $A^{\tau(\lambda)}$ (see again Fig. 4).

If we illustrate Theorem 4 on the $\mathcal{L}$-characteristics $\mathcal{L}\left(A^{\tau(\lambda)}\right.$, cont.) we get Fig. 5 below. The point $B=\left(\frac{1}{q^{\prime}}, \frac{1}{q}\right)$ corresponds to the acting condition $A\left(\Lambda_{1 / q^{\prime}}\right) \subseteq$ $M_{1 / q}$ (and thus does not necessarily belong to $\mathcal{L}(A$, cont.)). Similarly, the points $C=\left(\frac{1}{2}, \frac{1}{q}\right)$ and $C^{\prime}=\left(\frac{1}{q^{\prime}}, \frac{1}{2}\right)$ correspond to the acting conditions $A^{1 / 2}\left(L_{2}\right) \subseteq$ $M_{1 / q}$ and $A^{1 / 2}\left(\Lambda_{1 / q^{\prime}}\right) \subseteq L_{2}$ (and thus do not necessarily belong to $\mathcal{L}\left(A^{1 / 2}\right.$, cont.) either). But already the open segment $\left(\operatorname{co}\left\{C, C^{\prime}\right\}\right) \backslash\left\{C, C^{\prime}\right\}$ belongs to $\mathcal{L}\left(A^{1 / 2}\right.$, cont. $)$, by the Marcinkiewicz-Stein-Weiss theorem. Repeating the above reasoning, one sees that the whole square $\operatorname{co}\left\{\left(\frac{1}{2}, \frac{1}{2}\right), B, C, C^{\prime}\right\}$, except for the lower boundary $\operatorname{co}\{B, C\}$ and the right boundary $\operatorname{co}\left\{B, C^{\prime}\right\}$, is covered by the union of the $\mathcal{L}$ characteristics $\mathcal{L}\left(A^{\tau(\lambda)}\right.$, cont.).

## 5. Ménage à trois

Theorem 1 refers to the case when we are given, except for the point $\left(\frac{1}{2}, \frac{1}{2}\right)$, some point on the vertical line $\frac{1}{p}=\frac{1}{2}$ which belongs to the $\mathcal{L}$-characteristic of $A$. On the other hand, Theorem 2 refers to the case when we are given, except for the point $\left(\frac{1}{2}, \frac{1}{2}\right)$, some point on the diagonal line $\frac{1}{p}+\frac{1}{q}=1$ which belongs to the $\mathcal{L}$-characteristic of $A$. Combining these hypotheses, i.e. assuming that $B=\left(\frac{1}{2}, \frac{1}{q}\right) \in \mathcal{L}\left(A\right.$, cont.) and $C=\left(\frac{1}{p^{\prime}}, \frac{1}{p}\right) \in \mathcal{L}(A$, cont. $)$, where $2<p<q<\infty$, and letting the three points $\left(\frac{1}{2}, \frac{1}{2}\right), B$, and $C$ play simultaneously ("ménage à trois") gives a much more interesting picture.

First of all, by the Riesz-Thorin theorem we have then

$$
c o\left\{B, B^{\prime}, C\right\} \subseteq \mathcal{L}(A, \text { cont. })
$$

(see Fig. 6).
The construction of $\mathcal{L}\left(A^{1 / 2}\right.$, cont.), say, goes then as follows. By Theorem 1 , we know that the segment $\operatorname{co}\left\{D, D^{\prime}\right\}$ belongs to $\mathcal{L}\left(A^{1 / 2}\right.$, cont.), where $D=$ $\left(\frac{1}{2}, \frac{1}{4}+\frac{1}{2 q}\right)$ is the midpoint between $\left(\frac{1}{2}, \frac{1}{2}\right)$ and $B$, and $D^{\prime}=\left(\frac{1}{4}+\frac{1}{2 q}, \frac{1}{2}\right)$ is its counterpart. On the other hand, by Theorem 2 we know that both points $F=\left(\frac{1}{2}, \frac{1}{p}\right)$ and $F^{\prime}=\left(\frac{1}{p}, \frac{1}{2}\right)$ belong to $\mathcal{L}\left(A^{1 / 2}\right.$, cont.) as well, and hence

$$
\begin{equation*}
\operatorname{co}\left\{D, D^{\prime}, F, F^{\prime}\right\} \subseteq \mathcal{L}\left(A^{1 / 2}, \text { cont. }\right) \tag{14}
\end{equation*}
$$


(see again Fig. 6).
Let us now construct $\mathcal{L}\left(A^{1 / 4}\right.$, cont.) and $\mathcal{L}\left(A^{3 / 4}\right.$, cont. $)$, say. From $D, D^{\prime} \in$ $\mathcal{L}\left(A^{1 / 2}\right.$, cont. ) and Theorem 1 it follows that $G, G^{\prime} \in \mathcal{L}\left(A^{1 / 4}\right.$, cont. $)$, where $G=$ $\left(\frac{1}{2}, \frac{3}{4}+\frac{1}{2 q}\right)$ is the midpoint between $\left(\frac{1}{2}, \frac{1}{2}\right)$ and $D$, and $G^{\prime}=\left(\frac{3}{4}+\frac{1}{2 q^{\prime}}, \frac{1}{2}\right)$ is its counterpart. Furthermore, since the midpoint $H=\left(\frac{1}{4}+\frac{1}{2 p^{\prime}}, \frac{1}{4}+\frac{1}{2 p}\right)$ between $F$ and $F^{\prime}$ belongs to $\mathcal{L}\left(A^{1 / 2}\right.$, cont.), we conclude from Theorem 2 that $J, J^{\prime} \in$


Figure 6
$\mathcal{L}\left(A^{1 / 4}\right.$, cont.), where $J=\left(\frac{1}{2}, \frac{1}{4}+\frac{1}{2 p}\right)$ and $J^{\prime}=\left(\frac{1}{4}+\frac{1}{2 p^{\prime}}, \frac{1}{2}\right)$. Consequently (see Fig. 7),

$$
\begin{equation*}
c o\left\{G, G^{\prime}, J, J^{\prime}\right\} \subseteq \mathcal{L}\left(A^{1 / 4}, \text { cont. }\right) \tag{15}
\end{equation*}
$$

From $B, B^{\prime} \in \mathcal{L}\left(A\right.$, cont.) and $D, D^{\prime} \in \mathcal{L}\left(A^{1 / 2}\right.$, cont.) we conclude that $K, K^{\prime} \in$ $\mathcal{L}\left(A^{3 / 4}\right.$, cont.), where $K=\left(\frac{1}{2}, \frac{1}{8}+\frac{3}{4 q}\right)$ is the midpoint between $B$ and $D$, and $K^{\prime}=\left(\frac{1}{8}+\frac{3}{4 q^{\prime}}, \frac{1}{2}\right)$. Similarly, from $B, B^{\prime} \in \mathcal{L}\left(A\right.$, cont.) and $F, F^{\prime} \in \mathcal{L}\left(A^{1 / 2}\right.$, cont.) it follows that $L, L^{\prime} \in \mathcal{L}\left(A^{3 / 4}\right.$, cont.), where $L=\left(\frac{1}{2}, \frac{1}{2 p}+\frac{1}{2 q}\right)$ is the midpoint between $B$ and $F$, and $L^{\prime}=\left(\frac{1}{2 p^{\prime}}+\frac{1}{2 q^{\prime}}, \frac{1}{2}\right)$. Moreover, if $M=\left(\frac{1}{4}+\frac{1}{2 p^{\prime}}, \frac{1}{4}+\frac{1}{2 p}\right)$ denotes the midpoint between $F$ and $F^{\prime}$, then the midpoint $N=\left(\frac{1}{8}+\frac{3}{4 p^{\prime}}, \frac{1}{8}+\frac{3}{4 p}\right)$ between $C$ and $M$ lies on the boundary of $\mathcal{L}\left(A^{3 / 4}\right.$, cont.). Finally, denoting $P=\left(\frac{1}{4}+\frac{1}{2 p^{\prime}}, \frac{1}{p}\right)$ and $P^{\prime}=\left(\frac{1}{p^{\prime}}, \frac{1}{4}+\frac{1}{2 p}\right)$, we have (see again Fig. 7)

$$
\begin{equation*}
c o\left\{K, K^{\prime}, L, L^{\prime}, P, P^{\prime}\right\} \subseteq \mathcal{L}\left(A^{3 / 4}, \text { cont. }\right) \tag{16}
\end{equation*}
$$

In this way, one may visualize the $\mathcal{L}$-characteristic of $A^{\tau(\lambda)}$ for any $\lambda \in[0,1]$ and, in particular, see how $\mathcal{L}\left(A^{\tau(\lambda)}\right.$, cont.) shrinks continuously, as $\lambda$ decreases from 1 to 0 , to the point $\left(\frac{1}{2}, \frac{1}{2}\right)$. By our choice of $p$ and $q$, the whole "ménage" takes place in the lower right quadrant. If one chooses points $B$ and $C$ in different quadrants of the square $[0,1] \times[0,1]$, the picture may become more sophisticated. We do not know, however, whether to every such picture there corresponds an operator $A$ with such an $\mathcal{L}$-characteristic.


Figure 7
It is clear that, building on Theorem 3 and Theorem 4, one may repeat the constructions of this section, just starting from the weaker Condition $\Lambda M(\alpha, \beta)$. Since this is parallel to Section 4, we shall not go into the details.

## 6. Concluding remarks

One of our main tasks in the preceding sections consisted in constructing a possibly large portion of some $\mathcal{L}$-characteristic, starting from just two or three points in the square $[0,1] \times[0,1]$. Since all operators were supposed to be self-adjoint, we always obtained portions which are symmetric with respect to the diagonal $\frac{1}{p}+\frac{1}{q}=1$. Conversely, it was observed by B.S. Mitjagin (see [10]) that any convex subset $\Sigma$ of the square $[0,1] \times[0,1]$ which is symmetric with respect to the diagonal $\frac{1}{p}+\frac{1}{q}=1$, is the $\mathcal{L}$-characteristic (possibly, up to boundary points), of some continuous selfadjoint operator $A$. A complete characterization of all possible $\mathcal{L}$-characteristics was obtained by S.D. Riemenschneider in [20], [21]: In case $\Omega=[0,1]$ equipped with the Lebesgue measure $\mu$, a set $\Sigma \subseteq[0,1] \times[0,1]$ is precisely the $\mathcal{L}$-characteristic of a continuous operator if and only if $\Sigma$ is convex, $F_{\sigma}$, and monotone (i.e. contains together with any point ( $\frac{1}{p}, \frac{1}{q}$ ) the rectangle $R^{c}$ given in Fig. 1) [20]. Similarly, in case $\Omega=[0, \infty)$ an analogous statement holds without the monotonicity requirement on $\Sigma$.

It is clear that, given an arbitrary convex $F_{\sigma}$ set $\Sigma \subseteq[0,1] \times[0,1]$, we can recover in general only a small portion of $\Sigma$ by applying the above interpolation theorems (namely any subset $\Pi$ which is bounded by some polygon, see Fig. 8). The problem how to find all the other points of $\mathcal{L}\left(A^{\tau}\right.$, cont.) from $\mathcal{L}(A$, cont. $)$, except those already recovered by means of interpolation theorems, was raised

in [26] and is, to our knowledge, still unsolved.
The methods and results discussed in the present paper may be extended in different directions. For example, one could combine the assumptions on the Lebesgue spaces $L_{p}$, on the one hand, and the Lorentz spaces $\Lambda_{\alpha}$ and Marcinkiewicz spaces $M_{\beta}$, on the other, by considering the general interpolation spaces $L(p, q)$ (see e.g. [3], [6], [16]). Further, one could consider fractional powers of operators in Orlicz spaces (see e.g. [19], [23]), or even in general Calderón scales [4], [5] of spaces of measurable functions, and try to apply abstract interpolation theorems [2], [3], [14].
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