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Existence of mild solutions for

semilinear equation of evolution

Anna Karczewska, Stanis law Wȩdrychowicz

Abstract. The aim of this paper is to give an existence theorem for a semilinear equation
of evolution in the case when the generator of semigroup of operators depends on time
parameter. The paper is a generalization of [2]. Basing on the notion of a measure
of noncompactness in Banach space, we prove the existence of mild solutions of the
equation considered. Additionally, the applicability of the results obtained to control
theory is also shown. The main theorem of the paper allows to characterize the set of
controls providing solutions of the system considered. Moreover, the application of the
main theorem for elliptic equations is given.

Keywords: semilinear equation of evolution, mild solutions, measure of noncompactness,
sublinear measure

Classification: 34A10, 49E30

1. Introduction

We consider the following semilinear equation of evolution

(1.1)

{

x′(t) = A(t)x + f(t, x), t ∈ [0, T ]

x(0) = x0,

where A(t) : D(A(t)) ⊂ X→ X is a linear operator in Banach space X for every
t ∈ [0, T ] and f : [0, T ]×X→ X is a continuous function.

We assume that f satisfies the comparison condition of the type

(1.2) µ(f(t, X)) ≤ ω(t, µ(X)), X ⊂ X, and X is bounded,

where µ is the so-called sublinear measure of noncompactness and ω(t, µ) is a
Kamke comparison function of Coddington and Levinson type [3].

In the paper we prove a theorem on the existence of mild solutions for the
semilinear equation of evolution (1.1). The results which we are going to prove
generalize those of Pazy [7]–[8], Kato [5], Friedman [4] and others, see e.g. [9]. The
considerations of this paper base on the notion of a measure of noncompactness
in Banach space. The main theorem of the paper gives a characterization of the
set of solutions of the system controlled. Precisely, solution of the system exists
when a set of controls is relatively compact.
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2. Preliminaries and notation

Let X be a given Banach space with the norm ‖ · ‖ and the zero element θ.
Denote by X̄ and ConvX the closure and the convex closure of the set X , re-
spectively. By λ1X + λ2Y , λ1, λ2 ∈ R, we denote the linear combination of sets
X, Y ∈ X. Further, let MX denote the family of all nonempty and bounded
subsets of X and NX the family of all nonempty and relatively compact sets in
X.

By Zc we denote the family of all closed sets belonging to a nonempty family
Z of subsets of the space X.

Definition 2.1. A function µ :MX → [0,+∞) is called a measure of noncom-
pactness if it satisfies the following conditions:

(1) the family P = {X ∈MX : µ(X) = 0} is nonempty and P ⊂ NX ,
(2) X ⊂ Y ⇒ µ(X) ≤ µ(Y ),
(3) µ(X̄) = µ(X),
(4) µ(ConvX) = µ(X),
(5) µ(λX + (1− λ)Y ) ≤ λµ(X) + (1− λ)µ(Y ) for λ ∈ [0, 1],
(6) if Xn ∈MX , X̄n = Xn, Xn+1 ⊂ Xn, n = 1, 2, . . . , and if

lim
n→∞

µ(X ′
n) = 0

then

X∞ =

∞
⋂

n=1

Xn 6= ∅.

The family P described in (1) is the kernel of the measure µ and it is denoted
by kerµ. It may be shown that (kerµ)c forms a closed subspace of the spaceMc

X
with respect to the Hausdorff distance (see, e.g. [1]).

Definition 2.1′. The measure of noncompactness µ is called sublinear if it sat-
isfies additionally the following two conditions:

(7) µ(X + Y ) ≤ µ(X) + µ(Y ),
(8) µ(λX) = |λ|µ(X) for λ ∈ R.

For a given measure µ in the space X let us denote:

Xµ = {x ∈M : x ∈ kerµ}.

Proposition 2.2. If µ is a sublinear measure then Xµ forms a closed linear

subspace of the space X. Additionally, µ(x + X) = µ(X) for any sublinear
measure µ and x ∈ X .

Let (X, ̺) be a metric space and A ∈ X. By ̺(x, A) denote the distance
between point x and set A:

̺(x, A) = inf
a∈A

̺(x, a).
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Definition 2.3. Let A, B ⊂ X be nonempty bounded sets. The number

̺H (A, B) = max

{

sup
a∈A

̺(a, B), sup
b∈B

̺(A, b)

}

,

is called the Hausdorff distance between A and B. (For its properties we refer,
e.g., to [6].)

Let K(x, r) denote the closed ball centered at x with radius r.

In the sequel we shall use the following lemma.

Lemma 2.4 ([1]). If µ is a sublinear measure of noncompactness then

|µ(X)− µ(Y )| ≤ µ(K(θ, 1))̺H (X, Y )

for any X, Y ⊂ X.

3. Main results

We start with the following definition.

Definition 3.1 (see [8]). A two parameters family of bounded linear operators
U(t, s), 0 ≤ s ≤ t ≤ T , on X is called an evolution system if the following two
conditions are satisfied:

(1) U(s, s) = I, U(t, r)U(r, s) = U(t, s) for 0 ≤ s ≤ r ≤ t ≤ T ,
(2) (t, s)→ U(t, s) is strongly continuous for 0 ≤ s ≤ t ≤ T .

Now we can formulate the main lemma.

Lemma 3.2. If µ is a sublinear measure of noncompactness, U(t, s), 0 ≤ s ≤
t ≤ T is an evolution system, and B ⊂ X is nonempty and bounded set then

µ(U(t, s)B) ≤ µ(B).

Proof: First we shall prove the following equality

(3.1) µ
(

⋃

0≤s≤t≤T

U(t, s)B
)

= µ(B).

Let n ∈ N and δ > 0 be such that for T > 0 we give [0, T ] = [0, nδ]. Considering
the operators U(t, s) on subintervals we can deduce that

µ
(

⋃

0≤s≤t≤T

U(t, s)B
)

=

= max







µ
(

⋃

0≤s≤t≤δ

U(t, s)B
)

, µ
(

⋃

δ≤s≤t≤2δ

U(t, s)B
)

, . . . ,

µ
(

⋃

(n−1)δ≤s≤t≤nδ

U(t, s)B
)







.
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By Lemma 2.4
∣

∣

∣

∣

∣

∣

µ
(

⋃

0≤s≤t≤δ

U(t, s)B
)

− µ(B)

∣

∣

∣

∣

∣

∣

≤ µ

(

K(θ, 1)̺H

(

⋃

0≤s≤t≤δ

U(t, s)B, B
)

)

≤ µ(K(θ, 1)) sup
x∈Conv Fr(B)
0≤s≤t≤δ

‖x − U(t, s)x‖

≤ µ(K(θ, 1)) sup
0≤s≤t≤δ

‖I − U(t, s)‖ sup
x∈ConvFr(B)

‖x‖ ≤ ε,

for any ε > 0, where Fr(B) denotes the boundary of B.

Analogously, we obtain
∣

∣

∣

∣

∣

∣

µ
(

⋃

δ≤s≤t≤2δ

U(t, s)B
)

− µ(B)

∣

∣

∣

∣

∣

∣

≤ µ(K(θ, 1))̺H

(

⋃

δ≤s≤t≤2δ

U(t, s)B, B
)

≤ µ(K(θ, 1)) sup
x∈ConvFr(B)

δ≤s≤t≤2δ

‖U(t, s)x − x‖

≤ µ(K(θ, 1))

(

sup
x∈ConvFr(B)
0≤s1≤t1≤δ
δ≤s≤t≤2δ

‖U(t, s)− U(t1, s1)‖‖x‖

+ sup
x∈Conv Fr(B)
0≤s1≤t1≤δ

‖U(t1, s1)− I‖‖x‖

)

≤ ε1,

for any ε1 > 0.

By induction and from the above estimation we have

(3.2)

∣

∣

∣

∣

∣

∣

µ
(

⋃

δ(k−1)≤s≤t≤kδ

U(t, s)B
)

− µ(B)

∣

∣

∣

∣

∣

∣

≤ εk,

for any εk > 0 and 1 ≤ k ≤ n.

Using the inequality (3.2) and (3.1) we get

(3.3) µ(B) = µ
(

⋃

0≤s≤t≤T

U(t, s)B
)

.
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Then, by the equality (3.3) and property of the measure of noncompactness we
obtain that

µ(U(t, s)B) ≤ µ(B)

for s < t and s, t ∈ [0, T ]. �

Now we can introduce the following definitions.

Definition 3.3. Let {A(t)}t∈[0,T ] satisfy some regularity conditions and let

U(t, s), 0 ≤ s ≤ t ≤ T be the evolution system generated by {A(t)}t∈[0,T ].

The continuous function x = x(t) such that

x(t) = U(t, 0)x0 +

∫ t

0
U(t, s)f(s, x(s)) ds, t ∈ [0, T ],

is called the mild solution of the initial values problem (1.1).

Definition 3.4. By the class D we denote the family of functions ω(t, u) = ω :
[0, T ]× R+ → R+, ω(t, 0) = 0, which are locally Lebesgue integrable and satisfy
the Carathéodory conditions i.e. they are Lebesgue measurable with respect to t

for any u and continuous in u for any t. Moreover, for each t0 ∈ (0, T ] and u0 > 0
there exists a function h(t) Lebesgue integrable on the interval [t0, T ] such that
ω(t, u) ≤ h(t) for (t, u) ∈ [t0, T ] × [0, u0]. Furthermore we assume that the only
continuous function on the interval [0, T ] which satisfies the inequality

u(t̄)− u(t) ≤

∫ t̄

t
ω(s, u(s)) ds, 0 ≤ t ≤ t̄ ≤ T,

and such that limt→0+
u(t)

t = u(0) = 0, is the function u(t) ≡ 0.

Let C = C([0, T ],X) be the Banach space of all continuous functions acting
from the interval [0, T ] intoX with the usual maximum norm ‖x‖c = max{‖x(t)‖ :
t ∈ [0, T ]}. For a given set B ∈MC let us denote

B(t) = {x(t) : x ∈ B}
∫ t

0
B(s) ds =

{
∫ t

0
x(s) ds : x ∈ B

}

.

Lemma 3.5 ([1]). If all functions belonging to B are equicontinuous then

µ
(

∫ t

0
B(s) ds

)

≤

∫ t

0
µ(B(s)) ds.
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Definition 3.6. Assume that f : [0, T ] × X → X is continuous and bounded:
‖f(t, x)‖ ≤ E and µ is a sublinear measure of noncompactness in X. We say
that the function f satisfies the Kamke comparison condition with respect to the
measure µ if for any set B ∈MX and almost all t ∈ [0, T ] the following inequality
holds

µ(f(t, B)) ≤ ω(t, µ(B)),

where ω(t, u) is a comparison function from the class of Coddington and Levinson.

From the Definition 3.4, for any point x ∈ Xµ we have

µ(f(t, {x})) ≤ ω(t, µ({x})) = 0

for almost all t ∈ [0, T ], so that in view of the continuity of f we obtain that
f : [0, T ]×Xµ → Xµ.

Proposition 3.7. Let us assume that A(t) is a bounded linear operator on X
for 0 ≤ t ≤ T and t → A(t) is continuous in the uniform operator topology. Then

(3.4) ‖U(t, s)‖ ≤ M for t, s ∈ [0, T ], where M ∈ R+.

Now we are in a position to formulate the main theorem of the paper.

Theorem 3.8. Assume that the function f is uniformly continuous on [0, T ]×
K(x0, r). Suppose ‖f(x, t)‖ ≤ E, ETM ≤ r and f satisfies the Kamke comparison

condition of the form (1.2) with respect to sublinear measure µ. Let A(t) be a
linear operator in Banach space X for every t ∈ [0, T ] and satisfy the condition
of Proposition 3.7. Then the system (1.1) has at least mild solution x such that

x(t) ∈ Xµ for all t ∈ [0, T ] and x(0) = x0 (provided x0 ∈ Xµ).

Proof: From assumptions we get the following estimate

(3.5)

‖x(t)− x(s)‖ =

∥

∥

∥

∥

U(t, 0)x0 +

∫ t

0
U(t, τ)f(τ, x(τ)) dτ

−U(s, 0)x0 −

∫ s

0
U(s, τ)f(τ, x(τ)) dτ

∥

∥

∥

∥

=

∥

∥

∥

∥

U(t, 0)x0 − U(s, 0)x0 +

∫ s

0
[U(t, τ)f(τ, x(τ))

−U(s, τ)f(τ, x(τ))] dτ +

∫ t

s
U(t, τ)f(τ, x(τ)) dτ

∥

∥

∥

∥

≤ ME|t − s|+ ‖U(t, 0)x0 − U(s, 0)x0‖

+

∫ s

0
‖U(t, τ)f(τ, x(τ)) − U(s, τ)f(τ, x(τ))‖ dτ.

Let us put

(3.6) P = sup
τ∈[0,T ]

‖A(τ)‖,
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and

(3.7) D = exp
(

∫ t

0
‖A(τ)‖ dτ

)

.

Then by theorem of mean value in view of (3.4) and (3.6) we have

(3.8)
‖U(t, 0)x0 − U(s, 0)x0‖ = |t − s|‖A(ξ)U(ξ, 0)x0‖

≤ |t − s| · MP‖x0‖,

where ξ ∈ [s, t].

Now, by theorem of mean value and (3.4), (3.6) and (3.7) we obtain

(3.9)

∫ s

0
‖U(t, τ)f(τ, x(τ)) − U(s, τ)f(τ, x(τ))‖ dτ

≤ E

∫ s

0
‖U(t, τ)− U(s, τ)‖ dτ

≤ E|t − s|

∫ s

0
‖A(ξ1)‖‖U(ξ1, τ)‖ dτ

≤ EPT |t − s| exp

∫ t

0
‖A(τ)‖ dτ = EPDT |t− s|

whenever ξ1 ∈ [s, t].

Hence, using (3.5), (3.8) and (3.9) we derive

(3.10) ‖x(t)− x(s)‖ ≤ K|t − s|,

where K =ME +MP‖x0‖+ EPDT .

Denote by X0 ⊂ C the set of all functions x satisfying the condition (3.10)
and such that x(0) = x0. Obviously X0 is bounded, closed, equicontinuous and
convex.

It is easy to show that the transformation

(Fx)(t) = U(t, 0)x0 +

∫ t

0
U(t, τ)f(τ, x(τ)) dτ,

maps continuously X0 into itself so our problem is equivalent to the existence of
a fixed point of F.

Next, let us denote Xi+1 = ConvFXi, i = 0, 1, 2, . . . . Observe that all these
sets are of the same type as X0 and Xi+1 ⊂ Xi. Let us put ui(t) = µ(Xi(t)).
Obviously 0 ≤ ui+1(t) ≤ ui(t), i = 0, 1, 2, . . . . Thus the sequence ui(t) converges
uniformly to function u∞(t).
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Put y(t) = U(t, 0)x0 + U(t, 0)f(0, x0)t and x ∈ X1. Then we have

‖x(t)− y(t)‖ =

∥

∥

∥

∥

∫ t

0
U(t, τ)f(τ, x(τ)) dτ −

∫ t

0
U(t, 0)f(0, x0) dτ

∥

∥

∥

∥

=

∥

∥

∥

∥

∫ t

0
[U(t, τ)f(τ, x(τ)) − U(t, τ)f(0, x0)] dτ

+

∫ t

0
[U(t, τ)f(0, x0)− U(t, 0)f(0, x0)] dτ

∥

∥

∥

∥

≤ M

∫ t

0
‖f(τ, x(τ)) − f(0, x0)‖ dτ

+

∫ t

0
‖U(t, τ)f(0, x0)− U(t, 0)f(0, x0)‖ dτ

≤ Mta(t) + tb(t),

where

a(t) = sup{‖f(0, x0)− f(τ, x)‖ : τ ≤ t,

‖x − x0‖ ≤ EMτ + ‖U(τ, 0)x0 − U(0, 0)x0‖}

= sup{‖f(0, x0)− f(τ, x)‖ : τ ≤ t, ‖x − x0‖ ≤ EMτ +MP‖x0‖},

b(t) = sup{‖U(t, τ)f(0, x0)− U(t, 0)f(0, x0)‖ : τ ≤ t}.

Obviously
lim
t→0

a(t) = lim
t→0

b(t) = 0.

Moreover

(3.11)
X1(t) ⊂ K(y(t), (a(t)M + b(t)t))

= U(t, 0)x0 + U(t, 0)f(0, x0)t+ t(a(t)M + b(t))K(θ, 1).

Because x0 ∈ Xµ, f(0, x0) ∈ Xµ and in virtue of the fact that µ is sublinear
measure of noncompactness, by Lemma 3.2 and (3.11) we have

(3.12)

u1(t) = µ(X1(t))

≤ µ(U(t, 0)x0) + tµ(U(t, 0)f(0, x0)) + t(Ma(t) + b(t))µ(K(θ, 1))

= t(Ma(t) + b(t))µ(K(θ, 1)).

Now using the inequality
u∞(t) ≤ u1(t),

by (3.12) we obtain

lim
t→0+

u∞

t
= 0.
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Applying Lemma 3.2 and (3.4) for any arbitrary fixed t, t̄ ∈ [0, T ], t ≤ t̄ we
obtain

un+1(t̄)− un+1(t) = µ
(

U(t̄, 0)x0 +

∫ t̄

0
U(t̄, τ)f(τ, Xn(τ)) dτ

)

− µ
(

U(t, 0)x0 +

∫ t

0
U(t, τ)f(τ, Xn(τ)) dτ

)

= µ
(

∫ t̄

0
U(t̄, τ)f(τ, Xn(τ)) dτ

)

− µ
(

∫ t

0
U(t, τ)f(τ, Xn(τ)) dτ

)

≤ µ
(

∫ t̄

t
U(t̄, τ)f(τ, Xn(τ)) dτ

)

+ µ
(

∫ t

0
U(t̄, τ)f(τ, Xn(τ)) dτ

)

− µ
(

∫ t

0
U(t, τ)f(τ, Xn(τ)) dτ

)

= µ
(

∫ t̄

t
U(t̄, τ)f(τ, Xn(τ) dτ)

)

+ µ
(

U(t̄, t)

∫ t

0
U(t, τ)f(τ, Xn(τ)) dτ

)

− µ
(

∫ t

0
U(t, τ)f(τ, Xn(τ)) dτ

)

≤

∫ t̄

t
µ(U(t̄, τ)f(τ, Xn(τ))) dτ

≤

∫ t̄

t
ω(τ, un(τ)) dτ.

Hence, passing to the limit with n → ∞ we have

u∞(t̄)− u∞(t) ≤

∫ t̄

0
ω(τ, u∞(τ)) dτ.

Thus u∞(t) ≡ 0 and consequently

lim
n→∞

{max{un(t) : t ∈ [0, T ]}} = 0.

This implies that the set X∞ =
⋂∞

n=1Xn is nonempty, convex, closed X∞ ⊂ Xµ.
Moreover F maps X∞ into itself and the Schauder fixed point theorem completes
the proof of Theorem 3.7. �

Example 3.9. Let 1 < p < ∞ and Ω be a bounded domain with the smooth
boundary ∂Ω in R

n. Consider the initial value problem

(3.13)











∂u
∂t
+A(t, x, D)u = f(t, x, u) in Ω× [0, T ]× Lp(Ω)

Dαu(t, x) = 0, |α| < m on ∂Ω× [0, T ],

u(0, x) = u0(x) in Ω,



704 A.Karczewska, S.Wȩdrychowicz

where
A(t, x, D) =

∑

|α|≤2m

aα(t, x)D
α.

An n-tuple of nonnegative integers α = (α1, α2, . . . , αn) is called a multiindex
and we define

|α| =

n
∑

i=1

αi

and
xα = xα1

1 xα2
2 · · ·xαn

n for x = (x1, x2, . . . , xn).

Denoting Dk =
∂

∂xk
and D = (D1, D2, . . . , Dn) we have

Dα = Dα1
1 Dα2

2 · · ·Dαn

n =
∂α1

∂xα1
1

∂α2

∂xα2
2

· · ·
∂αn

∂xαn
n

.

We will make the following assumptions:

(1) The operators A(t, x, D), t ≥ 0 are uniformly strongly elliptic in Ω i.e.
there is a constant c > 0 such that

(−1)mRe
∑

|α|=2m

aα(t, x)ξ
α ≥ c|ξ|2m

for every x ∈ Ω̄, 0 ≤ t ≤ T and ξ ∈ R
n.

(2) The coefficients aα(t, x) are smooth functions of the variables x in Ω̄ for
every 0 ≤ t ≤ T and satisfy for some constants c1 > 0 and 0 ≤ β < 1

|aα(t, x)− aα(s, x)| ≤ c1|t − s|β

for x ∈ Ω̄, 0 ≤ s, t ≤ T and |α| ≤ 2m.

The conditions (1) and (2) provide Proposition 3.7. (see [8]).

With the family A(t, x, D), t ∈ [0, T ] of strongly elliptic operators, we associate
a family of linear operators Ap(t), t ∈ [0, T ], in Lp(Ω), 1 < p < ∞.

This is done as follows:

D(Ap(t)) ≡ D =W 2m,p(Ω) ∩ W
m,p
0 (Ω)

and
Ap(t)u = A(t, x, D)u, for u ∈ D.

If u0 ∈ Lp(Ω) and f(t, x) ∈ Lp(Ω) for every 0 ≤ t ≤ T then a classical solution
u of the abstract initial value problem

(3.14)

{ du
dt +Ap(t)u = f(t, u)

u(0) = u0
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in Lp(Ω) is defined to be a generalized solution of the initial value problem (3.13).
Recall that such a generalized solution u, if it exists, satisfies:

u(t, x) ∈ W 2m,p(Ω) ∩ W
m,p
0 (Ω) for t > 0;

du
dt exists in the sense of L

p(Ω) and is continuous on (0, T ], u itself is continuous
on [0, T ] and satisfies (3.14) in Lp(Ω).

We can deduce the following result.

Theorem 3.10. Assume that the family A(t, x, D), 0 ≤ t ≤ T , satisfies the

conditions (1) and (2), f(t, x, u) ∈ Lp(Ω) for t ∈ [0, T ], and f satisfies the Kamke

comparison condition of the form (1.2) with respect to sublinear measure µ. Then

for every u0(x) ∈ Lp(Ω) the system (3.13) has at least one solution such that
u(t, x) ∈ Lp(Ω).

The proof is analogous to the proof of Theorem 3.8.

4. Applications

In this section we illustrate how the result obtained in this paper provides a
tool for control theory.

Assume that (E, ‖ · ‖E), (U, ‖ · ‖U ) are two real Banach spaces. Let us consider
a linear system described by a linear differential equation

(4.1)
dx

dt
= A(t)x + S(t)u, a ≤ t ≤ b < +∞,

with the initial condition

(4.2) x(a) = x0,

where x(t) ∈ E and u(t) ∈ U for all t.

Assume that {A(t)} is a family of closed bounded operators satisfying condition
of Proposition 3.7. Then we have the existence of an evolution operator {U(t, s)},
a ≤ s ≤ t ≤ b.

Regarding u(t) and S(t) we shall assume that they are measurable with values
in U and in L(U, E), respectively, and such that S(t)u(t) is an integrable function
with values in E.

Observe that the above assumptions ensure the existence of the mild solution
for the system (4.1) and (4.2):

(4.3) x(t) = U(t, a)x0 +

∫ t

a
U(t, s)S(s)u(s) ds.

Function u(·) will be called control, while the space of all functions u(·) will be

called the space of controls and denoted by Û .
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Definition 4.1. We say that the system described by the differential equation
(4.1) is controllable from 0 at the time T if, for arbitrary x1 ∈ E, we can find a

control u(·) ∈ Û such that the mild solution x(·) corresponding to the control u(·)
and to the limit condition x(a) = 0 satisfies the final condition x(T ) = x1, where
T ∈ [a, b].

Observe that for sublinear measure of noncompactness µ and (4.3) we obtain

µ(X(t)) = µ
(

U(t, a)x0 +

∫ t

a
U(t, s)S(s)Û(s) ds

)

≤ µ(U(t, a)x0) +

∫ t

a
µ(U(t, s)S(s)Û(s)) ds

=

∫ t

a
µ(S(s)Û(s)) ds,

whenever x0 ∈ Eµ.
Analogously arguing as in proof of Theorem 3.8 we can formulate the following

theorem.

Theorem 4.2. The system (4.1) with (4.2) is controllable from 0 at the time T

if the set S(s)Û(s) is relatively compact in the space E.

�
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[2] Banaś J., Hajnosz A., Wȩdrychowicz S., Some generalization of Szufla’s theorem for ordi-
nary differential equations in Banach space, Bull. Pol. Acad. Sci., Math. XXIX, No 9–10
(1981), 459–464.

[3] Coddington E.A., Levinson N., Theory of Ordinary Differential Equations, Mc Graw-Hill,
New York-Toronto-London, 1955.

[4] Friedman A., Partial Differential Equations, Krieger Publishing Company Huntington, New
York, 1976.

[5] Kato T., Quasi-linear equations of evolution with application to partial differential equa-
tions, Lect. Notes Math. Springer Verlag 448 (1975), 25–70.

[6] Kuratowski K., Topologie, Volume II, PWN, Warszawa, 1961.
[7] Pazy A., A class of semi-linear equations of evolution, Isr. J. Math. 20 (1975), 22–36.
[8] Pazy A., Semigroup of Linear Operators and Applications to Partial Differential Equations,
Springer-Verlag, New York, 1983.

[9] Rolewicz S., Functional Analysis and Control Theory Linear Systems, Reidel Publishing
Company, Dordrecht, 1987.

Department of Mathematics, Maria Curie-Sk lodowska University, pl. M. Curie-

Sk lodowskiej 1, PL–20–031 Lublin, Poland

E-mail : akarcz@golem.umcs.lublin.pl

Department of Mathematics, Technical University, ul. W. Pola 2, PL–35–959

Rzeszów, Poland

(Received September 7, 1995, revised May 20, 1996)


		webmaster@dml.cz
	2012-04-30T16:44:55+0200
	CZ
	DML-CZ attests to the accuracy and integrity of this document




