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# A characterization of polynomially Riesz strongly continuous semigroups 

Khalid Latrach, J. Martin Paoli, M.A. Taoudi


#### Abstract

In this paper we characterize the class of polynomially Riesz strongly continuous semigroups on a Banach space $X$. Our main results assert, in particular, that the generators of such semigroups are either polynomially Riesz (then bounded) or there exist two closed infinite dimensional invariant subspaces $X_{0}$ and $X_{1}$ of $X$ with $X=X_{0} \oplus X_{1}$ such that the part of the generator in $X_{0}$ is unbounded with resolvent of Riesz type while its part in $X_{1}$ is a polynomially Riesz operator.
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## 1. Introduction and preliminaries

Let $X$ be a Banach space over the complex field and let $\mathcal{L}(X)$ denote the Banach algebra of bounded linear operators on $X$. The subset of all compact operators of $\mathcal{L}(X)$ is designated by $\mathcal{K}(X)$. For $A \in \mathcal{L}(X)$, we let $\sigma(A), \rho(A)$, $R(\lambda, A), N(A)$ and $R(A)$ denote, respectively, the spectrum, the resolvent set, the resolvent operator, the null space and the range of $A$. The nullity of $A, \alpha(A)$, is defined as the dimension of $N(A)$ and the deficiency of $A, \beta(A)$, is defined as the codimension of $R(A)$ in $X$.

Write

$$
\begin{array}{ll}
\Phi_{+}(X)=\{A \in \mathcal{L}(X): \alpha(A)<\infty & \text { and } R(A) \text { is closed in } X\} \\
\Phi_{-}(X)=\{A \in \mathcal{L}(X): \beta(A)<\infty & \text { (then } R(A) \text { is closed in } X)\}
\end{array}
$$

Operators in $\Phi_{ \pm}(X):=\Phi_{+}(X) \cup \Phi_{-}(X)$ are called semi-Fredholm operators, while $\Phi(X)=\Phi_{+}(X) \cap \Phi_{-}(X)$ denotes the set of Fredholm operators of $\mathcal{L}(X)$. If $A \in \Phi_{ \pm}(X)$, the number $i(A)=\alpha(A)-\beta(A) \in \mathbb{Z} \cup\{-\infty,+\infty\}$, is the index of $A$. We say that a complex number $\lambda$ belongs to the Fredholm domain of $A, \Phi_{A}$, if $\lambda-A$ belongs to $\Phi(X)$. The subset $\sigma_{e}(A)$ of $\sigma(A)$ defined by $\sigma_{e}(A):=\mathbb{C} \backslash \Phi_{A}$ is called the Fredholm essential spectrum of $A$. For the properties of these sets we refer to [5], [6], [9] or [16].

An operator $T \in \mathcal{L}(X)$ is called a Riesz operator if $\lambda-T \in \Phi(X)$ for all scalars $\lambda \neq 0$. Let $\mathcal{R}(X)$ denote the class of all Riesz operators. It is worth noticing that there are many characterizations of Riesz operators. Ruston has characterized $\mathcal{R}(X)$ as the class of asymptotically quasi-compact operators, i.e., those $T \in \mathcal{L}(X)$ for which

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\{\inf _{K \in \mathcal{K}(X)}\left\|T^{n}-K\right\|\right\}^{\frac{1}{n}}=0 \tag{1.1}
\end{equation*}
$$

(cf. [17], [1], [2]). We recall that Riesz operators satisfy the Riesz-Schauder theory of compact operators and $\mathcal{R}(X)$ is not an ideal of $\mathcal{L}(X)$ ([2]). Moreover, using (1.1) we get the following result established independently by Caradus [1] and West [17].

Proposition 1.1. Let $X$ be a Banach space and let $T$ and $S$ be two commuting operators of $\mathcal{L}(X)$.
(1) If $T \in \mathcal{R}(X)$, then $T S \in \mathcal{R}(X)$.
(2) If $T$ and $S$ are in $\mathcal{R}(X)$, then $T+S \in \mathcal{R}(X)$.

Let $F \in \mathcal{L}(X), F$ is called a Fredholm perturbation if $U+F \in \Phi(X)$ whenever $U \in \Phi(X)$. The set of Fredholm perturbations is denoted by $\mathcal{F}(X)$. We recall that $\mathcal{F}(X)$ is the largest ideal of $\mathcal{L}(X)$ contained in $\mathcal{R}(X)$ see [2], [16].

In [3] Cuthbert considered a class of $\mathrm{C}_{0}$-semigroups $(T(t))_{t \geq 0}$ having the property of being near the identity, in the sense that, for some value of $t, T(t)-I \in$ $\mathcal{K}(X)$. His result asserts that if $(T(t))_{t \geq 0}$ is a $\mathrm{C}_{0}$-semigroup with infinitesimal generator $A$ and if $\mathcal{O}=\{t>0: T(t)-I$ compact $\}$, then the following conditions are equivalent:
(a) $\mathcal{O}=] 0, \infty[$,
(b) $A$ is compact,
(c) $\lambda R(\lambda, A)-I$ is compact for some (and then for all) $\lambda>\omega$,
where $\omega$ denotes the type of $(T(t))_{t \geq 0}$. Cuthbert's result was extended by many authors to other strongly continuous families of operators such as cosine or resolvent families of operators (see [7], [12], [13]). In the paper [10], it was established that the assertions (a), (b) and (c) remain equivalent for strongly continuous semigroups $(T(t))_{t \geq 0}$ near the identity in the sense that there exists $t_{0}>0$ such that $T\left(t_{0}\right)-I \in \mathcal{J}(X)$ where $\mathcal{J}(X)$ is any arbitrary closed proper two-sided ideal of the algebra $\mathcal{L}(X)$ contained in the set of Fredholm perturbations. Note that in all these works the generator $A$ is compact or belongs to an ideal of $\mathcal{L}(X)$ contained in $\mathcal{F}(X)$. The general case where $A$ is a Riesz operator, not necessarily belonging to $\mathcal{F}(X)$, was considered in [8].

Let $\mathcal{J}(X)$ be a non trivial two-sided ideal of $\mathcal{L}(X)$. We say that an operator $A \in \mathcal{L}(X)$ belongs to $P \mathcal{J}(X)$ if there is a nonzero complex polynomial $p(\cdot)$ such
that the operator $p(A) \in \mathcal{J}(X)$. In a recent work [11], the results obtained in [3], [8] and [10] were extended to semigroups for which there exists a non trivial polynomial $p(\cdot) \in \mathbb{C}[z]$ such that, for some $t>0, p(T(t)) \in \mathcal{J}(X)$ where $\mathcal{J}(X)$ is an arbitrary proper two-sided ideal of $\mathcal{L}(X)$ contained in the set of Fredholm perturbations. In contrast to the previous results, in this case the infinitesimal generator of the semigroup is not necessarily a Riesz operator.

We say that $A \in \mathcal{L}(X)$ is polynomially Riesz if there exists a nonzero complex polynomial $p(\cdot)$ such that the operator $p(A) \in \mathcal{R}(X)$. The set of polynomially Riesz operators will be denoted by $P \mathcal{R}(X)$.

If $A$ belongs $P \mathcal{R}(X)$, then there exists a nonzero polynomial $p(\cdot)$ such that $p(A) \in \mathcal{R}(X)$. So, $\sigma(p(A))$ must be finite or countable with zero as the only possible accumulation point. Moreover, the nonzero points of $\sigma(p(A))$ are isolated and the corresponding spectral projections are all finite dimensional. According to the spectral mapping theorem, the only possible accumulation points of $\sigma(A)$ are contained in the set of roots of $p(\cdot)$. Let $\lambda_{i}$ be a root of $p(\cdot)$ and assume that $\lambda_{i} \notin \sigma(A)$. Set $q(z)=\left(z-\lambda_{i}\right)^{-1} p(z)$. Obviously, $\operatorname{deg}(q)<\operatorname{deg}(p)$. Moreover, since $q(A)=\left(A-\lambda_{i}\right)^{-1} p(A)=p(A)\left(A-\lambda_{i}\right)^{-1}$, applying Proposition 1.1 one sees that $q(A) \in P \mathcal{R}(X)$. These observations show that if $A \in P \mathcal{R}(X)$, then $\sigma_{e}(A)$ is necessarily finite, say $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$, and $p(z)=\left(z-\lambda_{1}\right) \ldots\left(z-\lambda_{n}\right)$ is the nonzero polynomial of least degree and leading coefficient 1 such that $p(A) \in \mathcal{R}(X)$. It will be called the minimal polynomial of $A$. Conversely, let $p(z)=\left(z-\lambda_{1}\right) \ldots\left(z-\lambda_{n}\right)$ is the minimal polynomial (in the sense defined above) of $A$. Arguing as above one sees that each $\lambda_{i} \in \sigma_{e}(A)$, and so $\sigma_{e}(A)=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$. This leads to the following characterization of the set of polynomially Riesz operators.

Proposition 1.2. Let $X$ be a Banach space. An operator $A \in \mathcal{L}(X)$ belongs to $P \mathcal{R}(X)$ if and only if $\sigma_{e}(A)$ is finite, say, $\sigma_{e}(A)=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$. Moreover, the minimal polynomial of $A$ can be written in the form $p(z)=\left(z-\lambda_{1}\right) \ldots\left(z-\lambda_{n}\right)$.

Remark 1.1. Note that in contrast to the case where $A$ is polynomially compact (or, more generally, if $A \in P \mathcal{J}(X)$ where $\mathcal{J}(X)$ is an arbitrary proper two sided ideal of $\mathcal{L}(X)[11])$, the minimal polynomial of a polynomially Riesz operator has only simple roots. (Evidently, for $A \in P \mathcal{J}(X)$, the definition of the minimal polynomial is taken in the ideal sense.)

Let $n$ be an integer and let $\varphi$ be a function defined from its domain into $\mathbb{C}^{n}$, that is, $\varphi: \mathcal{D}(\varphi) \subseteq \mathbb{R} \rightarrow \mathbb{C}^{n}, t \rightarrow\left(\varphi_{1}(t), \ldots, \varphi_{n}(t)\right)$. Set $\left.\mathcal{D}^{+}(\varphi):=\mathcal{D}(\varphi) \cap\right] 0, \infty[$ and introduce the assumption

$$
\left\{\begin{array}{l}
n \geq 1, \varphi(\cdot) \text { is continuous and for all } t \in \mathcal{D}^{+}(\varphi),  \tag{A1}\\
\varphi_{i}(t) \neq 0 \text { and } \prod_{i=1}^{n}\left(T(t)-\varphi_{i}(t)\right) \in \mathcal{R}(X)
\end{array}\right.
$$

We are now ready to state our first result.

Theorem 1.1. Let $(T(t))_{t \geq 0}$ be a $C_{0}$-semigroup on a Banach space $X$ with infinitesimal generator $A$ and assume that the assumption ( $\mathcal{A} 1$ ) holds true. Then the following conditions are equivalent.
(1) There are two constants $a, b \in] 0, \infty[, a<b$ such that $] a, b\left[\subseteq \mathcal{D}^{+}(\varphi)\right.$.
(2) $\left.\mathcal{D}^{+}(\varphi)=\right] 0,+\infty[$.
(3) The operator $A$ belongs to $P \mathcal{R}(X)$.
(4) $(\lambda R(\lambda, A)-I)$ belongs to $P \mathcal{R}(X)$ for every $\lambda \in \rho(A)$.
(5) $(\lambda R(\lambda, A)-I)$ belongs to $P \mathcal{R}(X)$ for some $\lambda \in \rho(A)$.

It is worth noticing that in the assumption $(\mathcal{A} 1)$, the component functions of $\varphi$ do not attain the value zero. This means that, for each $t>0$, the roots of the minimal polynomial $p_{t}(\cdot)$ of $T(t)$ are all different from zero. Accordingly, $(T(t))_{t \geq 0}$ can always be embedded in a $\mathrm{C}_{0}$-group on $X$ (cf. Lemma 2.4). This assumption was motivated by Phillips's result, Lemma 2.5, which is basic in the proof of Lemma 2.6 and then Theorem 1.1. This gives rise to the following question: what can be said about the semigroup and its generator if there exists at least one $t_{0} \in \mathcal{D}^{+}(\varphi)$ such that $\varphi_{i}\left(t_{0}\right)=0$ for some $i \in\{1, \ldots, n\}$ ? This question will be discussed in the theorem below. Clearly, if $\varphi_{i}\left(t_{0}\right)=0$ for some $i \in\{1, \ldots, n\}$, then according to Lemma 2.8(1), $\varphi_{i}(t)=0$ for all $t \in \mathcal{D}^{+}(\varphi)$ which shows that, for $t \in \mathcal{D}^{+}(\varphi), 0$ is a root of the minimal polynomial of $T(t)$. Therefore the result of Theorem 1.1 ceases to be true. Actually we will prove that the space $X$ has the following decomposition $X=X_{0} \oplus X_{1}$, where $X_{0}$ and $X_{1}$ are closed $T(t)$-invariant subspaces of $X$ such that the restriction of $(T(t))_{t \geq 0}$ to $X_{0}$ is a Riesz semigroup with unbounded generator while Theorem 1.1 holds true for $\left(T(t)_{\mid X_{1}}\right)_{t \geq 0}$. To state our second result we need the following assumption.

Let $n$ be an integer and let $\varphi$ be a function defined from its domain into $\mathbb{C}^{n}$, that is, $\varphi: \mathcal{D}(\varphi) \subseteq \mathbb{R} \rightarrow \mathbb{C}^{n}, t \rightarrow\left(\varphi_{1}(t), \ldots, \varphi_{n}(t)\right)$. Let us now introduce the following assumption

$$
\left\{\begin{array}{l}
n \geq 2, \varphi(\cdot) \text { is continuous, there exist } i_{0} \in\{1, \ldots, n\}  \tag{A2}\\
\text { and } t_{0} \in \mathcal{D}^{+}(\varphi) \text { such that } \varphi_{i_{0}}\left(t_{0}\right)=0 \text { and, } \\
\text { for all } t \in \mathcal{D}^{+}(\varphi), \prod_{i=1}^{n}\left(T(t)-\varphi_{i}(t)\right) \in \mathcal{R}(X)
\end{array}\right.
$$

Remark 1.2. Assume that there are $i_{1}, \ldots, i_{\alpha} \in\{1, \ldots, n\}$ with $\alpha \leq n-1$ and $t_{1}, \ldots, t_{\alpha} \in \mathcal{D}^{+}(\varphi)$ such that $\varphi_{i_{1}}\left(t_{1}\right)=\ldots=\varphi_{i_{\alpha}}\left(t_{\alpha}\right)=0$. Then applying Lemma 2.8(1) one obtains $\varphi_{i_{1}}(t)=\ldots=\varphi_{i_{\alpha}}(t)=0$ for all $t \in \mathcal{D}^{+}(\varphi)$. So, 0 is a root of $\prod_{i=1}^{n}\left(T(t)-\varphi_{i}(t)\right)$ of multiplicity $\alpha$. Therefore, the use of Proposition 1.2 and Remark 1.1 shows that the minimal polynomial of $T(t)$ is given by $T(t) \prod_{j \neq i_{1}, \ldots, i_{\alpha}}\left(T(t)-\varphi_{j}(t)\right)$.
Theorem 1.2. Let $(T(t))_{t \geq 0}$ be a $\mathrm{C}_{0}$-semigroup on a Banach space $X$ with infinitesimal generator $A$ and let $(\mathcal{A} 2)$ be satisfied. Then there exist two closed
subspaces of $X, X_{0}$ and $X_{1}$, such that $X=X_{0} \oplus X_{1}$ and, for all $t \geq 0, T(t) X_{i} \subseteq$ $X_{i}, i=0,1$. Moreover, the following statements hold true.
(1) $\left(T(t)_{\mid X_{0}}\right)_{t \geq 0}$ is a $\mathrm{C}_{0}$-semigroup of Riesz type on $X_{0}$, i.e. $T(t)_{\mid X_{0}} \in \mathcal{R}\left(X_{0}\right)$ for all $t>0$. Its generator $A_{\mid X_{0}}$ is unbounded on $X_{0}$ and, for any $\lambda \in$ $\rho\left(A_{\mid X_{0}}\right),\left(\lambda-A_{\mid X_{0}}\right)^{-1} \in \mathcal{R}\left(X_{0}\right)$.
(2) $\left(T(t)_{\mid X_{1}}\right)_{t \geq 0}$ is a $\mathrm{C}_{0}$-semigroup on $X_{1}$ which can be embedded in a $C_{0}$ group. Moreover, $\left(T(t)_{\mid X_{1}}\right)_{t \geq 0}$ and its generator $A_{\mid X_{1}}$ satisfy the assertions (1)-(5) of Theorem 1.1.

The remainder of this paper is organized as follows. In Section 2, we define the Browder essential spectrum and gather auxiliary results required later. The proofs of Theorems 1.1. and 1.2 are the topic of Section 3.

We close this introduction by noticing that, as indicated above, the Cuthbert theorem was generalized to bounded cosine operator functions ([7], [13]) and resolvent families of bounded operators ([12]). Do Theorems 1.1 and 1.2 extend to these two families of strongly continuous operators?

## 2. Some lemmas

Let $X$ be a Banach space and let $A \in \mathcal{L}(X)$. Set $\Phi_{A}^{0}:=\left\{\lambda \in \Phi_{A}: i(\lambda-A)=0\right\}$ and define the set

$$
\sigma_{b}(A):=\mathbb{C} \backslash \rho_{b}(A)
$$

where

$$
\rho_{b}(A):=\left\{\lambda \in \Phi_{A}^{0} \text { such that all scalars near } \lambda \text { are in } \rho(A)\right\} .
$$

Following [6] and [15], $\sigma_{b}(\cdot)$ is called the Browder essential spectrum. It is well known that

$$
\begin{equation*}
\sigma_{e}(A) \subseteq \sigma_{b}(A) \text { and } \sigma_{b}(A)=\sigma(A) \backslash \Pi(A) \tag{2.1}
\end{equation*}
$$

where $\Pi(A)$ stands for the set of all isolated eigenvalues of $A$ with finite algebraic multiplicity.

Let us notice that if $A \in P \mathcal{R}(X)$, then $p(A) \in \mathcal{R}(X)$ (where $p(\cdot)$ is the minimal polynomial of $A$ ) and therefore $\sigma_{b}(p(A))=\{0\}$. On the other hand, if $\operatorname{dim}(X)=$ $\infty$, one has also $\emptyset \neq \sigma_{e}(p(A)) \subseteq \sigma_{b}(p(A))=\{0\}$. Consequently, $\sigma_{e}(p(A))=$ $\sigma_{b}(p(A))=\{0\}$. Also, by the spectral mapping theorem for $\sigma_{e}(\cdot)$ and $\sigma_{b}(\cdot)([6])$ we have

$$
\begin{equation*}
\sigma_{e}(p(A))=p\left(\sigma_{e}(A)\right)=\{0\} \quad \text { and } \quad \sigma_{b}(p(A))=p\left(\sigma_{b}(A)\right)=\{0\} \tag{2.2}
\end{equation*}
$$

Lemma 2.1. Let $A \in \mathcal{L}(X)$. If $A \in P \mathcal{R}(X)$, then, except a finite set, the spectrum of $A$ consists of isolated points which are eigenvalues with finite algebraic multiplicity.

Proof: Since $A \in P \mathcal{R}(X)$, there exists a polynomial $p(\cdot) \neq 0$ such that $p(A) \in$ $\mathcal{R}(X)$. So, it suffices to prove that $\sigma_{b}(A)=\sigma_{e}(A) \subseteq\{\lambda \in \mathbb{C}$ such that $p(\lambda)=0\}$. To do so, let us first observe that (2.1) and (2.2) imply $\sigma_{e}(A) \subseteq \sigma_{b}(A) \subseteq\{\lambda$ : $p(\lambda)=0\}$. Consequently, $\sigma_{b}(A)$ is a finite set and all elements in $\sigma(A) \backslash \sigma_{b}(A)$ are isolated points in $\sigma(A)$. It remains to show that $\sigma_{b}(A) \subseteq \sigma_{e}(A)$. Indeed, let $\lambda_{0} \in \sigma_{b}(A)$, we can write $\sigma(A)=\sigma_{0} \cup \sigma_{1}$ where $\sigma_{0}, \sigma_{1}$ are clopen subsets of $\sigma(A)$ and $\sigma_{b}(A) \cap \sigma_{0}=\left\{\lambda_{0}\right\}$. Then we have a decomposition of $A$ according to the decomposition $X=X_{0} \oplus X_{1}$ of the space in such a way that the spectra of the parts of $A$ in $X_{0}$ and $X_{1}$, i.e. $A_{0}$ and $A_{1}$, coincide with $\sigma_{0}$ and $\sigma_{1}$, respectively. Therefore, for any $\lambda \in \sigma_{0}, \lambda-A_{1} \in \Phi\left(X_{1}\right)$ and by [11, Lemma 2.1] $\sigma_{e}\left(A_{0}\right)=$ $\sigma_{0} \cap \sigma_{e}(A) \subseteq \sigma_{b}(A) \cap \sigma_{0}=\left\{\lambda_{0}\right\}$. Since $X_{0}$ is not finite dimensional, $\sigma_{e}\left(A_{0}\right) \neq \emptyset$ and therefore $\sigma_{e}\left(A_{0}\right)=\sigma_{e}(A) \cap \sigma_{0}=\left\{\lambda_{0}\right\}$. Accordingly $\lambda_{0} \in \sigma_{e}(A)$ and then $\sigma_{e}(A)=\sigma_{b}(A)$ which ends the proof.

Lemma 2.2. Let $A \in \mathcal{L}(X)$, assume that $\Omega \neq \emptyset$ is a connected open subset of $\mathbb{C}$ such that $\sigma(A) \subseteq \Omega$ and let $f: \Omega \rightarrow \mathbb{C}, f \neq 0$ be an analytic function. If $f(A) \in \mathcal{R}(X)$, then $A \in P \mathcal{R}(X)$.

Proof: Obviously $f$ has only a finite number of zeros on $\sigma(A)$, say $\lambda_{1}, \ldots, \lambda_{m}$, hence $f(z)=\left(\prod_{i=1}^{m}\left(z-\lambda_{i}\right)^{\alpha_{i}}\right) \zeta(z)$, where $\alpha_{i}$ is the order of the zero $\lambda_{i}$ and $\zeta(z) \neq 0$ is an analytic function on a neighborhood of $\sigma(A)$. Set $\vartheta(z)=1 / \zeta(z)$. Clearly $\vartheta$ is analytic on a neighborhood of $\sigma(A)$ and $\prod_{i=1}^{m}\left(z-\lambda_{i}\right)^{\alpha_{i}}=f(z) \vartheta(z)=$ $\vartheta(z) f(z)$. Therefore $\prod_{i=1}^{m}\left(A-\lambda_{i}\right)^{\alpha_{i}}=f(A) \vartheta(A)=\vartheta(A) f(A)$. Since $f(A) \in$ $\mathcal{R}(X)$, according to Proposition 1.1, $\prod_{i=1}^{m}\left(A-\lambda_{i}\right)^{\alpha_{i}}$ belongs to $\mathcal{R}(X)$ which ends the proof.

In what follows $\mathcal{A}(X)$ will denote the subset of $P \mathcal{R}(X)$ defined by

$$
\mathcal{A}(X):=\{F \in P \mathcal{R}(X) \text { such that the minimal polynomial }
$$

$$
p(\cdot) \text { of } F \text { satisfies } p(-1) \neq 0\}
$$

Lemma 2.3. If $F \in \mathcal{A}(X)$, then $I+F \in \Phi(X)$ and $i(I+F)=0$.
Proof: Let $p(\cdot)$ denote the minimal polynomial of $F$. Since $p(F) \in \mathcal{R}(X)$, $\sigma_{b}(p(F))=\{0\}$. By hypothesis $p(-1) \neq 0$, hence $p(-1) \notin \sigma_{b}(p(F))$. Next, making use of the spectral mapping theorem for the Browder essential spectrum [6, Theorem 4] we conclude that $-1 \notin \sigma_{b}(F)$, i.e., $-1 \in \rho_{b}(F)$. This completes the proof.

The following lemma improves Proposition 4.1 in [10].

Lemma 2.4. Let $(T(t))_{t \geq 0}$ be a $\mathrm{C}_{0}$-semigroup on a Banach space $X$ with infinitesimal generator $A$ and assume that the hypothesis $(\mathcal{A} 1)$ is satisfied. If $\mathcal{D}^{+}(\varphi) \neq \emptyset$, then $(T(t))_{t \geq 0}$ can be embedded in a $C_{0}$-group on $X$.

Proof: By hypothesis there exists $t_{0}>0$ such that $T\left(t_{0}\right) \in P \mathcal{R}(X)$. Let $p_{t_{0}}(z)=\prod_{i=1}^{n}\left(z-\varphi_{i}\left(t_{0}\right)\right)$ be the minimal polynomial of $T\left(t_{0}\right)$. Thus $p_{t_{0}}\left(T\left(t_{0}\right)\right)=$ $\prod_{i=1}^{n}\left(T\left(t_{0}\right)-\varphi_{i}\left(t_{0}\right) I\right) \in \mathcal{R}(X)$. Writing $T\left(t_{0}\right)$ in the form $T\left(t_{0}\right)=I+\left(T\left(t_{0}\right)-I\right)$ one sees that

$$
p_{t_{0}}\left(T\left(t_{0}\right)\right)=\prod_{i=1}^{n}\left(\left(T\left(t_{0}\right)-I\right)-\left(\varphi_{i}\left(t_{0}\right)-1\right) I\right)=\bar{p}_{t_{0}}\left(T\left(t_{0}\right)-I\right)
$$

where $\bar{p}_{t_{0}}(z)=\prod_{i=1}^{n}\left(z-\left(\varphi_{i}\left(t_{0}\right)-1\right)\right)$. Clearly, $\bar{p}_{t_{0}}(-1)=\prod_{i=1}^{n}\left(-\varphi_{i}\left(t_{0}\right)\right) \neq 0$, therefore $T\left(t_{0}\right)-I \in \mathcal{A}(X)$. It follows from Lemma 2.3 that $T\left(t_{0}\right)=I+\left(T\left(t_{0}\right)-I\right)$ is a Fredholm operator and $i\left(T\left(t_{0}\right)\right)=0$. Now the use of Theorem 2.1 in [10] gives the desired result.

Let $(T(t))_{t \geq 0}$ be a $\mathrm{C}_{0}$-semigroup on a Banach space $X$ with infinitesimal generator $A$ and assume that the condition $(\mathcal{A} 1)$ is satisfied. Then there exists a continuous function $\varphi: \mathcal{D}(\varphi) \subseteq \mathbb{R} \rightarrow \mathbb{C}^{n}, t \rightarrow\left(\varphi_{1}(t), \ldots, \varphi_{n}(t)\right)$ such that for all $t \in \mathcal{D}^{+}(\varphi), \varphi_{i}(t) \neq 0$ and $\prod_{i=1}^{n}\left(T(t)-\varphi_{i}(t)\right) \in \mathcal{R}(X)$, i.e., for all $t \in \mathcal{D}^{+}(\varphi), T(t) \in P \mathcal{R}(X)$. By Lemma 2.1, the spectrum of $T(t)$ consists of eigenvalues with finite algebraic multiplicity possibly accumulating at the points $\varphi_{i}(t)$, $i=1, \ldots, n$. So, the spectral mapping theorem for the point spectrum (cf. [4, Equation (3.16), p. 277]) yields $\sigma(T(t)) \backslash\left\{\varphi_{i}(t), i=1, \ldots, n\right\}=\left\{e^{\eta t}: \eta \in \sigma_{p}(A)\right\}$ $\left(\sigma_{p}(A)\right.$ denotes the point spectrum of $\left.A\right)$.

Set

$$
\mathcal{I}:=\left\{\operatorname{Im} \lambda: \lambda \in \sigma_{p}(A)\right\} .
$$

Lemma 2.5. Let $(T(t))_{t \geq 0}$ be a $\mathrm{C}_{0}$-semigroup on a Banach space $X$ with infinitesimal generator $A$ and assume that the hypothesis $(\mathcal{A 1})$ is satisfied. If $\mathcal{D}^{+}(\varphi) \neq \emptyset$, then the set $\mathcal{I}$ is bounded.

Proof: To prove this we will proceed by contradiction. If $\mathcal{I}$ is unbounded, then there exists in $\mathcal{I}$ a sequence $\left(a_{k}\right)_{k \in \mathbb{N}}$ such that $a_{k+1}>a_{k}$ and $\lim _{k \rightarrow+\infty} a_{k}=+\infty$ or $a_{k+1}<a_{k}$ and $\lim _{k \rightarrow+\infty} a_{k}=-\infty$. The treatment of these two cases is the same, so we restrict ourselves to the first one. Thus, there exists a sequence $\left(\lambda_{k}\right)_{k \in \mathbb{N}}$ such that $\lambda_{k} \in \sigma_{p}(A)$ and $a_{k}=\operatorname{Im} \lambda_{k}$. So $e^{t \lambda_{k}} \in \sigma_{p}(T(t))$ and $\arg \left(e^{t \lambda_{k}}\right)=t a_{k}+2 m \pi$ for some $m \in \mathbb{Z}$. Since $\varphi_{i}(t), i=1, \ldots, n$ are the only possible accumulation points of $\sigma_{p}(T(t))$, then, for all $\alpha>0,\{k \in \mathbb{N}$ : $\left.\sup _{1 \leq i \leq n}\left|e^{t \lambda_{k}}-\varphi_{i}(t)\right|>\alpha\right\}$ is finite. So, for all $\varepsilon$ satisfying $0<\varepsilon<1 / 2$,

$$
\left\{k \in \mathbb{N}: \sup _{1 \leq i \leq n, m \in \mathbb{Z}}\left|t a_{k}-\arg \left(\varphi_{i}(t)\right)+2 m \pi\right|>\frac{\varepsilon}{2}\right\}
$$

is finite, i.e.

$$
\left\{k \in \mathbb{N}: t a_{k} \notin \bigcup_{1 \leq i \leq n, m \in \mathbb{Z}}\left[\arg \left(\varphi_{i}(t)\right)+2 m \pi-\frac{\varepsilon}{2}, \arg \left(\varphi_{i}(t)\right)+2 m \pi+\frac{\varepsilon}{2}\right]\right\}
$$

is finite. Let $t_{0}>0$ be a fixed point such that in the set

$$
G_{\varepsilon}=\bigcup_{1 \leq i \leq n, m \in \mathbb{Z}}\left[\arg \left(\varphi_{i}\left(t_{0}\right)\right)+2 m \pi-\frac{\varepsilon}{2}, \arg \left(\varphi_{i}\left(t_{0}\right)\right)+2 m \pi+\frac{\varepsilon}{2}\right]
$$

the intervals are disjoint or identical. (We also choose a determination of $\arg \left(\varphi_{i}\left(t_{0}\right)\right)$ such that none of $\varphi_{i}\left(t_{0}\right)$ are on the half axis of discontinuity of $\arg (\cdot)$. This is possible because there are in finite number and different from zero.) Clearly, the complement of $G_{\varepsilon}$ in $\mathbb{R}$ is a reunion of open intervals, hence $G_{\varepsilon}$ is closed. Let $\delta>0$ be such that $\left|t-t_{0}\right|<\delta$ implies $\left|\arg \left(\varphi_{i}(t)\right)-\arg \left(\varphi_{i}\left(t_{0}\right)\right)\right|<\frac{\varepsilon}{2}$ for $i=1,2, \ldots, n$ (use the continuity of $\varphi_{i}(\cdot)$ and $\arg (\cdot)$ at $\varphi_{i}\left(t_{0}\right)$ ). Hence $\forall t \in] t_{0}-\delta, t_{0}+\delta\left[,\left\{k \in \mathbb{N}, t a_{k} \notin G_{\varepsilon}\right\}\right.$ is finite, so $\left.\forall t \in\right] t_{0}-\delta, t_{0}+\delta\left[, \exists N_{t} \in \mathbb{N}\right.$ such that $k \geq N_{t}$ implies $t a_{k} \in G_{\varepsilon}$, (or $t \in \frac{1}{a_{k}} G_{\varepsilon}$ ) and

$$
] t_{0}-\delta, t_{0}+\delta\left[\subseteq \bigcup_{N \in \mathbb{N}}\left(\bigcap_{k \geq N} \frac{1}{a_{k}} G_{\varepsilon}\right)\right.
$$

By the Baire category theorem we conclude that there exists $N \in \mathbb{N}$ such that $\bigcap_{k \geq N} \frac{1}{a_{k}} G_{\varepsilon}$ has a non empty interior. Accordingly, there are $a$ and $b$ in $] 0, \infty[$ with $a<b$ and $] a, b\left[\subseteq\left(\bigcap_{k \geq N} \frac{1}{a_{k}} G_{\varepsilon}\right)\right.$. But ] $a, b[$ would be contained in one of the connected components of $\bigcap_{k \geq N} \frac{1}{a_{k}} G_{\varepsilon}$. Consequently, $b-a \leq \frac{2 \varepsilon}{a_{k}}$ for every $k \in \mathbb{N}$, so we come to a contradiction because $a_{k} \rightarrow \infty$ as $k \rightarrow \infty$. This completes the proof.

Lemma 2.6. Let $(T(t))_{t \geq 0}$ be a $\mathrm{C}_{0}$-semigroup on a Banach space $X$ with infinitesimal generator $A$ and assume that the hypothesis $(\mathcal{A 1})$ is satisfied. If $\mathcal{D}^{+}(\varphi)$ contains a set with nonempty interior, then $A$ is bounded on $X$.

For completeness we recall the following result owing to R.S. Phillips (cf. [14, Corollary 4.1]) required in the proof of Lemma 2.6.

Lemma 2.7. Let $(T(t))_{t \geq 0}$ be a $\mathrm{C}_{0}$-semigroup on a Banach space $X$. Suppose that there exists an unbounded open connected set $\Omega \subseteq \mathbb{C}$ such that $0 \in \Omega$ and $\sigma(T(t)) \cap \Omega=\emptyset$ for $t$ belonging to some interval $] a, b[$ with $0 \leq a<b$. Then the infinitesimal generator of $(T(t))_{t \geq 0}$ is bounded.
Proof of Lemma 2.6: By the hypotheses there exists a continuous function $\varphi: \mathcal{D}(\varphi) \subseteq \mathbb{R} \rightarrow \mathbb{C}^{n}, t \rightarrow\left(\varphi_{1}(t), \ldots, \varphi_{n}(t)\right)$ (with $n \geq 2$ ) such that for all $t \in \mathcal{D}^{+}(\varphi), \varphi_{i}(t) \neq 0$ and $\prod_{i=1}^{n}\left(T(t)-\varphi_{i}(t)\right)^{\alpha_{i}} \in \mathcal{R}(X)$, i.e., for all $t \in \mathcal{D}^{+}(\varphi)$,
$T(t) \in P \mathcal{R}(X)$. By Lemma 2.1, the spectrum of $T(t)$ consists of eigenvalues with finite algebraic multiplicity possibly accumulating at the points $\varphi_{i}(t), i=$ $1, \ldots, n$. So, by the spectral mapping theorem for the point spectrum (cf. [4, Equation (3.16), p. 277]), $\sigma(T(t)) \backslash\left\{\varphi_{i}(t), i=1, \ldots, n\right\}=\left\{e^{\eta t}: \eta \in \sigma_{p}(A)\right\}$.

We know by Lemma 2.5 that $\mathcal{I}:=\left\{\operatorname{Im} \lambda: \lambda \in \sigma_{p}(A)\right\}$ is bounded. Set

$$
M:=\sup \left\{|\operatorname{Im}(\lambda)|: \lambda \in \sigma_{p}(A)\right\}
$$

We will construct an open set satisfying the hypotheses of Lemma 2.7. To do so, let us first observe that, if $\lambda \in \sigma_{p}(A)$ and $t \in\left[0, \frac{\pi}{2 M}\right]$ then $\left|\arg \left(e^{\lambda t}\right)\right| \leq \frac{\pi}{2}$. So, for $t \in\left[0, \frac{\pi}{2 M}\right]$, one has

$$
e^{t \sigma_{p}(A)}=\sigma_{p}(T(t)) \subseteq\{z: \operatorname{Re}(z) \geq 0\}
$$

On the other hand, according to Lemma 2.4, the semigroup $(T(t))_{t \geq 0}$ can be embedded in a $\mathrm{C}_{0}$-group, that is,

$$
\widetilde{T}(t)= \begin{cases}T(t) & \text { if } t \geq 0 \\ T(-t) & \text { if } t \leq 0\end{cases}
$$

Hence, for each $x \in X$, the map $t \in\left[0, \frac{\pi}{2 M}\right] \rightarrow T(-t) x$ is continuous. So, there exists $M_{x} \geq 0$ such that $\|T(-t) x\| \leq M_{x}$ for all $t \in\left[0, \frac{\pi}{2 M}\right]$. Therefore, by the Banach-Steinhaus theorem, there exists $M^{\prime} \geq 0$ such that

$$
\|T(-t)\| \leq M^{\prime} \text { for all } t \in\left[0, \frac{\pi}{2 M}\right]
$$

Since $T(-t)=T(t)^{-1}$, it follows that $\left\|T(t)^{-1} x\right\| \leq M^{\prime}\|x\|$ and then

$$
\begin{equation*}
\|T(t) x\| \geq \frac{1}{M^{\prime}}\|x\| \text { for all } x \in X \tag{2.3}
\end{equation*}
$$

Let $\lambda$ be such that $|\lambda|<\frac{1}{M^{r}}$. It follows from (2.3) that, if $t \in\left[0, \frac{\pi}{2 M}\right]$, then

$$
\|(T(t)-\lambda) x\| \geq\left(\frac{1}{M^{\prime}}-|\lambda|\right)\|x\|
$$

and consequently $\lambda \notin \sigma_{p}(T(t))$. So, for $t \in\left[0, \frac{\pi}{2 M}\right]$,

$$
\sigma_{p}(T(t)) \subseteq\left\{z \in \mathbb{C}: \operatorname{Re}(z) \geq 0 \text { and }|z| \geq \frac{1}{M^{\prime}}\right\}
$$

Recall that, by hypothesis, for $t>0$ (use Lemma 2.1),

$$
\sigma(T(t))=\sigma_{p}(T(t)) \cup \sigma_{e}(T(t)) \subseteq \sigma_{p}(T(t)) \cup\left\{\varphi_{1}(t), \ldots, \varphi_{n}(t)\right\}
$$

Let $\left.t_{0} \in\right] 0, \frac{\pi}{2 M}[$ and $\varepsilon>0$ be given. Then there exists $\delta>$ such that $] t_{0}-\delta, t_{0}+\delta[\subset$ $] 0, \frac{\pi}{2 M}\left[\right.$ and $\left|t-t_{0}\right|<\delta$ imply $\left|\varphi_{i}(t)-\varphi_{i}\left(t_{0}\right)\right| \leq \varepsilon \forall i \in\{1, \ldots, n\}$. So, $\left|t-t_{0}\right|<\delta$ implies $\sigma(T(t)) \subseteq \mathcal{S}\left(t_{0}, \varepsilon\right)$ where

$$
\begin{aligned}
\mathcal{S}\left(t_{0}, \varepsilon\right):=\{z \in \mathbb{C}: \operatorname{Re}(z) \geq 0 & \text { and } \left.|z| \geq \frac{1}{M^{\prime}}\right\} \cup \\
& \cup\left(\bigcup_{1 \leq i \leq n}\left\{z \in \mathbb{C}:\left|z-\varphi_{i}\left(t_{0}\right)\right| \leq \varepsilon\right\}\right) .
\end{aligned}
$$

This shows that, for $\varepsilon>0$ small enough, the complement in $\mathbb{C}$ of the set $\mathcal{S}\left(t_{0}, \varepsilon\right)$ is an unbounded open connected set $\Omega$ with $0 \in \Omega$. Now applying Lemma 2.7 we conclude that $A \in \mathcal{L}(X)$ which ends the proof.

Lemma 2.8. Let $(T(t))_{t \geq 0}$ be a $\mathrm{C}_{0}$-semigroup on a Banach space $X$ and let $t_{0}>0$.
(1) If $0 \in \sigma_{e}\left(T\left(t_{0}\right)\right)$, then $0 \in \sigma_{e}(T(t))$ for all $t>0$.
(2) If $T\left(t_{0}\right) \in \mathcal{R}(X)$, then $(T(t))_{t \geq 0}$ is a $\mathrm{C}_{0}$-semigroup of Riesz type.

Let $\mathcal{J}(X)$ be a proper ideal (one-sided ideal suffices) of $\mathcal{L}(X)$ and $(T(t))_{t \geq 0}$ a strongly continuous semigroup. If, for some $t_{0}>0, T\left(t_{0}\right)$ belongs to $\mathcal{J}(X)$, then $T(t) \in \mathcal{J}(X)$ for all $t \geq t_{0}$. However, for $t<t_{0}, T(t)$ does not necessarily belong to $\mathcal{J}(X)$. The item (2) of the preceding lemma shows that when dealing with $\mathcal{R}(X), \mathrm{C}_{0}$-semigroups possess a more regular behaviour in the sense that if, for some $t_{0}>0, T\left(t_{0}\right) \in \mathcal{R}(X)$, then $T(t) \in \mathcal{R}(X)$ for all $t>0$. A similar behaviour is provided by Proposition 2.2 in [10] which asserts that if, for some $t_{0}>0, T\left(t_{0}\right)$ is a semi-Fredholm (resp. Fredholm) operator, then $(T(t))_{t \geq 0}$ is a semi-Fredholm (resp. Fredholm) $\mathrm{C}_{0}$-semigroup.

Proof of Lemma 2.8: (1) Let $t_{0}>0$ be such that $0 \in \sigma_{e}\left(T\left(t_{0}\right)\right)$. If, for some $t>0,0 \notin \sigma_{e}(T(t))$, then $T(t)$ is a Fredholm operator. Hence, by Proposition 2.2 in [10], we infer that $T(t)$ is invertible for all $t \geq 0$. This contradicts the fact that $0 \in \sigma_{e}\left(T\left(t_{0}\right)\right)$. Therefore, for all $t>0,0 \in \sigma_{e}(T(t))$.
(2) Let $t>0$. If $t>t_{0}$, then $T(t)=T\left(t_{0}\right) T\left(t-t_{0}\right)$. Since $T\left(t_{0}\right)$ and $T\left(t-t_{0}\right)$ commute, the use of Proposition 1.1 implies that $T(t) \in \mathcal{R}(X)$. Assume now that $t<t_{0}$. There exists $n \in \mathbb{N}$ such that $\frac{t_{0}}{n}<t$. Hence $T(t)=T\left(\frac{t_{0}}{n}\right) T\left(t-\frac{t_{0}}{n}\right)$. Since $T\left(t_{0}\right) \in \mathcal{R}(X)$ and $T\left(t_{0}\right)=\left[T\left(\frac{t_{0}}{n}\right)\right]^{n}$, the spectral mapping theorem shows that $T\left(\frac{t_{0}}{n}\right)$ is also a Riesz operator. Now using the fact that $T\left(\frac{t_{0}}{n}\right)$ and $T\left(t-\frac{t_{0}}{n}\right)$ commute together with Proposition 1.1 one sees that $T(t) \in \mathcal{R}(X)$.

Lemma 2.9. Let $X$ be a Banach space and assume that $X=X_{1} \oplus X_{2}, A \in \mathcal{L}(X)$ with $A\left(X_{1}\right) \subset X_{1}, A\left(X_{2}\right) \subseteq X_{2}$. Let $A_{1}=A_{\mid X_{1}} \in \mathcal{L}\left(X_{1}\right)$ and $A_{2}=A_{\mid X_{2}} \in$ $\mathcal{L}\left(X_{2}\right)$. Then:
(1) $\sigma(A)=\sigma\left(A_{1}\right) \cup \sigma\left(A_{2}\right)$,
(2) $\sigma_{e}(A)=\sigma_{e}\left(A_{1}\right) \cup \sigma_{e}\left(A_{2}\right)$,
(3) if $\lambda$ is an isolated point of $\sigma\left(A_{1}\right)$ such that $\lambda \notin \sigma\left(A_{2}\right)$, then $P_{\lambda}(A)(X)=$ $P_{\lambda}\left(A_{1}\right)\left(X_{1}\right)$, where $P_{\lambda}(A)$ (resp. $\left.P_{\lambda}\left(A_{1}\right)\right)$ denotes the spectral projection associated to $\{\lambda\}$ for $A\left(\right.$ resp. $\left.A_{1}\right)$ in $\mathcal{L}(X)$ (resp. $\mathcal{L}\left(X_{1}\right)$ ).

Proof: The statements (1) and (2) are well known so their proofs are dropped.
(3) Let $\lambda \neq 0$ be an isolated point of $\sigma\left(A_{1}\right)$. Then there exists a spectral decomposition of the space $X_{1}$, that is, $X_{1}=Y_{1} \oplus Y_{2}$ and $Y_{1}=P_{\lambda}\left(A_{1}\right) X_{1}$ (where $P_{\lambda}\left(A_{1}\right)$ denotes the spectral projection associated to the spectral set $\{\lambda\}$ ). Accordingly, $\sigma\left(A_{1 \mid Y_{1}}\right)=\{\lambda\}$, and $\sigma\left(A_{1 \mid Y_{2}}\right)=\sigma\left(A_{1}\right) \backslash\{\lambda\}$. Note also that

$$
X=Y_{1} \oplus\left(Y_{2} \oplus X_{2}\right), A Y_{1}=A_{1} Y_{1} \subseteq Y_{1} \quad \text { and } \quad A\left(Y_{2} \oplus X_{2}\right) \subseteq Y_{2} \oplus X_{2}
$$

Now applying the first assertion to the operators $A_{\mid Y_{2} \oplus X_{2}}$ and $A_{\mid Y_{2}}$ we get $\sigma\left(A_{\mid Y_{2} \oplus X_{2}}\right)=\sigma\left(A_{2}\right) \cup \sigma\left(A_{\mid Y_{2}}\right)$. But $\sigma\left(A_{\mid Y_{2}}\right)=\sigma\left(A_{1 \mid Y_{2}}\right)=\sigma\left(A_{1}\right) \backslash\{\lambda\}$ and $\sigma(A)=\sigma\left(A_{2}\right) \cup \sigma\left(A_{1}\right)$, so $\sigma\left(A_{\mid Y_{2} \oplus X_{2}}\right)=\sigma(A) \backslash\{\lambda\}$. Accordingly, $\sigma\left(A_{\mid Y_{1}}\right)=$ $\sigma\left(A_{1 \mid Y_{1}}\right)=\{\lambda\}$. This leads to $Y_{1}=R\left(P_{\lambda}(A)\right)$ (the range of the spectral projection associated to the spectral set $\{\lambda\}$ of $\sigma(A)$ ) which completes the proof.

The item (3) of the preceding lemma will be used in the proof of the implication $(3) \Rightarrow(2)$ of Theorem 1.1 in the following form.
Corollary 2.1. Let the hypotheses of Lemma 2.9 be satisfied. If, further, $A_{2}=0$ and $\lambda \neq 0$ is an isolated point of $\sigma\left(A_{1}\right)$, then

$$
P_{\lambda}\left(A_{1}\right)\left(X_{1}\right)=P_{\lambda}(A)(X)
$$

## 3. Proofs

Proof of Theorem 1.1: $(1) \Rightarrow(3)$. From Lemma 2.6 it follows that $A \in \mathcal{L}(X)$. So, it remains to check that $A$ belongs to $P \mathcal{R}(X)$. To this end, let $t \in] a, b[$ and write $T(t)=e^{t A}$. Set $p_{t}(z)=\prod_{i=1}^{n}\left(z-\varphi_{i}(t)\right)$. We know by the hypotheses that

$$
p_{t}\left(e^{t A}\right)=\prod_{i=1}^{n}\left(e^{t A}-\varphi_{i}(t)\right) \in \mathcal{R}(X)
$$

Accordingly, $f_{t}(A) \in \mathcal{R}(X)$ where $f_{t}(\cdot)$ is the entire function $z \rightarrow p_{t}\left(e^{t z}\right)$. So, Lemma 2.2 implies that $A \in P \mathcal{R}(X)$.
$(3) \Rightarrow(2)$. To establish this implication we will proceed in three steps.
First step : Let $t>0$ and suppose that $A \in \mathcal{R}(X)$. Clearly the operator $T(t)-I$ may be written in the form

$$
T(t)-I=e^{t A}-I=\sum_{k=1}^{\infty} \frac{t^{k} A^{k}}{k!}=A g(A)
$$

where $g(\cdot)$ is the entire function $g(z)=\sum_{k=0}^{\infty} \frac{t^{k+1} z^{k}}{(k+1)!}$. Since $A$ and $g(A)$ commute, $T(t)-I=A g(A)=g(A) A$. Since $A$ is of Riesz type, the use of Proposition 1.1 implies that $T(t)-I \in \mathcal{R}(X)$.
Second step : Assume that $(A-\lambda I) \in \mathcal{R}(X)$ for some $\lambda \in \mathbb{C}$. Observe that the operator $T(t)-e^{\lambda t}$ can be written as

$$
T(t)-e^{\lambda t} I=e^{\lambda t}\left(e^{-\lambda t} T(t)-I\right)=e^{\lambda t}\left(e^{-\lambda t} e^{t A}-I\right)=e^{\lambda t}\left(e^{t(A-\lambda I)}-I\right)
$$

Then, since $(A-\lambda I) \in \mathcal{R}(X)$, using the result of the first step one obtains $\left(e^{t(A-\lambda I)}-I\right) \in \mathcal{R}(X)$ and therefore $T(t)-e^{\lambda t} I \in \mathcal{R}(X)$.
Third step : Assume now that $p(z)=\left(z-\lambda_{1}\right) \ldots\left(z-\lambda_{n}\right)$ is the minimal polynomial of $A$, then $p(A)=\left(A-\lambda_{1} I\right) \ldots\left(A-\lambda_{n} I\right) \in \mathcal{R}(X)$. This implies that $\sigma_{b}(A)=$ $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$, so we can write $\sigma(A)=\sigma_{1} \cup \sigma_{2} \cup \ldots \cup \sigma_{n}$ where $\sigma_{i}$ for $1 \leq i \leq n$ are clopen sets in $\sigma(A)$ such that $\lambda_{i} \in \sigma_{i}$ for $i=1, \ldots, n$ and $\sigma_{i} \cap \sigma_{j}=\emptyset$ if $i \neq j$. Let $\left(X_{i}\right)_{1 \leq i \leq n}$ and $\left(A_{i}\right)_{1 \leq i \leq n}$ be the spectral subspaces and the restrictions of $A$ associated to this decomposition, respectively. The fact that the sets $X_{i}$, $i=1, \ldots, n$, are stable by $A$ implies that they are also invariant by $e^{t A}$. Let $e^{t A}{ }_{\mid X_{i}}$ be the restriction of $e^{t A}$ to $X_{i}$. Obviously $e^{t A}{ }_{\mid X_{i}} \in \mathcal{L}\left(X_{i}\right)$ and $e^{t A}{ }_{\mid X_{i}}=e^{t A_{i}}$.

Consider now the problem separately on each subspace $X_{i}, i=1, \ldots, n$. On $X_{i}$ we can write $p(A)=\left(A_{i}-\lambda_{i}\right) \prod_{i \neq j}\left(A_{i}-\lambda_{j}\right)$. For each $j \neq i, \lambda_{j} \notin \sigma\left(A_{i}\right)$ and so the operator $\prod_{i \neq j}\left(A_{i}-\lambda_{j}\right)$ is invertible in $\mathcal{L}\left(X_{i}\right)$. Accordingly

$$
\left(A_{i}-\lambda_{i}\right)=p\left(A_{i}\right)\left(\prod_{i \neq j}\left(A-\lambda_{j}\right)\right)^{-1} \in \mathcal{L}\left(X_{i}\right)
$$

On the other hand, the spectral mapping theorem leads to

$$
\sigma\left(p\left(A_{i}\right)\right)=p\left(\sigma\left(A_{i}\right)\right)=\left\{p(\tau): \tau \in \sigma\left(A_{i}\right)\right\}
$$

Therefore $\sigma\left(p\left(A_{i}\right)\right)$ consists of eigenvalues with finite algebraic multiplicity accumulating to $p\left(\lambda_{i}\right)=0$. So, $p\left(A_{i}\right) \in \mathcal{R}\left(X_{i}\right)$. This together with the fact that $p\left(A_{i}\right)$ and $\left(\prod_{i \neq j}\left(A-\lambda_{j}\right)\right)^{-1}$ commute implies, thanks to Proposition 1.1, $\left(A_{i}-\lambda_{i}\right) \in \mathcal{R}\left(X_{i}\right)$.
On the other hand, for each $i \in\{1, \ldots, n\}$, we have

$$
\prod_{j=1}^{n}\left(e^{t A_{i}}-e^{\lambda_{j} t}\right)=\left(e^{t A_{i}}-e^{\lambda_{i} t}\right) \prod_{j \neq i}\left(e^{t A_{i}}-e^{\lambda_{j} t}\right)
$$

Since $\prod_{j \neq i}\left(e^{t A_{i}}-e^{\lambda_{j} t}\right)$ is invertible on $X_{i}$ and $e^{t A_{i}}-e^{\lambda_{i} t} \in \mathcal{R}\left(X_{i}\right)$ (use the fact that $\left(A_{i}-\lambda_{i}\right) \in \mathcal{R}\left(X_{i}\right)$ and the second step), again by Proposition 1.1, we infer
that

$$
\prod_{j=1}^{n}\left(e^{t A}{ }_{\mid X_{i}}-e^{\lambda_{j} t}\right)=\prod_{j=1}^{n}\left(e^{t A}-e^{\lambda_{j} t}\right)_{\mid X_{i}} \in \mathcal{R}\left(X_{i}\right)
$$

Next, observe that the operator $\prod_{i=1}^{n}\left(e^{t A}-e^{\lambda_{i} t}\right)$ writes in the form $\sum_{i=1}^{n} \mathcal{O}_{i}$ where

$$
\mathcal{O}_{i}=J_{i}\left[\prod_{j=1}^{n}\left(e^{t A}-e^{\lambda_{j} t}\right)_{\mid X_{i}}\right] P_{i}
$$

with $J_{i}: X_{i} \rightarrow X$ is the canonical embedding and $P_{i}: X \rightarrow X_{i}$ denotes the spectral projection associated to the clopen subset $\sigma_{i}$. Clearly $\mathcal{O}_{i} \mathcal{O}_{j}=\mathcal{O}_{j} \mathcal{O}_{i}=$ 0 for $i \neq j$. Moreover, using Lemma 2.9(3) (or Corollary 2.1) one sees that each $\mathcal{O}_{i}, i=1, \ldots, n$, belongs to $\mathcal{R}(X)$. Now applying Proposition 1.1 we get $] 0, \infty[\subset \mathcal{D}(\varphi)$.
$(2) \Rightarrow(1)$ It is trivial.
(3) $\Rightarrow$ (4) Let us first observe that, by the spectral mapping theorem, for any $\lambda \in \rho(A),-1 \in \rho(\lambda R(\lambda, A)-I)$. Now consider the function $f_{\lambda}$ defined by $f_{\lambda}: \mathbb{C} \backslash\{-1\} \rightarrow \mathbb{C}, z \rightarrow \lambda-\frac{\lambda}{z+1}$. Clearly $A=f_{\lambda}(\lambda R(\lambda, A)-I)$. By hypothesis there exists $p(\cdot) \in \mathbb{C}[z] \backslash\{0\}$ such that $p(A) \in \mathcal{R}(X)$. Therefore $\left(p \circ f_{\lambda}\right)(\lambda R(\lambda, A)-$ $I) \in \mathcal{R}(X)$. Next applying Lemma 2.2 we conclude that $(\lambda R(\lambda, A)-I) \in P \mathcal{R}(X)$ for every $\lambda \in \rho(A)$.
$(4) \Rightarrow(5)$ It is trivial.
(5) $\Rightarrow(3)$ Let $\lambda \in \rho(A)$ be such that $(\lambda R(\lambda, A)-I) \in \mathcal{R}(X)$ and denote by $g_{\lambda}$ the function defined by $g_{\lambda}: \mathbb{C} \backslash\{\lambda\} \rightarrow \mathbb{C}, z \rightarrow \frac{\lambda}{\lambda-z}-1$. Since $g_{\lambda}(A)=\lambda R(\lambda, A)-I$, the use of Lemma 2.2 gives $A \in P \mathcal{R}(X)$.

Proof of Theorem 1.2: The hypotheses say that there is a function $\varphi: \mathcal{D}(\varphi) \subset$ $\mathbb{R} \rightarrow \mathbb{C}, t \rightarrow\left(\varphi_{1}(t), \ldots, \varphi_{n}(t)\right)$ such that $\forall t \in \mathcal{D}^{+}(\varphi) \quad \prod_{i=1}^{n}\left(T(t)-\varphi_{i}(t)\right) \in$ $\mathcal{R}(X)$. By the characterization of polynomially Riesz operators (Proposition 1.2) and Lemma 2.1, we have $\sigma_{e}(T(t))=\left\{\varphi_{i}(t), i=1, \ldots, n\right\}$ and $\sigma(T(t)) \backslash \sigma_{e}(T(t))$ consists in eigenvalues with finite algebraic multiplicity. Since $\varphi_{i_{0}}\left(t_{0}\right)=0$ for some $i_{0} \in\{1, \ldots, n\}$, say $i_{0}=n$, it follows from Lemma 2.8(1) that $\varphi_{n}(t)=0$ for all $t>0$. This implies that $0 \in \sigma_{e}(T(t))$ for all $t>0$. Consequently, $\sigma_{e}(T(t))=$ $\left\{0, \varphi_{1}(t), \ldots, \varphi_{n-1}(t)\right\}$ with $\varphi_{i}(t) \neq 0$ for all $t \in \mathcal{D}^{+}(\varphi)$ and $i=1, \ldots, n-1$.

Let $\tau_{0}$ and $\tau_{1}$ be a partition of $\sigma\left(T\left(t_{0}\right)\right)$ such that $\tau_{0} \cap \sigma_{e}\left(T\left(t_{0}\right)\right)=\{0\}$. Hence there exist two closed subspaces $X_{0}$ and $X_{1}$ which reduce $T\left(t_{0}\right)$, that is, $X=X_{0} \oplus X_{1}$. Clearly, for all $t>0, T(t)$ commutes with $T\left(t_{0}\right)$ and therefore with the associated spectral projectors. So, $T(t) X_{k} \subseteq X_{k}, k=0,1$ and then $\left(T(t)_{\mid X_{k}}\right)_{t \geq 0}$ is a $\mathrm{C}_{0}$-semigroup on $X_{k}, A\left(D(A) \cap X_{k}\right) \subseteq X_{k}$ and so $A_{\mid X_{k}}$ is the generator of $\left(T(t)_{\mid X_{k}}\right)_{t \geq 0}$. Since $0 \notin \sigma_{e}\left(T\left(t_{0}\right)_{\mid X_{1}}\right)$, it follows from

Lemma 2.8(1) that $0 \notin \sigma_{e}\left(T(t)_{\mid X_{1}}\right)$ for all $t>0$. Moreover, using Lemma 2.9(2), one sees that $\sigma_{e}(T(t))=\sigma_{e}\left(T(t)_{\mid X_{0}}\right) \cup \sigma_{e}\left(T(t)_{\mid X_{1}}\right)$ and therefore $\sigma_{e}\left(T(t)_{\mid X_{1}}\right)=$ $\left\{\varphi_{1}(t), \ldots, \varphi_{n-1}(t)\right\}$. This shows that $\left(T(t)_{\mid X_{1}}\right)_{t \geq 0}$ satisfies the hypothesis $(\mathcal{A} 1)$ and $] 0, \infty[\subset \mathcal{D}(\varphi)$. Consequently, the statement (2) follows from Lemma 2.4 and Theorem 1.1.

To establish (1), let us note that since $0 \in \sigma_{e}\left(T\left(t_{0}\right)_{\mid X_{0}}\right)$, it follows from Lemma 2.8(1) that $0 \in \sigma_{e}\left(T(t)_{\mid X_{0}}\right)$ for all $t>0$. To show that $\left(T(t){ }_{\mid X_{0}}\right)_{t \geq 0}$ is a Riesz $\mathrm{C}_{0}$-semigroup, it suffices to prove that $\sigma_{e}\left(T(t){ }_{\mid X_{0}}\right)=\{0\}$ for all $t>0$. To see this, let $\mu \neq 0$ be such that $\mu \in \sigma_{e}\left(T(t)_{\mid X_{0}}\right)$ for some $t>0$. So we can write $X_{0}=Z_{1} \oplus Z_{2}$ with $\operatorname{dim}\left(Z_{j}\right)=\infty, j=1,2$ and $\sigma_{e}\left(T(t)_{\mid Z_{2}}\right)=\{\mu\}$. Obviously, $0 \notin \sigma_{e}\left(T(t)_{\mid Z_{2}}\right)$, so by Lemma $2.8(1), 0 \notin \sigma_{e}\left(T\left(t_{0}\right)_{\mid Z_{2}}\right)$. On the other hand, applying Lemma 2.9(2) one sees that $\sigma_{e}\left(T\left(t_{0}\right)_{\mid X_{0}}\right)=\sigma_{e}\left(T\left(t_{0}\right)_{\mid Z_{1}}\right) \cup \sigma_{e}\left(T\left(t_{0}\right)_{\mid Z_{2}}\right)=\{0\}$. Hence, $\sigma_{e}\left(T\left(t_{0}\right)_{\mid Z_{2}}\right)=\emptyset$ which contradicts the fact that $\operatorname{dim} Z_{2}=\infty$. Consequently $\mu \notin \sigma_{e}\left(T(t)_{\mid X_{0}}\right)$ which proves that $T(t)_{\mid X_{0}}$ is a Riesz operator for all $t>0$. This ends the proof.

## References

[1] Caradus S.R., Operators of Riesz type, Pacific J. Math. 18 (1966), 61-71.
[2] Caradus S.R., Pfaffenberger W.E., Yood B., Calkin Algebras and Algebras of Operators on Banach Spaces, Marcel Dekker, New York, 1974.
[3] Cuthbert J.R., On semigroups such that $U(t)-I$ is compact for some $t>0$, Z. Wahrscheinlichkeitstheorie und Verw. Gebiete 18 (1971), 9-16.
[4] Engel K.J., Nagel R., One-Parameter Semigroups for Linear Evolution Equations, Springer, New York, 2000.
[5] Gohberg I.C., Markus A., Feldman I.A., Normally solvable operators and ideals associated with them, Amer. Math. Soc. Trans. Ser. 261 (1967), 63-84.
[6] Gramsch B., Lay D., Spectral mapping theorems for essential spectra, Math. Ann. 192 (1971), 17-32.
[7] Henriquez H., Cosine operator families such that $C(t)-I$ is compact for all $t>0$, Indian J. Pure Appl. Math. 16 (1985), 143-152.
[8] Istratescu V.I., Some remarks on a class of semigroups of operators, Z. Wahrscheinlichkeitstheorie und Verw. Gebiete 26 (1973), 241-243.
[9] Kato T., Perturbation theory for nullity, deficiency and other quantities of linear operators, J. Anal. Math. 6 (1958), 261-322.
[10] Latrach K., Dehici A., Remarks on embeddable semigroups in groups and a generalization of some Cuthbert's results, Int. J. Math. Math. Sci. (2003), no. 22, 1421-1431.
[11] Latrach K., Paoli J.M., Polynomially compact-like strongly continuous semigroups, Acta Appl. Math. 82 (2004), 87-99.
[12] Lizama C., Uniform continuity and compactness for resolvent families of operators, Acta Appl. Math. 38 (1995), 131-138.
[13] Lutz D., Compactness properties of operator cosine functions, C.R. Math. Rep. Acad. Sci. Canada 2 (1980), 277-280.
[14] Phillips R.S., Spectral theory for semigroups of linear operators, Trans. Amer. Math. Soc. 71 (1951), 393-415.
[15] Schechter M., On the essential spectrum of an arbitrary operator I, J. Math. Anal. Appl. 13 (1966), 205-215.
[16] Schechter M., Principles of Functional Analysis, Graduate Studies in Mathematics, Vol. 36, American Mathematical Society, Providence, 2001.
[17] West T.T., Riesz operators in Banach spaces, Proc. London Math. Soc. 16 (1966), 131-140.
K. Latrach:

Université Blaise Pascal, Laboratoire de Mathématiques, CNRS (UMR 6620), 24 avenue des Landais, 63117 Aubière, France

E-mail: Khalid.Latrach@math.univ-bpclermont.fr
J.M. Paoli:

Université de Corse, Département de Mathématiques, Quartier Grossetti, BP 52, 20250 Corte, France
M.A. Taoudi:

Faculté des Sciences de Gabès, Cité Erriadh, 6072 Zrig Gabès, Tunisie

