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A characterization of polynomially

Riesz strongly continuous semigroups

Khalid Latrach, J. Martin Paoli, M.A. Taoudi

Abstract. In this paper we characterize the class of polynomially Riesz strongly contin-
uous semigroups on a Banach space X. Our main results assert, in particular, that the
generators of such semigroups are either polynomially Riesz (then bounded) or there exist
two closed infinite dimensional invariant subspaces X0 and X1 of X with X = X0 ⊕X1
such that the part of the generator in X0 is unbounded with resolvent of Riesz type
while its part in X1 is a polynomially Riesz operator.

Keywords: strongly continuous semigroups, Riesz operators, polynomially Riesz opera-
tors

Classification: 47B06, 47D03

1. Introduction and preliminaries

Let X be a Banach space over the complex field and let L(X) denote the
Banach algebra of bounded linear operators on X . The subset of all compact
operators of L(X) is designated by K(X). For A ∈ L(X), we let σ(A), ρ(A),
R(λ, A), N(A) and R(A) denote, respectively, the spectrum, the resolvent set,
the resolvent operator, the null space and the range of A. The nullity of A, α(A),
is defined as the dimension of N(A) and the deficiency of A, β(A), is defined as
the codimension of R(A) in X .

Write

Φ+(X) = {A ∈ L(X) : α(A) < ∞ and R(A) is closed in X},

Φ−(X) = {A ∈ L(X) : β(A) < ∞ (then R(A) is closed in X)}.

Operators in Φ±(X) := Φ+(X) ∪ Φ−(X) are called semi-Fredholm operators,
while Φ(X) = Φ+(X)∩Φ−(X) denotes the set of Fredholm operators of L(X). If
A ∈ Φ±(X), the number i(A) = α(A)−β(A) ∈ Z∪{−∞, +∞}, is the index of A.
We say that a complex number λ belongs to the Fredholm domain of A, ΦA, if
λ − A belongs to Φ(X). The subset σe(A) of σ(A) defined by σe(A) := C\ΦA is
called the Fredholm essential spectrum of A. For the properties of these sets we
refer to [5], [6], [9] or [16].
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An operator T ∈ L(X) is called a Riesz operator if λ − T ∈ Φ(X) for all
scalars λ 6= 0. Let R(X) denote the class of all Riesz operators. It is worth
noticing that there are many characterizations of Riesz operators. Ruston has
characterized R(X) as the class of asymptotically quasi-compact operators, i.e.,
those T ∈ L(X) for which

(1.1) lim
n→∞

{
inf

K∈K(X)
‖T n − K‖

} 1
n
= 0,

(cf. [17], [1], [2]). We recall that Riesz operators satisfy the Riesz-Schauder theory
of compact operators and R(X) is not an ideal of L(X) ([2]). Moreover, using
(1.1) we get the following result established independently by Caradus [1] and
West [17].

Proposition 1.1. Let X be a Banach space and let T and S be two commuting
operators of L(X).

(1) If T ∈ R(X), then TS ∈ R(X).
(2) If T and S are in R(X), then T + S ∈ R(X).

Let F ∈ L(X), F is called a Fredholm perturbation if U +F ∈ Φ(X) whenever
U ∈ Φ(X). The set of Fredholm perturbations is denoted by F(X). We recall
that F(X) is the largest ideal of L(X) contained in R(X) see [2], [16].

In [3] Cuthbert considered a class of C0-semigroups (T (t))t≥0 having the prop-
erty of being near the identity, in the sense that, for some value of t, T (t)− I ∈
K(X). His result asserts that if (T (t))t≥0 is a C0-semigroup with infinitesimal
generator A and if O = {t > 0 : T (t)− I compact}, then the following conditions
are equivalent:

(a) O =]0,∞[ ,
(b) A is compact,
(c) λR(λ, A) − I is compact for some (and then for all) λ > ω,

where ω denotes the type of (T (t))t≥0. Cuthbert’s result was extended by many
authors to other strongly continuous families of operators such as cosine or resol-
vent families of operators (see [7], [12], [13]). In the paper [10], it was established
that the assertions (a), (b) and (c) remain equivalent for strongly continuous semi-
groups (T (t))t≥0 near the identity in the sense that there exists t0 > 0 such that
T (t0) − I ∈ J (X) where J (X) is any arbitrary closed proper two-sided ideal of
the algebra L(X) contained in the set of Fredholm perturbations. Note that in all
these works the generator A is compact or belongs to an ideal of L(X) contained
in F(X). The general case where A is a Riesz operator, not necessarily belonging
to F(X), was considered in [8].
Let J (X) be a non trivial two-sided ideal of L(X). We say that an operator

A ∈ L(X) belongs to PJ (X) if there is a nonzero complex polynomial p(·) such
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that the operator p(A) ∈ J (X). In a recent work [11], the results obtained in
[3], [8] and [10] were extended to semigroups for which there exists a non trivial
polynomial p(·) ∈ C[z] such that, for some t > 0, p(T (t)) ∈ J (X) where J (X)
is an arbitrary proper two-sided ideal of L(X) contained in the set of Fredholm
perturbations. In contrast to the previous results, in this case the infinitesimal
generator of the semigroup is not necessarily a Riesz operator.

We say that A ∈ L(X) is polynomially Riesz if there exists a nonzero complex
polynomial p(·) such that the operator p(A) ∈ R(X). The set of polynomially
Riesz operators will be denoted by PR(X).
If A belongs PR(X), then there exists a nonzero polynomial p(·) such that

p(A) ∈ R(X). So, σ(p(A)) must be finite or countable with zero as the only
possible accumulation point. Moreover, the nonzero points of σ(p(A)) are isolated
and the corresponding spectral projections are all finite dimensional. According
to the spectral mapping theorem, the only possible accumulation points of σ(A)
are contained in the set of roots of p(·). Let λi be a root of p(·) and assume that
λi /∈ σ(A). Set q(z) = (z − λi)

−1 p(z). Obviously, deg(q) < deg(p). Moreover,
since q(A) = (A−λi)

−1 p(A) = p(A)(A−λi)
−1, applying Proposition 1.1 one sees

that q(A) ∈ PR(X). These observations show that if A ∈ PR(X), then σe(A) is
necessarily finite, say {λ1, . . . , λn}, and p(z) = (z−λ1) . . . (z−λn) is the nonzero
polynomial of least degree and leading coefficient 1 such that p(A) ∈ R(X). It will
be called the minimal polynomial of A. Conversely, let p(z) = (z−λ1) . . . (z−λn)
is the minimal polynomial (in the sense defined above) of A. Arguing as above
one sees that each λi ∈ σe(A), and so σe(A) = {λ1, . . . , λn}. This leads to the
following characterization of the set of polynomially Riesz operators.

Proposition 1.2. Let X be a Banach space. An operator A ∈ L(X) belongs to
PR(X) if and only if σe(A) is finite, say, σe(A) = {λ1, . . . , λn}. Moreover, the
minimal polynomial of A can be written in the form p(z) = (z − λ1) . . . (z − λn).

Remark 1.1. Note that in contrast to the case where A is polynomially compact
(or, more generally, if A ∈ PJ (X) where J (X) is an arbitrary proper two sided
ideal of L(X) [11]), the minimal polynomial of a polynomially Riesz operator has
only simple roots. (Evidently, for A ∈ PJ (X), the definition of the minimal
polynomial is taken in the ideal sense.) �

Let n be an integer and let ϕ be a function defined from its domain into Cn,
that is, ϕ : D(ϕ) ⊆ R → Cn, t → (ϕ1(t), . . . , ϕn(t)). Set D+(ϕ) := D(ϕ)∩]0, ∞[
and introduce the assumption

(A1)

{
n ≥ 1, ϕ(·) is continuous and for all t ∈ D+(ϕ),

ϕi(t) 6= 0 and
∏n

i=1(T (t)− ϕi(t)) ∈ R(X).

We are now ready to state our first result.
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Theorem 1.1. Let (T (t))t≥0 be a C0-semigroup on a Banach space X with

infinitesimal generator A and assume that the assumption (A1) holds true. Then
the following conditions are equivalent.

(1) There are two constants a, b ∈]0,∞[, a < b such that ]a, b[⊆ D+(ϕ).
(2) D+(ϕ) =]0,+∞[.
(3) The operator A belongs to PR(X).
(4) (λR(λ, A) − I) belongs to PR(X) for every λ ∈ ρ(A).
(5) (λR(λ, A) − I) belongs to PR(X) for some λ ∈ ρ(A).

It is worth noticing that in the assumption (A1), the component functions of
ϕ do not attain the value zero. This means that, for each t > 0, the roots of the
minimal polynomial pt(·) of T (t) are all different from zero. Accordingly, (T (t))t≥0
can always be embedded in a C0-group on X (cf. Lemma 2.4). This assumption
was motivated by Phillips’s result, Lemma 2.5, which is basic in the proof of
Lemma 2.6 and then Theorem 1.1. This gives rise to the following question: what
can be said about the semigroup and its generator if there exists at least one
t0 ∈ D+(ϕ) such that ϕi(t0) = 0 for some i ∈ {1, . . . , n}? This question will be
discussed in the theorem below. Clearly, if ϕi(t0) = 0 for some i ∈ {1, . . . , n},
then according to Lemma 2.8(1), ϕi(t) = 0 for all t ∈ D+(ϕ) which shows that,
for t ∈ D+(ϕ), 0 is a root of the minimal polynomial of T (t). Therefore the result
of Theorem 1.1 ceases to be true. Actually we will prove that the space X has the
following decompositionX = X0⊕X1, where X0 and X1 are closed T (t)-invariant
subspaces of X such that the restriction of (T (t))t≥0 to X0 is a Riesz semigroup
with unbounded generator while Theorem 1.1 holds true for (T (t)|X1)t≥0. To

state our second result we need the following assumption.

Let n be an integer and let ϕ be a function defined from its domain into Cn,
that is, ϕ : D(ϕ) ⊆ R → Cn, t → (ϕ1(t), . . . , ϕn(t)). Let us now introduce the
following assumption

(A2)






n ≥ 2, ϕ(·) is continuous, there exist i0 ∈ {1, . . . , n}

and t0 ∈ D+(ϕ) such that ϕi0(t0) = 0 and,

for all t ∈ D+(ϕ),
∏n

i=1(T (t)− ϕi(t)) ∈ R(X).

Remark 1.2. Assume that there are i1, . . . , iα ∈ {1, . . . , n} with α ≤ n − 1
and t1, . . . , tα ∈ D+(ϕ) such that ϕi1(t1) = . . . = ϕiα(tα) = 0. Then applying

Lemma 2.8(1) one obtains ϕi1(t) = . . . = ϕiα(t) = 0 for all t ∈ D+(ϕ). So, 0
is a root of

∏n
i=1(T (t) − ϕi(t)) of multiplicity α. Therefore, the use of Proposi-

tion 1.2 and Remark 1.1 shows that the minimal polynomial of T (t) is given by
T (t)

∏
j 6=i1,... ,iα

(T (t)− ϕj(t)). �

Theorem 1.2. Let (T (t))t≥0 be a C0-semigroup on a Banach space X with

infinitesimal generator A and let (A2) be satisfied. Then there exist two closed
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subspaces of X , X0 and X1, such that X = X0⊕X1 and, for all t ≥ 0, T (t)Xi ⊆
Xi, i = 0, 1. Moreover, the following statements hold true.

(1) (T (t)|X0)t≥0 is a C0-semigroup of Riesz type on X0, i.e. T (t)|X0 ∈ R(X0)
for all t > 0. Its generator A|X0 is unbounded on X0 and, for any λ ∈

ρ(A|X0), (λ − A|X0)
−1 ∈ R(X0).

(2) (T (t)|X1)t≥0 is a C0-semigroup on X1 which can be embedded in a C0-

group. Moreover, (T (t)|X1)t≥0 and its generator A|X1 satisfy the asser-

tions (1)–(5) of Theorem 1.1.

The remainder of this paper is organized as follows. In Section 2, we define
the Browder essential spectrum and gather auxiliary results required later. The
proofs of Theorems 1.1. and 1.2 are the topic of Section 3.

We close this introduction by noticing that, as indicated above, the Cuthbert
theorem was generalized to bounded cosine operator functions ([7], [13]) and re-
solvent families of bounded operators ([12]). Do Theorems 1.1 and 1.2 extend to
these two families of strongly continuous operators?

2. Some lemmas

LetX be a Banach space and let A ∈ L(X). Set Φ0A := {λ ∈ ΦA : i(λ−A) = 0}
and define the set

σb(A) := C\ρb(A)

where

ρb(A) := {λ ∈ Φ0A such that all scalars near λ are in ρ(A)}.

Following [6] and [15], σb(·) is called the Browder essential spectrum. It is well
known that

(2.1) σe(A) ⊆ σb(A) and σb(A) = σ(A)\Π(A)

where Π(A) stands for the set of all isolated eigenvalues of A with finite algebraic
multiplicity.
Let us notice that if A ∈ PR(X), then p(A) ∈ R(X) (where p(·) is the minimal

polynomial of A) and therefore σb(p(A)) = {0}. On the other hand, if dim(X) =
∞, one has also ∅ 6= σe(p(A)) ⊆ σb(p(A)) = {0}. Consequently, σe(p(A)) =
σb(p(A)) = {0}. Also, by the spectral mapping theorem for σe(·) and σb(·) ([6])
we have

(2.2) σe(p(A)) = p(σe(A)) = {0} and σb(p(A)) = p(σb(A)) = {0}.
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Lemma 2.1. Let A ∈ L(X). If A ∈ PR(X), then, except a finite set, the
spectrum ofA consists of isolated points which are eigenvalues with finite algebraic
multiplicity.

Proof: Since A ∈ PR(X), there exists a polynomial p(·) 6= 0 such that p(A) ∈
R(X). So, it suffices to prove that σb(A) = σe(A) ⊆ {λ ∈ C such that p(λ) = 0}.
To do so, let us first observe that (2.1) and (2.2) imply σe(A) ⊆ σb(A) ⊆ {λ :
p(λ) = 0}. Consequently, σb(A) is a finite set and all elements in σ(A)\σb(A)
are isolated points in σ(A). It remains to show that σb(A) ⊆ σe(A). Indeed, let
λ0 ∈ σb(A), we can write σ(A) = σ0 ∪σ1 where σ0, σ1 are clopen subsets of σ(A)
and σb(A) ∩ σ0 = {λ0}. Then we have a decomposition of A according to the
decomposition X = X0 ⊕ X1 of the space in such a way that the spectra of the
parts of A in X0 and X1, i.e. A0 and A1, coincide with σ0 and σ1, respectively.
Therefore, for any λ ∈ σ0, λ − A1 ∈ Φ(X1) and by [11, Lemma 2.1] σe(A0) =
σ0 ∩ σe(A) ⊆ σb(A) ∩ σ0 = {λ0}. Since X0 is not finite dimensional, σe(A0) 6= ∅
and therefore σe(A0) = σe(A) ∩ σ0 = {λ0}. Accordingly λ0 ∈ σe(A) and then
σe(A) = σb(A) which ends the proof. �

Lemma 2.2. Let A ∈ L(X), assume that Ω 6= ∅ is a connected open subset of
C such that σ(A) ⊆ Ω and let f : Ω → C, f 6= 0 be an analytic function. If
f(A) ∈ R(X), then A ∈ PR(X).

Proof: Obviously f has only a finite number of zeros on σ(A), say λ1, . . . , λm,
hence f(z) = (

∏m
i=1(z − λi)

αi) ζ(z), where αi is the order of the zero λi and
ζ(z) 6= 0 is an analytic function on a neighborhood of σ(A). Set ϑ(z) = 1/ζ(z).
Clearly ϑ is analytic on a neighborhood of σ(A) and

∏m
i=1(z−λi)

αi = f(z)ϑ(z) =
ϑ(z)f(z). Therefore

∏m
i=1(A − λi)

αi = f(A)ϑ(A) = ϑ(A)f(A). Since f(A) ∈
R(X), according to Proposition 1.1,

∏m
i=1(A−λi)

αi belongs to R(X) which ends
the proof. �

In what follows A(X) will denote the subset of PR(X) defined by

A(X) :=
{
F ∈ PR(X) such that the minimal polynomial

p(·) of F satisfies p(−1) 6= 0
}
.

Lemma 2.3. If F ∈ A(X), then I + F ∈ Φ(X) and i(I + F ) = 0.

Proof: Let p(·) denote the minimal polynomial of F . Since p(F ) ∈ R(X),
σb(p(F )) = {0}. By hypothesis p(−1) 6= 0, hence p(−1) /∈ σb(p(F )). Next,
making use of the spectral mapping theorem for the Browder essential spectrum
[6, Theorem 4] we conclude that −1 /∈ σb(F ), i.e., −1 ∈ ρb(F ). This completes
the proof. �

The following lemma improves Proposition 4.1 in [10].
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Lemma 2.4. Let (T (t))t≥0 be a C0-semigroup on a Banach space X with in-
finitesimal generator A and assume that the hypothesis (A1) is satisfied. If
D+(ϕ) 6= ∅, then (T (t))t≥0 can be embedded in a C0-group on X .

Proof: By hypothesis there exists t0 > 0 such that T (t0) ∈ PR(X). Let
pt0(z) =

∏n
i=1(z−ϕi(t0)) be the minimal polynomial of T (t0). Thus pt0(T (t0)) =∏n

i=1(T (t0)−ϕi(t0) I) ∈ R(X). Writing T (t0) in the form T (t0) = I+(T (t0)−I)
one sees that

pt0(T (t0)) =

n∏

i=1

((T (t0)− I)− (ϕi(t0)− 1)I) = p̄t0(T (t0)− I)

where p̄t0(z) =
∏n

i=1(z − (ϕi(t0) − 1)). Clearly, p̄t0(−1) =
∏n

i=1(−ϕi(t0)) 6= 0,
therefore T (t0)−I ∈ A(X). It follows from Lemma 2.3 that T (t0) = I+(T (t0)−I)
is a Fredholm operator and i(T (t0)) = 0. Now the use of Theorem 2.1 in [10] gives
the desired result. �

Let (T (t))t≥0 be a C0-semigroup on a Banach space X with infinitesimal
generator A and assume that the condition (A1) is satisfied. Then there ex-
ists a continuous function ϕ : D(ϕ) ⊆ R → Cn, t → (ϕ1(t), . . . , ϕn(t)) such
that for all t ∈ D+(ϕ), ϕi(t) 6= 0 and

∏n
i=1(T (t) − ϕi(t)) ∈ R(X), i.e., for all

t ∈ D+(ϕ), T (t) ∈ PR(X). By Lemma 2.1, the spectrum of T (t) consists of eigen-
values with finite algebraic multiplicity possibly accumulating at the points ϕi(t),
i = 1, . . . , n. So, the spectral mapping theorem for the point spectrum (cf. [4,
Equation (3.16), p. 277]) yields σ(T (t))\{ϕi(t), i = 1, . . . , n} = {eηt : η ∈ σp(A)}
(σp(A) denotes the point spectrum of A).
Set

I := {Imλ : λ ∈ σp(A)}.

Lemma 2.5. Let (T (t))t≥0 be a C0-semigroup on a Banach space X with in-
finitesimal generator A and assume that the hypothesis (A1) is satisfied. If
D+(ϕ) 6= ∅, then the set I is bounded.

Proof: To prove this we will proceed by contradiction. If I is unbounded, then
there exists in I a sequence (ak)k∈N such that ak+1 > ak and limk→+∞ ak = +∞
or ak+1 < ak and limk→+∞ ak = −∞. The treatment of these two cases is
the same, so we restrict ourselves to the first one. Thus, there exists a se-
quence (λk)k∈N such that λk ∈ σp(A) and ak = Imλk. So etλk ∈ σp(T (t))

and arg(etλk ) = tak + 2mπ for some m ∈ Z. Since ϕi(t), i = 1, . . . , n are the
only possible accumulation points of σp(T (t)), then, for all α > 0, {k ∈ N :

sup1≤i≤n |etλk − ϕi(t)| > α} is finite. So, for all ε satisfying 0 < ε < 1/2,

{
k ∈ N : sup

1≤i≤n, m∈Z

|tak − arg(ϕi(t)) + 2mπ| >
ε

2

}
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is finite, i.e.

{
k ∈ N : tak /∈

⋃

1≤i≤n, m∈Z

[
arg(ϕi(t)) + 2mπ −

ε

2
, arg(ϕi(t)) + 2mπ +

ε

2

]}

is finite. Let t0 > 0 be a fixed point such that in the set

Gε =
⋃

1≤i≤n, m∈Z

[
arg(ϕi(t0)) + 2mπ −

ε

2
, arg(ϕi(t0)) + 2mπ +

ε

2

]

the intervals are disjoint or identical. (We also choose a determination of
arg(ϕi(t0)) such that none of ϕi(t0) are on the half axis of discontinuity of
arg(·). This is possible because there are in finite number and different from zero.)
Clearly, the complement of Gε in R is a reunion of open intervals, hence Gε is
closed. Let δ > 0 be such that |t − t0| < δ implies | arg(ϕi(t))− arg(ϕi(t0))| < ε

2
for i = 1, 2, . . . , n (use the continuity of ϕi(·) and arg(·) at ϕi(t0)). Hence
∀t ∈]t0 − δ, t0 + δ[, {k ∈ N, tak /∈ Gε} is finite, so ∀t ∈]t0 − δ, t0 + δ[, ∃Nt ∈ N

such that k ≥ Nt implies tak ∈ Gε, (or t ∈ 1
ak

Gε) and

]t0 − δ, t0 + δ[ ⊆
⋃

N∈N

( ⋂

k≥N

1

ak
Gε

)
.

By the Baire category theorem we conclude that there exists N ∈ N such that⋂
k≥N

1
ak

Gε has a non empty interior. Accordingly, there are a and b in ]0,∞[

with a < b and ]a, b[⊆ (
⋂

k≥N
1
ak

Gε). But ]a, b[ would be contained in one of the

connected components of
⋂

k≥N
1
ak

Gε. Consequently, b−a ≤ 2ε
ak
for every k ∈ N,

so we come to a contradiction because ak → ∞ as k → ∞. This completes the
proof. �

Lemma 2.6. Let (T (t))t≥0 be a C0-semigroup on a Banach space X with infin-

itesimal generator A and assume that the hypothesis (A1) is satisfied. If D+(ϕ)
contains a set with nonempty interior, then A is bounded on X .

For completeness we recall the following result owing to R.S. Phillips (cf. [14,
Corollary 4.1]) required in the proof of Lemma 2.6.

Lemma 2.7. Let (T (t))t≥0 be a C0-semigroup on a Banach space X . Suppose
that there exists an unbounded open connected set Ω ⊆ C such that 0 ∈ Ω and
σ(T (t)) ∩ Ω = ∅ for t belonging to some interval ]a, b[ with 0 ≤ a < b. Then the
infinitesimal generator of (T (t))t≥0 is bounded.

Proof of Lemma 2.6: By the hypotheses there exists a continuous function
ϕ : D(ϕ) ⊆ R → Cn, t → (ϕ1(t), . . . , ϕn(t)) (with n ≥ 2) such that for all
t ∈ D+(ϕ), ϕi(t) 6= 0 and

∏n
i=1(T (t)− ϕi(t))

αi ∈ R(X), i.e., for all t ∈ D+(ϕ),
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T (t) ∈ PR(X). By Lemma 2.1, the spectrum of T (t) consists of eigenvalues
with finite algebraic multiplicity possibly accumulating at the points ϕi(t), i =
1, . . . , n. So, by the spectral mapping theorem for the point spectrum (cf. [4,
Equation (3.16), p. 277]), σ(T (t))\{ϕi(t), i = 1, . . . , n} = {eηt : η ∈ σp(A)}.
We know by Lemma 2.5 that I := {Imλ : λ ∈ σp(A)} is bounded. Set

M := sup{| Im(λ)| : λ ∈ σp(A)}.

We will construct an open set satisfying the hypotheses of Lemma 2.7. To do so,
let us first observe that, if λ ∈ σp(A) and t ∈ [0, π

2M ] then | arg(eλ t)| ≤ π
2 . So,

for t ∈ [0, π
2M ], one has

etσp(A) = σp(T (t)) ⊆ {z : Re(z) ≥ 0}.

On the other hand, according to Lemma 2.4, the semigroup (T (t))t≥0 can be
embedded in a C0-group, that is,

T̃ (t) =

{
T (t) if t ≥ 0,

T (−t) if t ≤ 0.

Hence, for each x ∈ X , the map t ∈ [0, π
2M ] → T (−t)x is continuous. So, there

exists Mx ≥ 0 such that ‖T (−t)x‖ ≤ Mx for all t ∈ [0, π
2M ]. Therefore, by the

Banach-Steinhaus theorem, there exists M ′ ≥ 0 such that

‖T (−t)‖ ≤ M ′ for all t ∈
[
0,

π

2M

]
.

Since T (−t) = T (t)−1, it follows that ‖T (t)−1x‖ ≤ M ′‖x‖ and then

(2.3) ‖T (t)x‖ ≥
1

M ′ ‖x‖ for all x ∈ X.

Let λ be such that |λ| < 1
M ′ . It follows from (2.3) that, if t ∈ [0,

π
2M ], then

‖(T (t)− λ)x‖ ≥ (
1

M ′ − |λ|) ‖x‖

and consequently λ /∈ σp(T (t)). So, for t ∈ [0, π
2M ],

σp(T (t)) ⊆
{

z ∈ C : Re(z) ≥ 0 and |z| ≥
1

M ′

}
.

Recall that, by hypothesis, for t > 0 (use Lemma 2.1),

σ(T (t)) = σp(T (t)) ∪ σe(T (t)) ⊆ σp(T (t)) ∪ {ϕ1(t), . . . , ϕn(t)}.
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Let t0 ∈]0,
π
2M [ and ε > 0 be given. Then there exists δ > such that ]t0−δ, t0+δ[⊂

]0, π
2M [ and |t− t0| < δ imply |ϕi(t)−ϕi(t0)| ≤ ε ∀i ∈ {1, . . . , n}. So, |t− t0| < δ

implies σ(T (t)) ⊆ S(t0, ε) where

S(t0, ε) :=
{
z ∈ C : Re(z) ≥ 0 and |z| ≥

1

M ′

}
∪

∪
( ⋃

1≤i≤n

{z ∈ C : |z − ϕi(t0)| ≤ ε}
)
.

This shows that, for ε > 0 small enough, the complement in C of the set S(t0, ε)
is an unbounded open connected set Ω with 0 ∈ Ω. Now applying Lemma 2.7 we
conclude that A ∈ L(X) which ends the proof. �

Lemma 2.8. Let (T (t))t≥0 be a C0-semigroup on a Banach space X and let

t0 > 0.

(1) If 0 ∈ σe(T (t0)), then 0 ∈ σe(T (t)) for all t > 0.
(2) If T (t0) ∈ R(X), then (T (t))t≥0 is a C0-semigroup of Riesz type.

Let J (X) be a proper ideal (one-sided ideal suffices) of L(X) and (T (t))t≥0
a strongly continuous semigroup. If, for some t0 > 0, T (t0) belongs to J (X),
then T (t) ∈ J (X) for all t ≥ t0. However, for t < t0, T (t) does not necessarily
belong to J (X). The item (2) of the preceding lemma shows that when dealing
with R(X), C0-semigroups possess a more regular behaviour in the sense that
if, for some t0 > 0, T (t0) ∈ R(X), then T (t) ∈ R(X) for all t > 0. A similar
behaviour is provided by Proposition 2.2 in [10] which asserts that if, for some
t0 > 0, T (t0) is a semi-Fredholm (resp. Fredholm) operator, then (T (t))t≥0 is a
semi-Fredholm (resp. Fredholm) C0-semigroup.

Proof of Lemma 2.8: (1) Let t0 > 0 be such that 0 ∈ σe(T (t0)). If, for some
t > 0, 0 /∈ σe(T (t)), then T (t) is a Fredholm operator. Hence, by Proposition 2.2
in [10], we infer that T (t) is invertible for all t ≥ 0. This contradicts the fact that
0 ∈ σe(T (t0)). Therefore, for all t > 0, 0 ∈ σe(T (t)).

(2) Let t > 0. If t > t0, then T (t) = T (t0)T (t − t0). Since T (t0) and T (t − t0)
commute, the use of Proposition 1.1 implies that T (t) ∈ R(X). Assume now that
t < t0. There exists n ∈ N such that t0

n < t. Hence T (t) = T ( t0n )T (t −
t0
n ).

Since T (t0) ∈ R(X) and T (t0) = [T (
t0
n )]

n, the spectral mapping theorem shows

that T ( t0n ) is also a Riesz operator. Now using the fact that T ( t0n ) and T (t− t0
n )

commute together with Proposition 1.1 one sees that T (t) ∈ R(X). �

Lemma 2.9. Let X be a Banach space and assume that X = X1⊕X2, A ∈ L(X)
with A(X1) ⊂ X1, A(X2) ⊆ X2. Let A1 = A|X1 ∈ L(X1) and A2 = A|X2 ∈

L(X2). Then:

(1) σ(A) = σ(A1) ∪ σ(A2),
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(2) σe(A) = σe(A1) ∪ σe(A2),
(3) if λ is an isolated point of σ(A1) such that λ /∈ σ(A2), then Pλ(A)(X) =

Pλ(A1)(X1), where Pλ(A) (resp. Pλ(A1)) denotes the spectral projection
associated to {λ} for A (resp. A1) in L(X) (resp. L(X1)).

Proof: The statements (1) and (2) are well known so their proofs are dropped.

(3) Let λ 6= 0 be an isolated point of σ(A1). Then there exists a spectral
decomposition of the space X1, that is, X1 = Y1 ⊕ Y2 and Y1 = Pλ(A1)X1
(where Pλ(A1) denotes the spectral projection associated to the spectral set {λ}).
Accordingly, σ(A1|Y1) = {λ}, and σ(A1|Y2) = σ(A1)\{λ}. Note also that

X = Y1 ⊕ (Y2 ⊕ X2), AY1 = A1Y1 ⊆ Y1 and A(Y2 ⊕ X2) ⊆ Y2 ⊕ X2.

Now applying the first assertion to the operators A|Y2⊕X2 and A|Y2 we get

σ(A|Y2⊕X2) = σ(A2) ∪ σ(A|Y2). But σ(A|Y2) = σ(A1|Y2) = σ(A1)\{λ} and

σ(A) = σ(A2) ∪ σ(A1), so σ(A|Y2⊕X2
) = σ(A)\{λ}. Accordingly, σ(A|Y1) =

σ(A1|Y1) = {λ}. This leads to Y1 = R(Pλ(A)) (the range of the spectral pro-

jection associated to the spectral set {λ} of σ(A)) which completes the proof. �

The item (3) of the preceding lemma will be used in the proof of the implication
(3)⇒ (2) of Theorem 1.1 in the following form.

Corollary 2.1. Let the hypotheses of Lemma 2.9 be satisfied. If, further, A2 = 0
and λ 6= 0 is an isolated point of σ(A1), then

Pλ(A1)(X1) = Pλ(A)(X).

3. Proofs

Proof of Theorem 1.1: (1)⇒ (3). From Lemma 2.6 it follows that A ∈ L(X).
So, it remains to check that A belongs to PR(X). To this end, let t ∈]a, b[ and

write T (t) = etA. Set pt(z) =
∏n

i=1(z − ϕi(t)). We know by the hypotheses that

pt(e
tA) =

n∏

i=1

(etA − ϕi(t)) ∈ R(X).

Accordingly, ft(A) ∈ R(X) where ft(·) is the entire function z → pt(e
tz). So,

Lemma 2.2 implies that A ∈ PR(X).

(3)⇒ (2). To establish this implication we will proceed in three steps.

First step : Let t > 0 and suppose that A ∈ R(X). Clearly the operator T (t)− I
may be written in the form

T (t)− I = etA − I =

∞∑

k=1

tkAk

k!
= Ag(A),
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where g(·) is the entire function g(z) =
∑∞

k=0
tk+1zk

(k+1)!
. Since A and g(A) commute,

T (t)− I = Ag(A) = g(A)A. Since A is of Riesz type, the use of Proposition 1.1
implies that T (t)− I ∈ R(X).

Second step : Assume that (A − λI) ∈ R(X) for some λ ∈ C. Observe that the

operator T (t)− eλt can be written as

T (t)− eλtI = eλt(e−λtT (t)− I) = eλt(e−λtetA − I) = eλt(et(A−λI) − I).

Then, since (A − λI) ∈ R(X), using the result of the first step one obtains

(et(A−λI) − I) ∈ R(X) and therefore T (t)− eλtI ∈ R(X).

Third step : Assume now that p(z) = (z−λ1) . . . (z−λn) is the minimal polynomial
of A, then p(A) = (A − λ1I) . . . (A − λnI) ∈ R(X). This implies that σb(A) =
{λ1, . . . , λn}, so we can write σ(A) = σ1 ∪ σ2 ∪ . . . ∪ σn where σi for 1 ≤ i ≤ n
are clopen sets in σ(A) such that λi ∈ σi for i = 1, . . . , n and σi ∩ σj = ∅ if
i 6= j. Let (Xi)1≤i≤n and (Ai)1≤i≤n be the spectral subspaces and the restrictions
of A associated to this decomposition, respectively. The fact that the sets Xi,
i = 1, . . . , n, are stable byA implies that they are also invariant by etA. Let etA

|Xi

be the restriction of etA to Xi. Obviously etA
|Xi

∈ L(Xi) and etA
|Xi
= etAi .

Consider now the problem separately on each subspace Xi, i = 1, . . . , n. On
Xi we can write p(A) = (Ai − λi)

∏
i6=j(Ai − λj). For each j 6= i, λj /∈ σ(Ai) and

so the operator
∏

i6=j(Ai − λj) is invertible in L(Xi). Accordingly

(Ai − λi) = p(Ai)(
∏

i6=j

(A − λj))
−1 ∈ L(Xi).

On the other hand, the spectral mapping theorem leads to

σ(p(Ai)) = p(σ(Ai)) = {p(τ) : τ ∈ σ(Ai)}.

Therefore σ(p(Ai)) consists of eigenvalues with finite algebraic multiplicity ac-
cumulating to p(λi) = 0. So, p(Ai) ∈ R(Xi). This together with the fact
that p(Ai) and (

∏
i6=j(A − λj))

−1 commute implies, thanks to Proposition 1.1,

(Ai − λi) ∈ R(Xi).

On the other hand, for each i ∈ {1, . . . , n}, we have

n∏

j=1

(
etAi − eλjt

)
=

(
etAi − eλit

) ∏

j 6=i

(
etAi − eλjt

)
.

Since
∏

j 6=i(e
tAi − eλjt) is invertible on Xi and etAi − eλit ∈ R(Xi) (use the fact

that (Ai − λi) ∈ R(Xi) and the second step), again by Proposition 1.1, we infer
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that
n∏

j=1

(
etA

|Xi
− eλjt

)
=

n∏

j=1

(
etA − eλjt

)
|Xi

∈ R(Xi).

Next, observe that the operator
∏n

i=1(e
tA − eλit) writes in the form

∑n
i=1 Oi

where

Oi = Ji

[ n∏

j=1

(
etA − eλjt

)
|Xi

]
Pi,

with Ji : Xi → X is the canonical embedding and Pi : X → Xi denotes the
spectral projection associated to the clopen subset σi. Clearly Oi Oj = Oj Oi =
0 for i 6= j. Moreover, using Lemma 2.9(3) (or Corollary 2.1) one sees that
each Oi, i = 1, . . . , n, belongs to R(X). Now applying Proposition 1.1 we get
]0,∞[⊂ D(ϕ).

(2)⇒ (1) It is trivial.

(3) ⇒ (4) Let us first observe that, by the spectral mapping theorem, for
any λ ∈ ρ(A), −1 ∈ ρ(λR(λ, A) − I). Now consider the function fλ defined by

fλ : C\{−1} → C, z → λ − λ
z+1 . Clearly A = fλ(λR(λ, A) − I). By hypothesis

there exists p(·) ∈ C[z]\{0} such that p(A) ∈ R(X). Therefore (p ◦fλ)(λR(λ, A)−
I) ∈ R(X). Next applying Lemma 2.2 we conclude that (λR(λ, A)− I) ∈ PR(X)
for every λ ∈ ρ(A).

(4)⇒ (5) It is trivial.

(5)⇒ (3) Let λ ∈ ρ(A) be such that (λR(λ, A)− I) ∈ R(X) and denote by gλ

the function defined by gλ : C\{λ} → C, z → λ
λ−z−1. Since gλ(A) = λR(λ, A)−I,

the use of Lemma 2.2 gives A ∈ PR(X). �

Proof of Theorem 1.2: The hypotheses say that there is a function ϕ : D(ϕ) ⊂
R → C, t → (ϕ1(t), . . . , ϕn(t)) such that ∀ t ∈ D+(ϕ)

∏n
i=1(T (t) − ϕi(t)) ∈

R(X). By the characterization of polynomially Riesz operators (Proposition 1.2)
and Lemma 2.1, we have σe(T (t)) = {ϕi(t), i = 1, . . . , n} and σ(T (t))\σe(T (t))
consists in eigenvalues with finite algebraic multiplicity. Since ϕi0(t0) = 0 for
some i0 ∈ {1, . . . , n}, say i0 = n, it follows from Lemma 2.8(1) that ϕn(t) = 0 for
all t > 0. This implies that 0 ∈ σe(T (t)) for all t > 0. Consequently, σe(T (t)) =
{0, ϕ1(t), . . . , ϕn−1(t)} with ϕi(t) 6= 0 for all t ∈ D+(ϕ) and i = 1, . . . , n − 1.

Let τ0 and τ1 be a partition of σ(T (t0)) such that τ0 ∩ σe(T (t0)) = {0}.
Hence there exist two closed subspaces X0 and X1 which reduce T (t0), that
is, X = X0 ⊕ X1. Clearly, for all t > 0, T (t) commutes with T (t0) and
therefore with the associated spectral projectors. So, T (t)Xk ⊆ Xk, k = 0, 1
and then (T (t)|Xk

)t≥0 is a C0-semigroup on Xk, A(D(A) ∩ Xk) ⊆ Xk and so

A|Xk
is the generator of (T (t)|Xk

)t≥0. Since 0 /∈ σe(T (t0)|X1), it follows from
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Lemma 2.8(1) that 0 /∈ σe(T (t)|X1) for all t > 0. Moreover, using Lemma 2.9(2),

one sees that σe(T (t)) = σe(T (t)|X0) ∪ σe(T (t)|X1) and therefore σe(T (t)|X1) =

{ϕ1(t), . . . , ϕn−1(t)}. This shows that (T (t)|X1)t≥0 satisfies the hypothesis (A1)

and ]0, ∞[⊂ D(ϕ). Consequently, the statement (2) follows from Lemma 2.4 and
Theorem 1.1.

To establish (1), let us note that since 0 ∈ σe(T (t0)|X0), it follows from

Lemma 2.8(1) that 0 ∈ σe(T (t)|X0) for all t > 0. To show that (T (t)|X0)t≥0
is a Riesz C0-semigroup, it suffices to prove that σe(T (t)|X0) = {0} for all t > 0.

To see this, let µ 6= 0 be such that µ ∈ σe(T (t)|X0) for some t > 0. So we can write

X0 = Z1 ⊕ Z2 with dim(Zj) = ∞, j = 1, 2 and σe(T (t)|Z2) = {µ}. Obviously,

0 /∈ σe(T (t)|Z2), so by Lemma 2.8(1), 0 /∈ σe(T (t0)|Z2). On the other hand, apply-

ing Lemma 2.9(2) one sees that σe(T (t0)|X0) = σe(T (t0)|Z1)∪σe(T (t0)|Z2) = {0}.

Hence, σe(T (t0)|Z2) = ∅ which contradicts the fact that dimZ2 = ∞. Conse-

quently µ /∈ σe(T (t)|X0) which proves that T (t)|X0 is a Riesz operator for all

t > 0. This ends the proof. �
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