# Acta Universitatis Palackianae Olomucensis. Facultas Rerum Naturalium. Mathematica 

## Lubomír Kubáček

Criterion for an approximation of variance components in regression models

Acta Universitatis Palackianae Olomucensis. Facultas Rerum Naturalium. Mathematica, Vol. 34 (1995), No. 1, 91--108

Persistent URL: http://dml.cz/dmlcz/120319

## Terms of use:

© Palacký University Olomouc, Faculty of Science, 1995

Institute of Mathematics of the Academy of Sciences of the Czech Republic provides access to digitized documents strictly for personal use. Each copy of any part of this document must contain these Terms of use.
This paper has been digitized, optimized for electronic delivery and stamped
with digital signature within the project DML-CZ: The Czech Digital Mathematics
Library http://project.dml.cz

# Criterion for an Approximation of Variance Components in Regression Models 

Lubomír KUBACEK ${ }^{*}$<br>Department of Mathematical Analysis, Faculty of Science, Palacký University, Tomkova 40, Hejčín, 77900 Olomouc, Czech Republic<br>E-mail: kubacekl@risc.upol.cz

(Received December 6, 1994)


#### Abstract

In a linear model with variance components the locally best linear unbiased estimator of the mean value parameters depends on the values of the variance components. The problem is to find a region around the given values of the variance components in which the best linear unbiased estimator does not change essentially.
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## 1 Introduction

Let $Y$ be an $n$-dimensional random vector with the mean value $E(Y \mid \beta)=X \beta$ depending on a $k$-dimensional vector parameter $\beta \in R^{k}$ ( $k$-dimensional Euclidean space) and with the covariance matrix $\operatorname{Var}(Y \mid \vartheta)=\sum_{i=1}^{p} \vartheta_{i} V_{i}$ depending on the $p$-dimensional vector $\vartheta=\left(\vartheta_{1}, \ldots, \vartheta_{p}\right)^{\prime} \in \underline{\vartheta} \subset R^{p}$. Here $X$ is an $n \times k$

[^0]known matrix and $V_{1}, \ldots, V_{p}$ are $n \times n$ symmetric known matrices; parameters $\beta$ and $\vartheta$ are unknown. Instead of the actual value $\vartheta^{*}$ of the parameter $\vartheta$ its approximation $\vartheta_{0}$ is known only. The set $\underline{\vartheta}$ is open in $R^{p}$.

The problem is to find a criterion enabling us to recognize, whether an uncertainty in the parameter $\vartheta$, given by the value $\left\|\vartheta^{*}-\vartheta_{0}\right\|_{I}$ (the Euclidean norm), affects the estimator of $\beta$ essentially, or not.

Some partial solutions of this problem are given in [2], [3], [4]. Some general information is given in [1].

## 2 Notations and auxiliary statements

In the following either the notation

$$
Y \sim(X \beta, \Sigma(\vartheta)), \quad \text { or } \quad[Y, X \beta, \Sigma(\vartheta)], \quad \beta \in R^{k}, \quad \vartheta \in \underline{\vartheta} \subset R^{p}
$$

will be used. Sometimes the symbol $\Sigma(\vartheta)$ will be used instead of $\sum_{i=1}^{p} \vartheta_{i} V_{i}$ and $\Sigma_{0}$ instead of $\Sigma\left(\vartheta_{0}\right)$.
Definition 2.1 In the model

$$
\left(Y, X \beta, \sum_{i=1}^{p} \vartheta_{i} V_{i}\right), \quad \beta \in R^{k}, \quad \vartheta=\left(\vartheta_{1}, \ldots, \vartheta_{p}\right)^{\prime} \in \underline{\vartheta} \subset R^{p}
$$

the statistic $T^{*}\left(\vartheta_{0}\right) Y$ is the $\vartheta_{0}$-LBLUE (locally best linear unbiased estimator) of the vector $\beta$ if

$$
\begin{equation*}
\forall\left\{\beta \in R^{k}\right\} E\left(T^{*}\left(\vartheta_{0}\right) Y \mid \beta\right)=\beta \tag{i}
\end{equation*}
$$

(ii) $\forall\left\{T: T \neq T^{*}\left(\vartheta_{0}\right), T\right.$ satisfying (i) $\} \operatorname{Var}\left(T^{*}\left(\vartheta_{0}\right) Y \mid \vartheta_{0}\right)<_{L} \operatorname{Var}\left(T Y \mid \vartheta_{0}\right)$,
where $<_{L}$ means the ordering of the positively semidefinite (p.s.d.) matrices, i.e., $A>_{L} B \Longleftrightarrow A-B$ is p.s.d.

If the rank of the matrix $X$ is $r(X)=k<n$ and the matrix $\Sigma\left(\vartheta_{0}\right)$ is regular, then the model $\left(Y, X \beta, \sum_{i=1}^{p} \vartheta_{i} V_{i}\right), \beta \in R^{k}, \vartheta \in \underline{\vartheta} \subset R^{p}$, is regular at $\vartheta_{0}$.

Lemma 2.2 The $\vartheta_{0}-L B L U E$ of $\beta$ in the regular model from Definition 2.1 and its covariance matrix are

$$
\begin{align*}
\hat{\beta}\left(Y, \vartheta_{0}\right) & =C^{-1}\left(\vartheta_{0}\right) X^{\prime} \Sigma^{-1}\left(\vartheta_{0}\right) Y=T^{*}\left(\vartheta_{0}\right) Y \\
\operatorname{Var}\left[\hat{\beta}\left(Y, \vartheta_{0}\right) \mid \vartheta_{0}\right) & =C^{-1}\left(\vartheta_{0}\right) \tag{2.1}
\end{align*}
$$

where $C\left(\vartheta_{0}\right)=X^{\prime} \Sigma^{-1}\left(\vartheta_{0}\right) X$.
Proof Cf. [6], p. 188.
Lemma 2.3 Let in the model from Lemma 2.2 $\vartheta^{*} \neq \vartheta_{0}$ and $\Sigma\left(\vartheta^{*}\right)$ be also regular. Then

$$
\begin{align*}
\operatorname{Var}\left[T^{*}\left(\vartheta_{0}\right) Y \mid \vartheta^{*}\right] & =T^{*}\left(\vartheta_{0}\right) \Sigma\left(\vartheta^{*}\right)\left[T^{*}\left(\vartheta_{0}\right)\right]^{\prime}>_{L} \\
>_{L} \operatorname{Var}\left[\hat{\beta}\left(Y, \vartheta^{*}\right) \mid \vartheta^{*}\right] & =\left[X^{\prime} \Sigma^{-1}\left(\vartheta^{*}\right) X\right]^{-1}=C^{-1}\left(\vartheta^{*}\right) \tag{2.2}
\end{align*}
$$

Proof For any $m \times n$ matrix $A$ and $n \times k$ matrix $K$ with $r(K)=k$ the relation

$$
A A^{\prime}>_{L} A K\left(K^{\prime} K\right)^{-1} K^{\prime} A^{\prime}
$$

is valid (the generalized Schwarz inequality). As $\Sigma\left(\vartheta^{*}\right)$ is p.d., there exists a regular matrix $J$ such that $\Sigma\left(\vartheta^{*}\right)=J J^{\prime}$. Now let $A=T^{*}\left(\vartheta_{0}\right) J$ and $K=J^{-1} X$. Thus

$$
\begin{aligned}
K\left(K^{\prime} K\right)^{-1} K^{\prime} & =J^{-1} X\left[X^{\prime}\left(J^{\prime}\right)^{-1} J^{-1} X\right]^{-1} X^{\prime}\left(J^{\prime}\right)^{-1} \\
& =J^{-1} X\left[X^{\prime} \Sigma^{-1}\left(\vartheta^{*}\right) X\right]^{-1} X^{\prime}\left(J^{\prime}\right)^{-1}
\end{aligned}
$$

and the proof can be easily finished.

Remark 2.4 In the framework of the linear estimation the inequality (2.2) is an important reason for applying the $\vartheta_{0}$-LBLUE of $\beta$, where $\vartheta_{0}$ is as near as possible to the actual value $\vartheta^{*}$ of the parameter $\vartheta$. Nonrespecting the requirement " $\vartheta_{0}$ as near as possible to the actual value $\vartheta^{*} "$ can result in a disaster in some situations; cf. the following example.

Example 2.5 (cf. [2]) Consider the model

$$
\left(Y,\binom{1}{1} \beta,\left(\begin{array}{cc}
5, & \sqrt{5} \rho \\
\sqrt{5} \rho, & 1
\end{array}\right)\right), \quad \beta \in R^{1},-1 \leq \rho \leq 1
$$

Then the $\rho$-LBLUE of $\beta$ is

$$
\hat{\beta}\left(Y_{1}, Y_{2}, \rho\right)=\frac{1}{6-2 \sqrt{5} \rho}\left[(1-\sqrt{5} \rho) Y_{1}+(5-\sqrt{5} \rho) Y_{2}\right]
$$

and

$$
\begin{equation*}
\operatorname{Var}\left[\hat{\beta}\left(Y_{1}, Y_{2}, \rho\right) \mid \rho\right]=\frac{5\left(1-\rho^{2}\right)}{6-2 \sqrt{5} \rho} . \tag{2.3}
\end{equation*}
$$

If the weighted average (nonrespecting the value $\rho$ )

$$
\bar{\beta}\left(Y_{1}, Y_{2}\right)=\left(Y_{1}+5 Y_{2}\right) / 6
$$

is considered, then

$$
\begin{equation*}
\operatorname{Var}\left[\bar{\beta}\left(Y_{1}, Y_{2}\right) \mid \rho\right]=\frac{5}{18}(3+\sqrt{5} \rho) \tag{2.4}
\end{equation*}
$$

Now let us compare the values of the variances (2.3) and (2.4) for different values of $\rho$; cf. Fig. 1 .


Fig. 1
The dependence of the variances (2.3) and (2.4) on the correlation coefficient $\rho$

Obviously

$$
\lim _{\rho \rightarrow 1}\left\{\operatorname{Var}\left[\bar{\beta}\left(Y_{1}, Y_{2}\right) \mid \rho\right] / \operatorname{Var}\left[\hat{\beta}\left(Y_{1}, Y_{2}, \rho\right) \mid \rho\right\}=\infty\right.
$$

Example 2.6 (continuation) The task is to evaluate the effect of the change of the value $\rho$ onto the value $\rho+\delta \rho$, where $\delta \rho$ is a sufficiently small number.

The estimator $\hat{\beta}\left(Y_{1}, Y_{2}, \rho+\delta \rho\right)$ is approximately equal to $\hat{\beta}\left(Y_{1}, Y_{2}, \rho\right)+$ $\left[\partial \hat{\beta}\left(Y_{1}, Y_{2}, \rho\right) / \partial \rho\right] \delta \rho$.

The correction term $\left[\partial \hat{\beta}\left(Y_{1}, Y_{2}, \rho\right) / \partial \rho\right] \delta \rho$ is a random variable of the form

$$
\left[\partial \hat{\beta}\left(Y_{1}, Y_{2}, \rho\right) / \partial \rho\right] \delta \rho=-\frac{4 \sqrt{5}}{(6-2 \sqrt{5} \rho)^{2}}\left(Y_{1}-Y_{2}\right) \delta \rho
$$

Obviously:

$$
\begin{equation*}
\forall\left\{\beta \in R^{1}\right\} E\left(\left\{\left[\partial \hat{\beta}\left(Y_{1}, Y_{2}, \rho\right) / \partial \rho\right] \delta \rho \mid \rho\right\}\right)=0 \tag{i}
\end{equation*}
$$

and
(ii)

$$
\operatorname{cov}\left\{\hat{\beta}\left(Y_{1}, Y_{2}, \rho\right),\left[\partial \hat{\beta}\left(Y_{1}, Y_{2}, \rho\right) / \partial \rho\right] \delta \rho \mid \rho\right\}=0
$$

Thus

$$
\begin{gathered}
\operatorname{Var}\left[\left.\hat{\beta}+\frac{\partial \hat{\beta}}{\partial \rho} \delta \rho \right\rvert\, \rho\right]=\operatorname{Var}[\hat{\beta} \mid \rho]+\operatorname{Var}\left[\left.\frac{\partial \hat{\beta}}{\partial \rho} \delta \rho \right\rvert\, \rho\right]= \\
=\frac{5\left(1-\rho^{2}\right)}{6-2 \sqrt{5} \rho}+\frac{80(\delta \rho)^{2}}{(6-2 \sqrt{5} \rho)^{3}}
\end{gathered}
$$

From this we can determine the ratio of the standard deviations of the correction term and the $\rho$-LBLUE:

$$
\begin{align*}
F(\rho, \delta \rho) & =100 \% \sqrt{\frac{\operatorname{Var}\left\{\left[\partial \hat{\beta}\left(Y_{1}, Y_{2}, \rho\right) / \partial \rho\right] \delta \rho \mid \rho\right\}}{\operatorname{Var}\left[\hat{\beta}\left(Y_{1}, Y_{2}, \rho\right) \mid \rho\right]}} \\
& =\frac{4 \times 100 \%}{(6-2 \sqrt{5} \rho) \sqrt{1-\rho^{2}}} \delta \rho, \tag{2.5}
\end{align*}
$$

cf. also Fig. 2 for $\delta \rho=0.1$.


Fig. 2
The dependence of the ratio of the standard deviations of the correction term (for $\delta \rho=0.1$ ) and the $\rho$-LBLUE on the correlation coefficient $\rho$

If the value $F(\rho, \delta \rho)$ is not too large, e.g., $F(\rho, \delta \rho)<\varepsilon \times 100 \%$, where $\varepsilon$ is a sufficiently small real number, then the uncertainty in $\rho$, given by the value $|\delta \rho|$, can be tolerated. A criterion for an approximation of variance components based on this idea is derived in the following.

## 3 Regular linear model with variance components

In this section the regular linear model from Definition 2.1 is considered and $\hat{\beta}(Y, \vartheta)$ is given by (2.1).

Lemma 3.1 Let $L_{f}^{\prime}(\vartheta)=f^{\prime} T^{*}(\vartheta), f \in R^{k}$. Then

$$
\partial \hat{\beta}_{i}(Y, \vartheta) / \partial \vartheta_{j}=-L_{e_{i}}^{\prime}(\vartheta) V_{j} \Sigma^{-1}(\vartheta)[Y-X \hat{\beta}(Y, \vartheta)]
$$

where $e_{i} \in R^{k}$, and

$$
\left\{e_{i}\right\}_{j}= \begin{cases}1 & \text { if } i=j, \\ 0 & \text { otherwise },\end{cases}
$$

Further
(i) $\forall\left\{\beta \in R^{k}\right\} \forall\{i=1, \ldots, k\} \forall\{j=1, \ldots, p\} E\left\{\left[\partial \hat{\beta}_{i}(Y, \vartheta) / \partial \vartheta_{j}\right] \mid \beta\right\}=0$
and
(ii) $\quad \forall\{i=1, \ldots, k\} \forall\{j=1, \ldots, p\} \operatorname{cov}\left\{\left[\hat{\beta}(Y, \vartheta), \partial \hat{\beta}_{i}(Y, \vartheta) / \partial \vartheta_{j}\right] \mid \vartheta\right\}=0$.

Proof The first part of the statement is based on the relationships

$$
\partial \Sigma^{-1}(\vartheta) / \partial \vartheta_{j}=-\Sigma^{-1}(\vartheta) V_{j} \Sigma^{-1}(\vartheta)
$$

and

$$
\partial C^{-1}(\vartheta) / \partial \vartheta_{j}=T^{*}(\vartheta) V_{j}\left[T^{*}(\vartheta)\right]^{\prime}
$$

(they are a consequence of the obvious relationship $(\partial / \partial t)\left[A(t) A^{-1}(t)\right]=$ $\left.(\partial A(t) / \partial t) A^{-1}+A \partial A^{-1}(t) / \partial t=0\right)$. The statement (i) is now obvious and (ii) is implied by the relationship

$$
\operatorname{cov}[\hat{\beta}(Y, \vartheta), Y-X \hat{\beta}(Y, \vartheta) \mid \vartheta]=0
$$

Corollary 3.2 Let $f \in R^{k}$. Then

$$
\begin{equation*}
\partial f^{\prime} \hat{\beta}(Y, \vartheta) / \partial \vartheta \sim\left(0, W_{f}(\vartheta)\right) \tag{3.1}
\end{equation*}
$$

where

$$
W_{f}(\vartheta)=\left(\begin{array}{c}
L_{f}^{\prime}(\vartheta) V_{1}  \tag{3.2}\\
\vdots \\
L_{f}^{\prime}(\vartheta) V_{p}
\end{array}\right)\left[M_{X} \Sigma(\vartheta) M_{X}\right]^{+}\left(V_{1} L_{f}(\vartheta), \ldots, V_{p} L_{f}(\vartheta)\right)
$$

$M_{X}=I-X\left(X^{\prime} X\right)^{-1} X^{\prime}$ and $\left[M_{X} \Sigma(\vartheta) M_{X}\right]^{+}$is the Moore-Penrose generalized inverse of the matrix $M_{X} \Sigma(\vartheta) M_{X}$ (in detail cf. [5]).

Proof The validity of the relationship $E\left\{\left[\partial f^{\prime} \hat{\beta}(Y, \vartheta) / \partial \vartheta\right] \mid \vartheta\right\}=0$ is a direct consequence of Lemma 3.1. (i). As far as the matrix $W_{f}(\vartheta)$ is concerned, the relationships

$$
\begin{aligned}
\operatorname{Var}[Y-X \hat{\beta}(Y, \vartheta) \mid \vartheta] & =\Sigma(\vartheta)-X\left[X^{\prime} \Sigma^{-1}(\vartheta) X\right]^{-1} X^{\prime} \\
\Sigma^{-1}(\vartheta) \operatorname{Var}[Y-X \hat{\beta}(Y, \vartheta) \mid \vartheta] \Sigma^{-1}(\vartheta) & =\left[M_{X} \Sigma(\vartheta) M_{X}\right]^{+}, \\
\eta \sim(\mu, K) & \Rightarrow T \eta \sim\left(T \mu, T K T^{\prime}\right)
\end{aligned}
$$

must be taken into account with respect to the expressions

$$
\partial f^{\prime} \hat{\beta}(Y, \vartheta) / \partial \vartheta_{i}=-L_{f}^{\prime}(\vartheta) V_{i} \Sigma^{-1}(\vartheta)[Y-X \hat{\beta}(Y, \vartheta)], \quad i=1, \ldots, p
$$

Lemma 3.3 The correction term $\left[\partial f^{\prime} \hat{\beta}(Y, \vartheta) / \partial \vartheta^{\prime}\right] \delta \vartheta$ is equal to zero if $\delta \vartheta=k \vartheta$, $k>0$.

Proof The statement is a consequence of the relationships

$$
\begin{aligned}
& {\left[M_{X} \Sigma(\vartheta) M_{X}\right]^{+}\left(V_{1} L_{f}(\vartheta), \ldots, V_{p} L_{f}(\vartheta)\right) \vartheta=\left[M_{X} \Sigma(\vartheta) M_{X}\right]^{+} \Sigma(\vartheta) L_{f}(\vartheta)=} \\
& \quad=\left\{I-\Sigma^{-1}(\vartheta) X\left[X^{\prime} \Sigma^{-1}(\vartheta) X\right]^{-1} X^{\prime}\right\} \Sigma^{-1}(\vartheta) X\left[X^{\prime} \Sigma^{-1}(\vartheta) X\right]^{-1} f=0 .
\end{aligned}
$$

Lemma 3.4 Let $\mathcal{M}(A)$ denote the column space of the matrix $A$. Let $\eta \sim$ $(\mu, \Sigma)$. Then
(i) $P\{\eta-\mu \in \mathcal{M}(\Sigma)\}=1$.
(ii) If $\mathcal{N}$ is any subspace with the property $P\{\eta-\mu \in \mathcal{N}\}=1$, then $\mathcal{M}(\Sigma) \subset$ $\mathcal{N}$.

Proof (i) As $\Sigma$ is p.s.d., there exists a matrix $J$ with full rank in columns such that $\Sigma=J J^{\prime}$. Let $K$ be a matrix such that $K^{\prime} J=I$ and $\xi=K^{\prime}(\eta-\mu)$. Then $E(\eta-\mu-J \xi)=0$ and $\operatorname{Var}(\eta-\mu-J \xi)=0$, which is equivalent to $P\{\eta-\mu=J \xi\}=1$. Now it is sufficient to realize that $\mathcal{M}(\Sigma)=\mathcal{M}(J)$.
(ii) Let $\mathcal{M}(\Sigma)=\mathcal{N} \oplus \mathcal{N}_{1}$, where $\mathcal{N}_{1} \perp \mathcal{N}$ and $\mathcal{N}_{1} \neq\{0\}$. Let $p \in \mathcal{N}_{1}, p \neq 0$. Then $P\left\{\eta-\mu \perp \mathcal{N}_{1}\right\}=1 \Rightarrow P\left\{p^{\prime}(\eta-\mu)=0\right\}=1$. However $\operatorname{Var}\left[p^{\prime}(\eta-\right.$ $\mu)]=p^{\prime} \Sigma p>0$, since $p \in \mathcal{M}(\Sigma)$. Thus $P\left\{p^{\prime}(\eta-\mu) \neq 0\right\}>0$ and this is in contradiction with $P\{\eta-\mu \in \mathcal{N}\}=1$. Now it is clear how to finish the proof.

Corollary 3.5 With respect to Lemma 3.3

$$
P\left\{\left[\partial f^{\prime} \hat{\beta}(Y, \vartheta) / \partial \vartheta\right] \perp \vartheta \mid \vartheta\right\}=1
$$

and with respect to Lemma 3.4 (i)

$$
P\left\{\left[\partial f^{\prime} \hat{\beta}(Y, \vartheta) / \partial \vartheta\right] \in \mathcal{M}\left\{\operatorname{Var}\left\{\left[\partial f^{\prime} \hat{\beta}(Y, \vartheta) / \partial \vartheta\right] \mid \vartheta\right\}\right\}\right\}=1
$$

Thus with respect to Lemma 3.4 (ii)

$$
\mathcal{M}\left(\operatorname{Var}\left\{\left[\partial f^{\prime} \hat{\beta}(Y, \vartheta) / \partial \vartheta\right] \mid \vartheta\right\}\right) \subset \mathcal{M}\left(I-\frac{\vartheta \vartheta^{\prime}}{\vartheta^{\prime} \vartheta}\right)
$$

(It is to be remarked that $I-\vartheta \vartheta^{\prime} / \vartheta^{\prime} \vartheta$ is the Euclidean projection matrix in $R^{p}$ on the Euclidean orthogonal complement of the subspace generated by the vector $\vartheta$.)

Let (cf. (3.2))

$$
W_{f}(\vartheta)=\sum_{i=1}^{r} \lambda_{i} f_{i} f_{i}^{\prime}
$$

be the spectral decomposition of the matrix $W_{f}(\vartheta)$ and let $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq$ $\lambda_{r}>0$, where $r$ is the rank of the covariance matrix $W_{f}(\vartheta)$ and $f_{i}^{\prime} f_{j}=\delta_{i, j}$ (Kronecker delta). Obviously $f_{1} \perp \vartheta$.

Theorem 3.6 Let $\varepsilon_{f}>0$ be a given real number and let

$$
\begin{equation*}
c_{f, c r i t .}=\varepsilon_{f} \sqrt{f^{\prime} C^{-1}(\vartheta) f / \lambda_{1}} . \tag{3.3}
\end{equation*}
$$

Then

$$
\begin{equation*}
\|\delta \vartheta\|_{I}<c_{f, c r i t .} \Rightarrow \sqrt{\frac{\operatorname{Var}\left\{\left[\partial f^{\prime} \hat{\beta}(Y, \vartheta) / \partial \vartheta^{\prime}\right] \delta \vartheta \mid \vartheta\right\}}{\operatorname{Var}\left[f^{\prime} \hat{\beta}(Y, \vartheta) \mid \vartheta\right]}}<\varepsilon_{f} . \tag{3.4}
\end{equation*}
$$

Proof The random variable $\left[\partial f^{\prime} \hat{\beta}(Y, \vartheta) / \partial \vartheta^{\prime}\right] \delta \vartheta$ attains its greatest variance in the direction given by the vector $f_{1}$. Thus (cf. Corollary 3.2)

$$
\begin{aligned}
\operatorname{Var}\left\{\left[\partial f^{\prime} \hat{\beta}(Y, \vartheta) / \partial \vartheta\right] c f_{1} \mid \vartheta\right\} & =c^{2} \lambda_{1} \\
& =\varepsilon_{f}^{2} \operatorname{Var}\left[f^{\prime} \hat{\beta}(Y, \vartheta) \mid \vartheta\right] \\
& =\varepsilon_{f}^{2} f^{\prime} C^{-1}(\vartheta) f
\end{aligned}
$$

if and only if $c=c_{f, c r i t .}$.
Now let the inequality on the r.h.s of (3.4) be satisfied; i.e., $\delta \vartheta=c g, 0<c<$ $c_{f, \text { crit. }}, g^{\prime} g=1$. From the properties of the spectral decomposition of the matrix $W_{f}(\vartheta)$ obviously $c^{2} g^{\prime} W_{f}(\vartheta) g<c_{f, c r i t .}^{2} . f_{1}^{\prime} W_{f}(\vartheta) f_{1}=c_{f, c r i t .}^{2} \lambda_{1}=\varepsilon_{f}^{2} f^{\prime} C^{-1}(\vartheta) f$.

Remark 3.7 The criterion given by (3.3) and (3.4) is not only. Another approach is mentioned in [3]. Nevertheless (3.3) and (3.4) seem to be very simple and suitable for applications.

The statistical behaviour of the correction vector $\left[\partial \hat{\beta}(Y, \vartheta) / \partial \vartheta^{\prime}\right] \delta \vartheta$ is characterized by the following corollary.

## Corollary 3.8

$$
\begin{equation*}
\forall\left\{\beta \in R^{k}\right\} E\left\{\left[\partial \hat{\beta}(Y, \vartheta) / \partial \vartheta^{\prime}\right] \delta \vartheta \mid \beta\right\}=0 \tag{i}
\end{equation*}
$$

(ii)

$$
\begin{gathered}
\operatorname{Var}\{[\partial \hat{\beta}(Y, \vartheta) / \partial \vartheta]] \delta \vartheta \mid \vartheta\}= \\
=C^{-1}(\vartheta) X^{\prime} \Sigma^{-1}(\vartheta) \Sigma(\delta \vartheta)\left[M_{X} \Sigma(\vartheta) M_{X}\right]^{+} \Sigma(\delta \vartheta) \Sigma^{-1}(\vartheta) X C^{-1}(\vartheta)
\end{gathered}
$$

$$
\begin{align*}
& \forall\left\{f \in R^{k}, g \in R^{k}\right\} \operatorname{cov}\left[\frac{\partial f^{\prime} \hat{\beta}(Y, \vartheta)}{\partial \vartheta_{i}}, \left.\frac{\partial g^{\prime} \hat{\beta}(Y, \vartheta)}{\partial \vartheta_{j}} \right\rvert\, \vartheta\right]=  \tag{iii}\\
& =L_{f}^{\prime}(\vartheta) V_{i}\left[M_{X} \Sigma(\vartheta) M_{X}\right]^{+} V_{j} L_{g}(\vartheta), \quad i, j=1, \ldots, p
\end{align*}
$$

Theorem 3.9 Let

$$
\phi_{f}(k)=\sqrt{f^{\prime} \operatorname{Var}\left[\left.\frac{\partial \hat{\beta}(Y, k \vartheta)}{\partial \vartheta^{\prime}} k \delta \vartheta \right\rvert\, k \vartheta\right] f / f^{\prime} \operatorname{Var}[\hat{\beta}(Y, k \vartheta) \mid k \vartheta] f}, \quad k \in(0, \infty)
$$

Then $\phi($.$) is a constant function.$
Proof It is sufficient to take into account the following relationships $\Sigma(k \vartheta)=$ $k \Sigma(\vartheta),\left[M_{X} \Sigma(k \vartheta) M_{X}\right]^{+}=k^{-1}\left[M_{X} \Sigma(\vartheta) M_{X}\right]^{+}, \operatorname{Var}\left(L^{\prime} Y \mid k \vartheta\right)=k \operatorname{Var}\left(L^{\prime} Y \mid \vartheta\right)$ and Corollary 3.8 (ii).

## 4 Replicated model

If the observation vector $Y$ from the model given in Definition 2.1 is $r$-times replicated, we get a model described in the following definition.

Definition 4.1 The model

$$
\begin{equation*}
\left[\underline{Y},(\mathbf{1} \otimes X) \beta, I \otimes \sum_{i=1}^{p} \vartheta_{i} V_{i}\right], \beta \in R^{k}, \vartheta \in \underline{\vartheta} \subset R^{p} \tag{4.1}
\end{equation*}
$$

where $\mathbf{1}=(1, \ldots, 1)^{\prime} \in R^{r}, I$ is the $r \times r$ identity matrix, $\underline{Y}=\left(Y_{1}^{\prime}, \ldots, Y_{r}^{\prime}\right)^{\prime}$ and $Y_{1}, \ldots, Y_{r}$ are identically and independently distributed, is called $r$-times replicated model with variance components.

Lemma 4.2 In the model from Definition 4.1 the $\vartheta-L B L U E$ of $\beta$ and its covariance matrix are

$$
\begin{equation*}
\hat{\beta}(\underline{Y}, \vartheta)=T^{*}(\vartheta) \bar{Y}, \quad \text { where } \quad \bar{Y}=(1 / r) \sum_{i=1}^{r} Y_{i} \tag{i}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Var}[\hat{\beta}(\underline{Y}, \vartheta) \mid \vartheta]=(1 / r) C^{-1}(\vartheta) \tag{ii}
\end{equation*}
$$

Proof is straightforward and therefore is omitted.
Lemma 4.3 In the model from Definition 4.1

$$
\begin{equation*}
\partial f^{\prime} \hat{\beta}(\underline{Y}, \vartheta) / \partial \vartheta \sim\left(0, \frac{1}{r} W_{f}(\vartheta)\right) \tag{4.2}
\end{equation*}
$$

where $W_{f}(\vartheta)$ is given by (3.2).
Proof is obvious.

Corollary 4.4 If $c_{f, c r i t .}$ is given by (3.3), then in the model from Definition 4.1 the implication

$$
\|\delta \vartheta\|_{I}<c_{f, c r i t .} \Rightarrow \sqrt{\frac{\operatorname{Var}\left\{\left[\partial f^{\prime} \hat{\beta}(\underline{Y}, \vartheta) / \partial \vartheta\right] \delta \vartheta \mid \vartheta\right\}}{\operatorname{Var}\left[f^{\prime} \hat{\beta}(\underline{Y}, \vartheta) \mid \vartheta\right]}}<\varepsilon_{f}
$$

holds true; here $\varepsilon_{f}$ is the same as in Theorem 3.6.
Remark 4.5 The value $c_{f, \text { crit }}$. from Theorem 3.6 is the same as for the model from Definition 4.1. Nevertheless in many cases some upper bound for the quantity

$$
\left.\operatorname{Var}\left[f^{\prime} \hat{\beta}(\underline{Y}, \vartheta) \mid \vartheta\right]+\operatorname{Var}\left\{\partial f^{\prime} \hat{\beta}(\underline{Y}, \vartheta) / \partial \vartheta^{\prime}\right] \delta \vartheta \mid \vartheta\right\}
$$

is required.
Since the value of this quantity is $r$-times smaller after $r$ replications in comparison with the analogous value for $r=1$, the value $\|\delta \vartheta\|_{I}$ can be greater for $r>1$ than $\|\delta \vartheta\|_{I}$ for $r=1$. In another words $\varepsilon_{f}$ can be greater and consequently also $c_{f, c r i t}$. can be greater. In practice this fact has to be kept in mind.

## 5 Multivariate model

In the following the notation $\operatorname{vec}(A)$ means the vector that arises by arranging columns of the matrix $A$ one below the other.

Definition 5.1 The multivariate growth curve model with variance components is

$$
\left(\underline{Y}, X B Z, \sum_{i=1}^{p} \vartheta_{i} V_{i} \otimes W\right), v e c(B) \in R^{k r}, \vartheta=\left(\vartheta_{1}, \ldots, \vartheta_{p}\right)^{\prime} \in \underline{\vartheta} \subset R^{p},
$$

where $\underline{Y}$ is $n \times s$ random matrix with the mean value $E(\underline{Y} \mid B)=X B Z$ and the covariance matrix $\operatorname{Var}[\operatorname{vec}(\underline{Y}) \mid \vartheta]=\sum_{i=1}^{p} \vartheta_{i} V_{i} \otimes W, X$ is a given $n \times k$ matrix, $B$ is a $k \times r$ matrix of unknown parameters, $Z$ is a given $r \times s$ matrix, the $s \times s$ matrices $V_{1}, \ldots, V_{p}$ are known and also $n \times n$ matrix $W$, which is p.d. is given. The model is regular, if $r\left(X_{n, k}\right)=k \leq n, r\left(Z_{r, s}\right)=r \leq s$ and $\vartheta \in \underline{\vartheta} \Rightarrow \Sigma(\vartheta)=\sum_{i=1}^{p} \vartheta_{i} V_{i}$ is p.d.

Remark 5.2 If $Z=I$, then the model from Definition 5.1 is called the multivariate model; in practice usually $W=I$.

Lemma 5.3 In the model from Definition 5.1
(i) the $\vartheta$-LBLUE of $B$ is

$$
\hat{B}(\underline{Y}, \vartheta)=\left(X^{\prime} W^{-1} X\right)^{-1} X^{\prime} W^{-1} \underline{Y} \Sigma^{-1}(\vartheta) Z^{\prime}\left[Z \Sigma^{-1}(\vartheta) Z^{\prime}\right]^{-1}
$$

(ii) the covariance matrix of $\operatorname{vec}[\hat{B}(\underline{Y}, \vartheta)]$ is

$$
\operatorname{Var}\{\operatorname{vec}[\hat{B}(\underline{Y}, \vartheta)] \mid \vartheta\}=\left[Z \Sigma^{-1}(\vartheta) Z^{\prime}\right]^{-1} \otimes\left(X^{\prime} W^{-1} X\right)^{-1}
$$

Proof If the relationship

$$
\operatorname{vec}\left(A_{m, n} X_{n, p} B_{p, r}\right)=\left(B^{\prime} \otimes A\right) \operatorname{vec}(X)
$$

is taken into account, then

$$
\operatorname{vec}(\underline{Y}) \sim\left[\left(Z^{\prime} \otimes X\right) \operatorname{vec}(B), \Sigma(\vartheta) \otimes W\right]
$$

With respect to the last relationship and Lemma 2.2, the statements (i) and (ii) are obvious.

Lemma 5.4 Let $\underline{Y}$ be the random matrix from Definition 5.1. Let $A, B, C, D$ be matrices of the types $m \times n, s \times m, t \times n, s \times t$, respectively. Then

$$
\operatorname{cov}[\operatorname{Tr}(A \underline{Y} B), \operatorname{Tr}(C \underline{Y} D) \mid \vartheta]=\operatorname{Tr}\left[A W C^{\prime} D^{\prime} \Sigma(\vartheta) B\right]
$$

Proof Obviously

$$
\begin{aligned}
& \operatorname{Tr}(A \underline{Y} B)=\left[\operatorname{vec}\left(A^{\prime}\right)\right]^{\prime}\left(B^{\prime} \otimes I\right) \operatorname{vec}(\underline{Y}) \\
& \operatorname{Tr}(C \underline{Y} D)=\left[\operatorname{vec}\left(C^{\prime}\right)\right]^{\prime}\left(D^{\prime} \otimes I\right) \operatorname{vec}(\underline{Y})
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{cov}[\operatorname{Tr}(A \underline{Y} B), \operatorname{Tr}(C \underline{Y} D) \mid \vartheta] & =\left[\operatorname{vec}\left(A^{\prime}\right)\right]^{\prime}\left(B^{\prime} \otimes I\right)[\Sigma(\vartheta) \otimes W](D \otimes I) \operatorname{vec}\left(C^{\prime}\right) \\
& =\left[\operatorname{vec}\left(A^{\prime}\right)\right]^{\prime}\left\{\left[B^{\prime} \Sigma(\vartheta) D\right] \otimes W\right\} \operatorname{vec}\left(C^{\prime}\right) \\
& =\left[\operatorname{vec}\left(A^{\prime}\right)\right]^{\prime} \operatorname{vec}\left[W C^{\prime} D^{\prime} \Sigma(\vartheta) B\right] \\
& =\operatorname{Tr}\left[A W C^{\prime} D^{\prime} \Sigma(\vartheta) B\right] .
\end{aligned}
$$

Lemma 5.5 Let $P$ be an $r \times k$ matrix. Then, in the model from Definition 5.1,
(i) $\quad \partial \operatorname{Tr}[P \hat{B}(\underline{Y}, \vartheta)] / \partial \vartheta_{i}=-\operatorname{Tr}\left\{P\left(X^{\prime} W^{-1} X\right)^{-1} X^{\prime} W^{-1} \underline{Y}\left[M_{Z^{\prime}} \Sigma(\vartheta) M_{Z^{\prime}}\right]^{+} V_{i}\right.$

$$
\left.\times \Sigma^{-1}(\vartheta) Z^{\prime}\left[Z \Sigma^{-1}(\vartheta) Z^{\prime}\right]^{-1}\right\}, \quad i=1, \ldots, p
$$

$$
\begin{equation*}
E\left\{\partial \operatorname{Tr}[P \hat{B}(\underline{Y}, \vartheta)] / \partial \vartheta_{i} \mid \beta\right\}=0, \quad i=1, \ldots, p \tag{ii}
\end{equation*}
$$

(iii) $\quad\{\operatorname{Var}\{\partial \operatorname{Tr}[P \hat{B}(\underline{Y}, \vartheta)] / \partial \vartheta \mid \vartheta\}\}_{i, j}=\left\{W_{P}(\vartheta\}_{i, j}\right.$

$$
=\operatorname{cov}\left\{\partial \operatorname{Tr}[P \hat{B}(\underline{Y}, \vartheta)] / \partial \vartheta_{i}, \partial \operatorname{Tr}[P \hat{B}(\underline{Y}, \vartheta)] / \partial \vartheta_{j} \mid \vartheta\right\}
$$

$$
=\operatorname{Tr}\left\{V_{i} \Sigma^{-1}(\vartheta) Z^{\prime}\left[Z \Sigma^{-1}(\vartheta) Z^{\prime}\right]^{-1} P\left(X^{\prime} W^{-1} X\right)^{-1} P^{\prime}\left[Z \Sigma^{-1}(\vartheta) Z^{\prime}\right]^{-1}\right.
$$

$$
\left.\times Z \Sigma^{-1}(\vartheta) V_{j}\left[M_{Z^{\prime}} \Sigma(\vartheta) M_{Z^{\prime}}\right]^{+}\right\}, \quad i, j=1, \ldots, p
$$

(iv) $\quad \operatorname{Var}\{\operatorname{Tr}[P \hat{B}(\underline{Y}, \vartheta)] \mid \vartheta\}=\operatorname{Tr}\left\{P\left(X^{\prime} W^{-1} X\right)^{-1} P^{\prime}\left[Z \Sigma^{-1}(\vartheta) Z^{\prime}\right]^{-1}\right\}$.

Proof Taking into account Lemma 5.4, the multivariate model written in the form

$$
\left[v e c(\underline{Y}),\left(Z^{\prime} \otimes X\right) \operatorname{vec}(B), \sum_{i=1}^{p} \vartheta_{i} V_{i} \otimes W\right]
$$

the relationships

$$
\begin{aligned}
\partial \Sigma^{-1}(\vartheta) / \partial \vartheta_{i} & =-\Sigma^{-1}(\vartheta) V_{i} \Sigma^{-1}(\vartheta) \\
\partial\left[Z \Sigma^{-1}(\vartheta) Z^{\prime}\right] / \partial \vartheta_{i} & =\left[Z \Sigma^{-1}(\vartheta) Z^{\prime}\right]^{-1} Z \Sigma^{-1}(\vartheta) V_{i} \Sigma^{-1}(\vartheta) Z^{\prime}\left[Z \Sigma^{-1}(\vartheta) Z^{\prime}\right]^{-1}
\end{aligned}
$$

and the rules

$$
\begin{aligned}
\operatorname{vec}(A B C) & =\left(C^{\prime} \otimes A\right) \operatorname{vec}(A) \\
\left(\operatorname{vec}\left(A^{\prime}\right)\right)^{\prime}(B \otimes C) \operatorname{vec}(D) & =\operatorname{Tr}\left(A C D B^{\prime}\right)
\end{aligned}
$$

we can use the procedure given in Section 3. Then, with respect to the given rules, the results can be written in the form given in (i), (ii), (iii) and (iv).

Theorem 5.6 Let

$$
\begin{equation*}
\operatorname{Var}\{\partial \operatorname{Tr}[P \hat{B}(\underline{Y}, \vartheta)] / \partial \vartheta \mid \vartheta\}=\sum_{i=1}^{b} \lambda_{i} f_{i} f_{i}^{\prime} \tag{5.1}
\end{equation*}
$$

be the spectral decomposition of the covariance matrix and $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq$ $\lambda_{b}>0$. Let $\varepsilon_{P}>0$ be a given number.

If

$$
c_{P, \text { crit. }}=\varepsilon_{P} \sqrt{\frac{\operatorname{Tr}\left\{P\left(X^{\prime} W^{-1} X\right)^{-1} P^{\prime}\left[Z \Sigma^{-1} Z^{\prime}\right]^{-1}\right\}}{\lambda_{1}}}
$$

then for any $\delta \vartheta$ such that $\|\delta \vartheta\|_{I}<c_{P, \text { crit. }}$,

$$
\sqrt{\frac{\operatorname{Var}\left(\left\{\partial \operatorname{Tr}[P \hat{B}(\underline{Y}, \vartheta)] / \partial \vartheta^{\prime}\right\} \delta \vartheta \mid \vartheta\right)}{\operatorname{Var}\{\operatorname{Tr}[P \hat{B}(\underline{Y}, \vartheta)] \mid \vartheta\}}}<\varepsilon_{P}
$$

Proof It is a direct consequence of Theorem 3.6, the statements (iii) and (iv) from Lemma 5.5 and Lemma 3.3 valid also for the model from Definition 5.1 in the form

$$
\left\{\partial \operatorname{Tr}[P \hat{B}(\underline{Y}, \vartheta)] / \partial \vartheta^{\prime}\right\} k \vartheta=0, \quad k>0
$$

Remark 5.7 The expressions used in Theorem 5.6, e.g.,

$$
\operatorname{Var}\left(\left\{\partial \operatorname{Tr}[P \hat{B}(\underline{Y}, \vartheta)] / \partial \vartheta^{\prime}\right\} \delta \vartheta \mid \vartheta\right)
$$

(cf. Lemma 5.5 (iii)) seem to be tremendeous. However it is necessary to remind that all of them must be calculated in order to obtain the estimator and its covariance matrix from Lemma 5.3. (i) and (ii); thus no new calculation, exept the spectral decomposition (5.1) (usually a matrix with a small size), is necessary.

Remark 5.8 In many cases $Z=I$ and $W=I$. Under these conditions $\hat{B}(\underline{Y})=\left(X^{\prime} X\right)^{-1} X^{\prime} \underline{Y}$ (cf. Lemma 5.3. (i)) and thus no a priori information on $\vartheta$ is necessary (the model is non-sensitive) for calculating it. This estimator is uniformly (with respect to $\vartheta$ ) best. However the covariance matrix of $\hat{B}(\underline{Y})$ is

$$
\operatorname{Var}\{\operatorname{vec}[\hat{B}(\underline{Y})] \mid \vartheta\}=\Sigma(\vartheta) \otimes\left(X^{\prime} X\right)^{-1}
$$

and now we have to know the actual value $\vartheta^{*}$ of $\vartheta$, or, at least, to know some estimator $\hat{\vartheta}(\underline{Y})$ of $\vartheta$. Some investigation of this problem is given in [7].

## 6 Model with constraints

Definition 6.1 Let in the regular model from Definition 2.1

$$
\beta \in \mathcal{V}=\left\{u: u \in R^{k}, b+B u=0\right\}
$$

instead of $\beta \in R^{k}$. Here $b \in \mathcal{M}(B) \subset R^{q}, r\left(B_{q, k}\right)=q<k$. Such a model is a regular model with constraints.
Lemma 6.2 The $\vartheta$-LBLUE of $\beta$ in the model from Definition 6.1 is

$$
\hat{\hat{\beta}}(Y, \vartheta)=P_{K e r(B)}^{C(\vartheta)} \hat{\beta}(Y, \vartheta)-C^{-1}(\vartheta) B^{\prime}\left[B C^{-1}(\vartheta) B^{\prime}\right]^{-1} b
$$

where

$$
P_{K e r(B)}^{C(\vartheta)}=I-C^{-1}(\vartheta) B^{\prime}\left[B C^{-1}(\vartheta) B^{\prime}\right]^{-1} B
$$

is a projection matrix on $\operatorname{Ker}(B)=\{u: B u=0\}$ in the $k$-dimensional linear space with the inner product $\left\langle u, v>_{C(\vartheta)}=u^{\prime} C(\vartheta) v, u, v \in R^{k}, C(\vartheta)=\right.$ $X^{\prime} \Sigma^{-1}(\vartheta) X$ and $\hat{\beta}(Y, \vartheta)=C^{-1}(\vartheta) X^{\prime} \Sigma^{-1}(\vartheta) Y$ is the $\vartheta-L B L U E$ of $\beta$ nonrespecting the constraints $b+B \beta=0$. The covariance matrix of the estimator $\hat{\hat{\beta}}(Y, \vartheta)$ is

$$
\operatorname{Var}[\hat{\hat{\beta}}(Y, \vartheta) \mid \vartheta]=C^{-1}(\vartheta)-C^{-1}(\vartheta) B^{\prime}\left[B C^{-1}(\vartheta) B^{\prime}\right]^{-1} B C^{-1}(\vartheta) .
$$

Proof Cf. [6], p. 189.
Lemma 6.3 In the model from Definition 6.1

$$
\begin{equation*}
\partial \hat{\hat{\beta}}(Y, \vartheta) / \partial \vartheta_{i}=-P_{K e r(B)}^{C(\vartheta)} C^{-1}(\vartheta) X^{\prime} \Sigma^{-1}(\vartheta) V_{i} \Sigma^{-1}(\vartheta)[Y-X \hat{\hat{\beta}}(Y, \vartheta)] \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
E\left[\partial \hat{\hat{\beta}}(Y, \vartheta) / \partial \vartheta_{i} \mid \beta\right]=0, \quad i=1, \ldots, p \tag{ii}
\end{equation*}
$$

$$
\begin{gather*}
\left\{\operatorname{Var}\left\{\left[\partial f^{\prime} \hat{\hat{\beta}}(Y, \vartheta) / \partial \vartheta\right] \mid \vartheta\right\}\right\}_{i, j}=\left\{W_{f}(\vartheta)\right\}_{i, j}  \tag{iii}\\
=f^{\prime} P_{K e r(B)}^{C(\vartheta)} C^{-1}(\vartheta) X^{\prime} \Sigma^{-1}(\vartheta) V_{i}\left\{\left[M_{X} \Sigma(\vartheta) M_{X}\right]^{+}+\Sigma^{-1}(\vartheta) X C^{-1}(\vartheta) B^{\prime}\right. \\
\left.\times\left[B C^{-1}(\vartheta) B^{\prime}\right]^{-1} B C^{-1}(\vartheta) X^{\prime} \Sigma^{-1}(\vartheta)\right\} V_{j} \Sigma^{-1}(\vartheta) X C^{-1}(\vartheta)\left(P_{K e r(B)}^{C(\vartheta)}\right)^{\prime} f,
\end{gather*}
$$

$$
i, j=1, \ldots, p
$$

(iv)

$$
\operatorname{cov}\left[\partial f^{\prime} \hat{\hat{\beta}}(Y, \vartheta) / \partial \vartheta, \hat{\hat{\beta}}(Y, \vartheta) \mid \vartheta\right]=0
$$

Proof It can be obtained in the way given in the proof of Lemma 3.1.
Corollary 6.4 If $\varepsilon_{f}>0$ is a given number and

$$
c_{f, c r i t .}=\varepsilon_{f} \sqrt{f^{\prime} \operatorname{Var}[\hat{\hat{\beta}}(Y, \vartheta) \mid \vartheta] f / \lambda_{1}}
$$

where $\lambda_{1}$ is the maximum eigenvalue of the matrix $W_{f}(\vartheta)$ from Lemma 6.3 (iii), then for any $\delta \vartheta$ such that $\|\delta \vartheta\|_{I}<c_{f, \text { crit }}$.

$$
\sqrt{\operatorname{Var}\left\{\left[\partial f^{\prime} \hat{\hat{\beta}}(Y, \vartheta) / \partial \vartheta^{\prime}\right] \delta \vartheta \mid \vartheta\right\} / \operatorname{Var}\left[f^{\prime} \hat{\hat{\beta}}(Y, \vartheta) \mid \vartheta\right]}<\varepsilon_{f}
$$

## 7 Universal mixed linear model

Definition 7.1 The model

$$
\left(Y, X \beta, \sum_{i=1}^{p} \vartheta_{i} V_{i}\right), \quad \beta \in R^{k}, \quad \vartheta \in \underline{\vartheta} \subset R^{p}
$$

is a universal mixed linear model if at least one of the conditions

$$
r\left(X_{n, k}\right)=k<n, \quad \forall\{\vartheta \in \underline{\vartheta}\} \Sigma(\vartheta) \quad \text { is p.d. }
$$

is not satisfied; however here $V_{i}$ is p.s.d. and $\vartheta_{i}>0, i=1, \ldots, p$.
Remark 7.2 In the universal model from Definition 7.1 a linear function $f^{\prime} \beta$, $\beta \in R^{k}$, is unbiasedly estimable iff $f \in \mathcal{M}\left(X^{\prime}\right)$. Thus the class of all unbiasedly estimable functions can be characterized by the vector $X \beta, \beta \in R^{k}$.

In the following $\left(X^{\prime}\right)_{m[\Sigma(\vartheta)]}^{-}$denotes the minimum $\Sigma(\vartheta)$-seminorm generalized inverse of the matrix $X^{\prime}$ with the properties

$$
\forall\left\{y \in \mathcal{M}\left(X^{\prime}\right)\right\} \forall\left\{x_{y}: X^{\prime} x_{y}=y\right\} X^{\prime}\left(X^{\prime}\right)_{m[\Sigma(\vartheta)]}^{-} y=y
$$

and

$$
y^{\prime}\left[\left(X^{\prime}\right)_{m[\Sigma(\vartheta)]}^{-}\right]^{\prime} \Sigma(\vartheta)\left(X^{\prime}\right)_{m[\Sigma(\vartheta)]}^{-} y \leq x_{y}^{\prime} \Sigma(\vartheta) x_{y}
$$

(cf. [5]).
Lemma 7.3 The $\vartheta-L B L U E$ of $X \beta$ in the model from Definition 7.1 is

$$
\widehat{X \beta}(Y, \vartheta)=X\left[\left(X^{\prime}\right)_{m[\Sigma(\vartheta)]}^{-}\right]^{\prime} Y
$$

and its covariance matrix is

$$
\operatorname{Var}[\widehat{X \beta}(Y, \vartheta) \mid \vartheta]=X\left[\left(X^{\prime}\right)_{m[\Sigma(\vartheta)]}^{-}\right]^{\prime} \Sigma(\vartheta)\left(X^{\prime}\right)_{m[\Sigma(\vartheta)]}^{-} X^{\prime}
$$

Proof Cf. [5].

Lemma 7.4 A necessary and sufficient condition for the equation $A X B=C$ to have a solution is that

$$
A A^{-} C B^{-} B=C
$$

in which case the general solution is

$$
X=A^{-} C B^{-}+Z-A^{-} A Z B B^{-}
$$

where $Z$ is an arbitrary matrix.
Proof Cf. [5], Theorem 2.3.2.
Lemma 7.5 Let $A$ be any matrix depending on $\vartheta \in \underline{\vartheta}$. Let

$$
\begin{equation*}
\mathcal{M}\left[\left(\frac{\partial A(\vartheta)}{\partial \vartheta_{i}}\right)^{\prime}\right] \subset \mathcal{M}\left(A^{\prime}(\vartheta)\right) \text { and } \mathcal{M}\left(\frac{\partial A(\vartheta)}{\partial \vartheta_{i}}\right) \subset \mathcal{M}(A(\vartheta)), \quad i=1, \ldots, p \tag{7.1}
\end{equation*}
$$

Then

$$
\begin{equation*}
\frac{\partial A^{-}(\vartheta)}{\partial \vartheta_{i}}=-A^{-}(\vartheta) \frac{\partial A(\vartheta)}{\partial \vartheta_{i}} A^{-}(\vartheta)+Z-A^{-}(\vartheta) A(\vartheta) Z A(\vartheta) A^{-}(\vartheta), i=1, \ldots, p \tag{7.2}
\end{equation*}
$$

where $A^{-}(\vartheta)$ is an arbitrary but fixed version of the generalized inverse of the matrix $A(\vartheta)$ (i.e., $A(\vartheta) A^{-}(\vartheta) A(\vartheta)=A(\vartheta)$ ) and $Z$ is any matrix of the same size as $A^{-}(\vartheta)$.
Proof Obviously $\left.A(\vartheta) A^{-}(\vartheta) A(\vartheta)=A(\vartheta)\right)$ for any version of $A^{-}(\vartheta)$. Thus

$$
\begin{equation*}
\frac{\partial}{\partial \vartheta_{i}}\left[A(\vartheta) A^{-}(\vartheta) A(\vartheta)\right]=\frac{\partial A(\vartheta)}{\partial \vartheta_{i}}, \quad i=1, \ldots, p \tag{7.3}
\end{equation*}
$$

The l.h.s. of (7.3) can be rewritten as

$$
\begin{gathered}
\left(\frac{\partial}{\partial \vartheta_{i}} A(\vartheta)\right) A^{-}(\vartheta) A(\vartheta)+A(\vartheta)\left(\frac{\partial}{\partial \vartheta_{i}} A^{-}(\vartheta)\right) A(\vartheta)+A(\vartheta) A^{-}(\vartheta) \frac{\partial}{\partial \vartheta_{i}} A(\vartheta), \\
i=1, \ldots, p
\end{gathered}
$$

If $\mathcal{M}\left(\partial A(\vartheta) / \partial \vartheta_{i}\right) \subset \mathcal{M}(A(\vartheta))$, then it can be seen easily that

$$
A(\vartheta) A^{-}(\vartheta) \frac{\partial}{\partial \vartheta_{i}} A(\vartheta)=\frac{\partial}{\partial \vartheta_{i}} A(\vartheta)
$$

Analogously

$$
\mathcal{M}\left[\left(\frac{\partial A(\vartheta)}{\partial \vartheta_{i}}\right)^{\prime}\right] \subset \mathcal{M}\left(A^{\prime}(\vartheta)\right) \Rightarrow\left(\frac{\partial A(\vartheta)}{\partial \vartheta_{i}}\right) A^{-}(\vartheta) A(\vartheta)=\frac{\partial A(\vartheta)}{\partial \vartheta_{i}} .
$$

If (7.1) is satisfied, (7.3) can be rewritten as

$$
A(\vartheta) \frac{\partial A^{-}(\vartheta)}{\partial \vartheta_{i}} A(\vartheta)=-\frac{\partial A(\vartheta)}{\partial \vartheta_{i}}, \quad i=1, \ldots, p
$$

With respect to Lemma 7.3 the general solution of the last equation is given by (7.2).

Lemma 7.6 In the model from Definition 7.1

$$
\partial \widehat{X \beta}(Y, \vartheta) / \partial \vartheta_{i}=-X\left[\left(X^{\prime}\right)_{m[\Sigma(\vartheta)]}^{-}\right]^{\prime} V_{i} S^{-}(\vartheta)[Y-\widehat{X \beta}(Y, \vartheta)],
$$

where $S(\vartheta)=\Sigma(\vartheta)+X X^{\prime}$.
Proof As the expression $X\left[\left(X^{\prime}\right)_{m[\Sigma(\vartheta)]}^{-}\right]^{\prime} Y$ is invariant with respect to the choice of the generalized inverse $\left(X^{\prime}\right)_{m[\Sigma(\vartheta)]}^{-}$, we choose

$$
\left[\left(X^{\prime}\right)_{m[\Sigma(\vartheta)]}^{-}\right]^{\prime}=\left[X^{\prime} S^{-}(\vartheta) X\right]^{-} X^{\prime} S^{-}(\vartheta)
$$

(in more detail cf. [5]).
As $\partial S(\vartheta) / \partial \vartheta_{i}=V_{i}$ and $\mathcal{M}\left(V_{i}\right) \subset \mathcal{M}[S(\vartheta)]$, we have

$$
\partial S^{-}(\vartheta) / \partial \vartheta_{i}=-S^{-}(\vartheta) V_{i} S^{-}(\vartheta)+Z_{S}-S^{-}(\vartheta) S(\vartheta) Z_{S} S(\vartheta) S^{-}(\vartheta)
$$

and

$$
\partial X^{\prime} S^{-}(\vartheta) X / \partial \vartheta_{i}=-X^{\prime} S^{-}(\vartheta) V_{i} S^{-}(\vartheta) X
$$

because of $X^{\prime} S^{-}(\vartheta) S(\vartheta)=X^{\prime}$ and $S(\vartheta) S^{-}(\vartheta) X=X$.
Further

$$
\begin{aligned}
& \mathcal{M}\left[\partial X^{\prime} S^{-}(\vartheta) X / \partial \vartheta_{i}\right]=\mathcal{M}\left[X^{\prime} S^{-}(\vartheta) V_{i} S^{-}(\vartheta) X\right] \\
& \subset \mathcal{M}\left[X^{\prime} S^{-}(\vartheta) S(\vartheta) S^{-}(\vartheta) X\right]=\mathcal{M}\left[X^{\prime} S^{-}(\vartheta) X\right]
\end{aligned}
$$

and thus

$$
\begin{gathered}
\partial\left\{\left[X^{\prime} S^{-}(\vartheta) X\right]^{-}\right\} / \partial \vartheta_{i}=\left[X^{\prime} S^{-}(\vartheta) X\right]^{-} X^{\prime} S^{-}(\vartheta) V_{i} S^{-}(\vartheta) X\left[X^{\prime} S^{-}(\vartheta) X\right]^{-} \\
+Z-\left[X^{\prime} S^{-}(\vartheta) X\right]^{-} X^{\prime} S^{-}(\vartheta) X Z X^{\prime} S^{-}(\vartheta) X\left[X^{\prime} S^{-}(\vartheta) X\right]^{-}
\end{gathered}
$$

It implies

$$
\begin{aligned}
& \partial\left\{X\left[X^{\prime} S^{-}(\vartheta) X\right]^{-} X^{\prime}\right\} / \partial \vartheta_{i}= \\
& \quad=X\left[X^{\prime} S^{-}(\vartheta) X\right]^{-} X^{\prime} S^{-}(\vartheta) V_{i} S^{-}(\vartheta) X\left[X^{\prime} S^{-}(\vartheta) X\right]^{-} X^{\prime}
\end{aligned}
$$

since

$$
X Z X^{\prime}-X\left[X^{\prime} S^{-}(\vartheta) X\right]^{-} X^{\prime} S^{-}(\vartheta) X Z X^{\prime} S^{-}(\vartheta) X\left[X^{\prime} S^{-}(\vartheta) X\right]^{-} X^{\prime}=0
$$

Finally

$$
\begin{aligned}
& \partial X S^{-}(\vartheta) Y / \partial \vartheta_{i}= \\
& \quad=-X^{\prime} S^{-}(\vartheta) V_{i} S^{-}(\vartheta) Y+X\left[Z_{S}-S^{-}(\vartheta) S(\vartheta) Z_{S} S(\vartheta) S^{-}(\vartheta)\right] Y .
\end{aligned}
$$

With respect to Lemma 3.4

$$
P\{Y \in \mathcal{M}[S(\vartheta)] \mid \beta, \vartheta\}=1
$$

and thus

$$
X Z_{S} Y-X S^{-}(\vartheta) S(\vartheta) Z_{S} S(\vartheta) S^{-}(\vartheta) Y=X Z_{S} Y-X Z_{S} Y=0
$$

with probability one.
Now we can write

$$
\left.\begin{array}{c}
\partial X\left[\left(X^{\prime}\right)_{m[\Sigma(\vartheta)]}^{-}\right]^{\prime} Y / \partial \vartheta_{i}=\partial X\left[X^{\prime} S^{-}(\vartheta) X\right]^{-} X^{\prime} S^{-}(\vartheta) Y / \partial \vartheta_{i} \\
=X\left[X^{\prime} S^{-}(\vartheta) X\right]^{-} X^{\prime} S^{-}(\vartheta) V_{i} S^{-}(\vartheta) X\left[X^{\prime} S^{-}(\vartheta) X\right]^{-} X^{\prime} S^{-}(\vartheta) Y \\
\\
\quad-X\left[X^{\prime} S^{-}(\vartheta) X\right]^{-} X^{\prime} S^{-}(\vartheta) V_{i} S^{-}(\vartheta) Y \\
=-
\end{array}\right]\left[\left(X^{\prime}\right)_{m[\Sigma(\vartheta)]}^{-}\right]^{\prime} V_{i} S^{-}(\vartheta)[Y-\widehat{X \beta}(Y, \vartheta)] .
$$

Lemma 7.7 Let the model from Definition 7.1 be under consideration and let $f \in \mathcal{M}\left(X^{\prime}\right)$. Then

$$
\begin{equation*}
\forall\left\{\beta \in R^{k}\right\} E\left\{\partial f^{\prime}\left[\left(X^{\prime}\right)_{m}^{-}[\Sigma(\vartheta)]\right]^{\prime} Y / \partial \vartheta \mid \vartheta\right\}=0, \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
\forall\{\vartheta \in \underline{\vartheta}\} \operatorname{cov}\left\{\partial f^{\prime}\left[\left(X^{\prime}\right)_{m[\Sigma(\vartheta)]}^{-}\right]^{\prime} Y / \partial \vartheta, X\left[\left(X^{\prime}\right)_{m[\Sigma(\vartheta)]}^{-}\right]^{\prime} Y \mid \vartheta\right\}=0, \tag{ii}
\end{equation*}
$$

$$
\begin{align*}
& \left\{W_{f}(\vartheta)\right\}_{i, j}=\left\{\operatorname{Var}\left\{\partial f^{\prime}\left[\left(X^{\prime}\right)_{m[\Sigma(\vartheta)]}^{-}\right]^{\prime} Y / \partial \vartheta \mid \vartheta\right\}\right\}_{i, j}  \tag{iii}\\
= & f^{\prime}\left[\left(X^{\prime}\right)_{m[\Sigma(\vartheta)]}^{-}\right]^{\prime} V_{i}\left[M_{X} \Sigma(\vartheta) M_{X}\right]^{+} V_{j}\left(X^{\prime}\right)_{m[\Sigma(\vartheta)]}^{-} f .
\end{align*}
$$

Proof The statements (i), (ii) and (iii) are consequences of Lemma 7.6.

Theorem 7.8 Let in the model from Definition $7.1 f \in \mathcal{M}\left(X^{\prime}\right)$. Let $W_{f}(\vartheta)=$ $\sum_{i=1}^{b} \lambda_{1} f_{i} f_{i}^{\prime}$ be the spectral decomposition of $W_{f}(\vartheta)$ (cf. Lemma 7.7 (iii)) and $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{b}>0$. Let $\varepsilon_{f}>0$ be a given real number. If

$$
c_{f, c r i t .}=\varepsilon_{f} \sqrt{f^{\prime}\left[\left(X^{\prime}\right)_{m[\Sigma(\vartheta)]}^{-}\right]^{\prime} \Sigma(\vartheta)\left(X^{\prime}\right)_{m[\Sigma(\vartheta)]}^{-} f / \lambda_{1}},
$$

then

$$
\begin{gathered}
\|\delta \vartheta\|_{I}<c_{f, c r i t .} \quad \Rightarrow \\
\Rightarrow \sqrt{\operatorname{Var}\left(\left\{\partial f^{\prime}\left[\left(X^{\prime}\right)_{m[\Sigma(\vartheta)]}^{-}\right]^{\prime} Y / \partial \vartheta^{\prime}\right\} \delta \vartheta\right) / \operatorname{Var}\left\{f^{\prime}\left[\left(X^{\prime}\right)_{m[\Sigma(\vartheta)]}^{-}\right]^{\prime} Y \mid \vartheta\right\}}<\varepsilon_{f} .
\end{gathered}
$$

Proof The idea of the proof is the same as that of Theorem 3.6, however it is necessary to use the lemmas from this section.
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