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Abstract 

The Leray-Schauder degree theory is used to obtain sufficient condi­
tions for the existence and uniqueness of solutions of the boundary va­
lue problem x"' = f(t, x, x\ x", A), x(0) = x(l) = 0, x'(0) - x'(l) = 0, 
x"(0) — ^"(1) = 0> depending on the parameter A. The application is giv­
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1 Introduction 

Consider the one-parameter boundary value problem (BVP for short) 

(1) *"' = / ( * , * , * ' , * " , A), 

(2) x(0) = x(l) = 0, z'(0) - *'(1) = 0, *"(0) - *"(1) = 0, 

where / G C°((0,1) x R 4 ) . 
We say that (x, A0) is a solution of BVP (1), (2) if .(x,A0) G C3((0,1)) x R 

and a? is a solution of (1) for A = An satisfying (2). 
This paper establishes sufficient conditions for the existence and uniqueness 

of solutions of BVP (1), (2). The proof of the existence theorem is based on the 
theory of completely continuous mapping and on the invariance of the Leray-
Schauder degree with respect to a homotopy. More precisely, we apply the 
following theorem. 

Theorem 1 [1, Theorem 1] Let X be a Banach space, A : X —•*• X be a com­
pletely continuous mapping such that I — A is one to one, and let Q, be an open 
bounded set such that 0 G (I — A)(Q). Then the completely continuous mapping 
T : Cl —y X has a fixed point in Cl if for any c G (0,1), the equation 

x = cTx + (1 - c)Ax 

has no solution x on the boundary dQ of Q. 

The application of the obtained results for the existence and uniqueness of 
solutions for BVP (1), (2) leads in Section 4 to the investigation of functional 
BVPs for fourth order one-parameter functional differential equations using the 
quasi-linearization technique and the Schauder fixed point theorem. 

We observe that BVPs for third order differential and functional differential 
equations depending on the parameter were studied by Pachpatte [3] using the 
technique of Green's functions and the Banach fixed point theorem and by 
the author [4]-[6]. In [4] using the Schauder linearization technique and the 
Schauder fixed point theorem, in [5] using a method based on a combination 
of the quasi-linearization technique, the Schauder fixed point theorem and a 
surjectivity result in R n and, finally, in [6] using a combination of the Leray-
Schauder degree theory, the quasi-linearization technique and the Schauder fixed 
point theorem. 

2 Existence theorem 

Let X be the Banach space of C°-functions x on (0,1) with the norm 

||x|| = max{|x(t)|; 0 < t < 1}. 

The proof of the existence theorem for BVP (1), (2) is based on the following 
lemma. 
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Lemma 1 Let h € C°((0,1) x R 4 ) . Assume there exist constants \ 
A2 > 0, M > 0, T > 0 and a nondecreasing function w : (0,oo) —* (0,o^\ ' 
that ' Such 

(3') h(t,p- y,y,0, A2) > 0 for (t,p,y) G (0,1) x (0,M) x (0,M), 

(3") h(t,p-y,y,0,X1)<0for(t,p,y) G (0,1) x ( - M , 0 ) x ( - M , 0 ) , 

(4) h(t, x, -M, 0, A) < 0 < h(t, x, M, 0, A) for (t,x, A) €E (0,1) x ( - M , M) x 

(Ai,A2), 

(5) \h(t, x, y, z,X)\< w(\z\) for (t, x, y, z, X) € (0,1) x ( - M , M) x ( - ^ > M) x 

R x (Ai,A2) and 

sds L . > 2M. 
0 ™(s) 

Let (x, Ao) be a solution of BVP 

(6) x"' = A(t,x>x',x"JA)> (2), 

such that Ai < A0 < A2, ||x|| < M, \\x'\\ < M, | |x"|| < T. Then 

Ai < A0 < A2, ||x|| < M, ||x'|| < M, ||x"|| < T. 

P roo f Assume A0 = A2. Since x(0) — x(l) = 0 and x'(0) — x'( l) = 0, W e have 
0 < max{x'(t); 0 < t < 1} = x'(£) for a £ G (0,1). 

a) If £ = 0, then x'(t) < x'(0) (= x'(l)) on (0,1) and therefore X"(Q) < Q, 
x"( l ) > 0 which implies x"(0) = 0 (= x"(l)) since x"(0) = x"(l) by"(2).' 
Thus x(0) = 0, x7(0) > 0, x"(0) = 0, x ,"(0) < 0 which contradicts #'"(0) = 

ft(0,0,x'(0),0, A2) > 0 by (3;) with y = p = x'(0). 
b) If £ G (0,1), then x'(£) > 0, x " ( 0 = 0, x'"(£) < 0, and consequently 

(x'"(0 =) h(^x(Otx'(OA A2) < 0. By (30, h&p-x'tflAOAh) > 0 for 
all p G (0, M) and therefore x(£) = Po - x'(0 for a po < 0. Thus x(£) < 0 and 
x(C) < -x'(£) < -x'(t) for t G (0,1). Integrating the inequality x(f) < -x'(t)} 

t G (0,1), from £ to 1 we obtain 

*(0(i-0 <-*(!) + *(0 = *(0 
and then £ < 0, a contradiction. 

Assume A0 = Xx. Then (0 >) min{x'(t); 0 < t < 1} = x '(r) for a r G (0,1). 
a) If r = 0, then x'(t) > x'(0) (= x'(l)) and therefore x"(0) > 0, x"( l) < 0 

which implies x"(0) = x"(l) = 0 since x"(0) = x"(l) by (2). Hence x(0) = 0, 
x'(0) < 0, x"(0) = 0, x ,"(0) > 0 which contradicts aj'"(0) = /i(0,0, x'(0), 0, Ax) < 
Oby (3") w i thy = p = x'(0). 

b) If r G (0,1), then X'(T) < 0, x"(r) = 0, x" '(r) > 0, and consequently 
(X'"(T) =) / i ( r ,x ( r ) ,x ' ( r ) ,0 , AO > 0. On the other hand 

A ( r , p - x , ( r ) , x , ( r ) , 0 , A 1 ) < 0 for all P G ( -M,0 ) 
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by (3") and therefore X(T) == po ~ X'(T) for a po > 0. Thus X(T) > 0 and 
x(r) > -X'(T) > -x'(t) for t G (0,1). Integrating the inequality X(T) > -#'(1.), 
t G (0,1), from T to 1 we obtain X(T)(1 - r ) > -#(1) + z(r) = #(r) , and then 
r < 0, a contradiction. 

This proves A0 G (Ai,A2). Assume ||JC'|| = M, say for example x'(e) = M 
with an e G (0,1) (the case where x(e) = - M treats similarly using the second 
inequality in (4)). Then x"(e) = 0 (cf. the first part of the proof) and x'"(e) < 0 
which contradicts x'"(e) = h(e,x(e),M,0,\o) > 0 by (4). Thus \\x'\\ < M and 
then 

\x(t)\ = I / *'(*) ds\ <M for t G (0,1). 
• Jo ] 

Finally, by (5), we have 

\x'"(t)\ = \h(t,x(t),x'(t),x"(t),X0)\ < w(\x"(t)\) for t G (0,1) 

and since x"(v) = 0 for a v G (0,1), we can prove \\x"\\ < T using the standard 
procedure (see e.g. [2]) and assumption (5). • 

We shall assume that for constants \i < 0, A2 > 0, M > 0, T > 0 and a 
nondecreasing function w : (0, oo) —• (0, oo) the function / satisfies the following 
assumptions: 

(Hi) f(t,P~ y,t/,0,A2) > 0 for (t,p,y) £ (0,1) x (0,M) x (0 ,M), 

f(t,P~ y,y,0,\x) < 0 for (t,p,y) G (0,1) x ( - M , 0 ) x ( - M , 0 ) , 

(H2) f(t,x,-M,Q,\) < 0 < f(t,x,M,0,\) for (t,x,\) G (0,1) x (-M,M) x 
(A!,A2), 

(H3) \f(t,x, y,z,\)\< w(\z\) for (t, x, y, z, A) G (0,1) x ( - M , M) x ( - M , M) x 
R x (Ai, A2) and 

s ds 
— - > 2 M . 
w(s) f 

J0 

Theorem 2 Assume assumptions (H\)-(H3) are satisfied with constants \\ < 
0 < A2. M > 0, T > 0 and a nondecreasing function w : (0,oo) —> (0,oo). 
Then BVP (7^. (%) has a2 /eaBtf one solution. 

Proof We denote by Y the Banach space of C2-functions on (0,1) with the 
norm ||#||2 = ||#|j -f \\x'\\ -f \\x"\\, Z the Banach space of C3-functions with the 
norm \\x\\3 = \\x\\2 + \\x"'\\, X x R = {(x, A); x G X, A G R } the Banach 
space with the norm \\(x, A)|| = |ja?|j -f |A|, Yo = {x; x G Y, x satisfies (2)}, 
Z0 = Z O YG, Y 0 x R = {(x, A); x G Y 0 , A G R } the Banach space with the 
norm \\(x, A)|j2 = |j#||24-|A|, Z o x R = {(a:, A); x G Z0 , A G R } the Banach space 
with the norm| |(^,A)| |3 = ||#jJ3 + |A| and S = {(x, f^ x(s)ds); x G X} C X x R. 
Clearly, S is a Banach space. Set 

1 - e2M 
e = mm < --- > - , w > , A: = {røЧ 2max{—A^, A2} 
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Define the operators L, F, K : Zo x R —• S by 

(L(x,\))(i) = (x'"(i)+e2x'(i) + k\,k\), 

(F(x,\))(t) = (f(t}x(t),xf(t),x"(t),\),^ f(s,x(s),x'(s),x"(s),\)dsY 

(K(x,\))(i) = (e2x'(t) + k\,k\). 

Consider the operator equation 

(6C) L(xt A) = c(F(x, A) + K(x, A)) + 2(1 - c)K(x, A), ce (0,1). 

We see that BVP (1), (2) has a solution (#, Ao) if and only if (x, Ao) is a solution 
of (6i). The existence of a solution of (6i) will be proved using Theorem 1. 

We will show that L : Z0 x R —> S is one to one and onto. Let (w, fQ u(s)ds) £ 
S and consider the equation 

F(æ, A) = . ( « , # tí(s) ds ) , 

that is, the equations 

(7) x'" + s2x' + k\ = u(t), 

= / «(£ 
./0 

k\ = I u(s) ds} 
Jo 

where # E Z0 and A E R. The function 

#(£) = — sin(ei) cos(et) 3- + - / / u(r) sin(£(s — r)) c/rds + C3 
£ ^ ^ £ Jo Jo 

is the general solution of (7), where ci,C2,C3 are integration constants. We can 
easily check that there exists a unique solution xo(t) of (7) with A = j fQ u(s)ds 
satisfying the boundary conditions #o(0) = 0, x'0(Q) — x'0(l) = 0 and x0(Q) — 
x0(l) = 0. Integrating the both sides of the equality 

x'0
n(t) + e2x'0(t) + kA = u(i), t E (0,1) 

from 0 to 1 we obtain #0(1) = 0 since x0(l) — x0(Q) = 0, x0(Q) = 0 and 
kA = fQ u(s)ds. Hence F_1:S—>Z0xR exists, L~x is a linear bounded 
operator by the Banach theorem and (6C) can be written in the equivalent form 

(8C) («, A) = c(L~xFj(x, X)+L-1Kj(xi X)j+2(l-c)lr1Kj(xi A), c € (0,1), 

where j : Z0 x R —*• Y 0 x R is the natural embedding, which is completely 
continuous by the Arzela-Ascoli theorem and the Bolzano-Weierstrass theorem. 
Define 

O = {(xf\); x e Zo, A € R, fMJ < M, \\x'\\ < M, \\x"\\ < Tt j|**'ff < w(T) + I, 

Ai < A < A2}, 
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Then Q is a bounded open subset of Zo x R . L~lFj-\- L~lKj is a compact 
operator on Q, and 2L~xKj is a completely continuous operator on Z0 x R . In 
order to prove that (81) has a solution, that is, L~lFj + L~lKj has a fixed 
point, we have to show (cf. Theorem 1) that 
(a) (z, A) - 2L~1Kj(x1 A) = (0,0) implies (x, A) = (0,0), and 
(b) for any c £ (0,1) equation (8C) has no solution on the boundary dQ of fi. 

To prove (a) consider the equation 

( . r , A ) - 2 L - 1 K i ( x , A ) = (0,0), 

which is equivalent to the equation 

(9) L(x,\) = 2K(x,\). 

A couple (x,A) G ZQ x R i s a solution of (9) if and only if A = 0 and x is a 
solution of the equation 

(10) y'" = e2y' 

satisfying 

(11) y(0) = 0, y'(0)-y'(l) = 0, y"(0) - y"(l) = 0. 

Since 
y(t)=C-le*

i + C-le-*i + c3 

s e 
is the general solution of (10), where c\,c2,cz are integration constants, we can 
easily verily that y = 0 is the unique solution of BVP (10), (11); hence x = 0. 

We shall now prove (b). Consider the differential equation 

(12c) x'" = cf(t, x, x', x", A) + (1 - c ) ( e V + kX), c G (0,1). 

Assume (xc, Ac) is a solution of BVP (12c), (2). We show that (xe, Ac) $ d£l, that 
is, for any c G (0,1) equation (8C) has no solution on dQ,. Set pc(t, x, yt z, A) = 
cf(t,x, y,z,X) + (\- c)(e2y + kX) for (t, x, y, z, X) G (0,1) x R4 and c G (0,1). 
Then (c G (0,1)) 

p c 0 , P - y , y , 0 , A 2 ) = c / ( . , p - y , y , 0 , A 2 ) + ( l - c ) ( £ 2 y + fcA2)>0 

f o r ( < , p , y ) G ( 0 , l ) x ( 0 , M ) x ( 0 , M ) , 

Pc(i,P-y,y,0,\i) = cf(t,p-y,y,0,\1) + (l-c)(e2y + kX1)<0 

for (t,p,y) G (0,1) x ( - M , 0 ) x ( - M , 0 ) , 

Pc(t, x, -M, 0, A) < cf(t, x, -M, 0, A) + (1 - c)(-e2M + k\2) < 

.( •>** e2MX2 \ <(l-c)[-e2M + - 2 <0 
' \ 2max{-Ai,A2}j 
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for (t,x, A) G (0,1) x ( - M , M ) x(Ai,A2) , 

pc(t, x,M, 0, A) > cf(t, x, M, 0, A) + (1 - c)(e2M + k\x) > 

> ( l - c ) f ^ + - "'/'»• )>» 
V 2 m a x { - A i , A 2 ) / 

for ( t , x , A ) € ( 0 , l ) x(-M,M) x(A1 ,A2) , 

|pc(., x ,y, z, A)| < cw(|-|) + (1 - c) {e2M + - - - J < 

< e«;(|z|) + - ^ - ( M + (M/2)) = eu>(|z|) + (1 - c)w(0) < w(\z\) 

for (i,x,w,z,A) G (0,1) x (-M,M) x (-M,M) x R x (Ax,A2). 

Thus Aj < Ac < A2, ||a;c|| < M, ||a;/
c|| < M, ||x'c'|| < T by Lemma 1, and 

\x'c"(t)\ = \Pc(xc(t),x'c(t),x'c\t),\c)\ < w(\x'c\t)\) < w(T) 

for t G (0,1). This proves (xc, Ac) £ <9Q. The proof is finished. D 

Corollary 1 Let f G C°(R 5 ) . 

/ ( t + 1, x, y, z, A) = / ( r , x, y, z, A) 

/or all (t, x, y, z, A) G R 5 . Assume assumptions of Theorem 2 are satisfied. Then 
there exists a Arj G (Ai, A2) such that equation (1) for A = Ao has a 1-periodic 
solution x satisfying x(0) = 0. 

Proof Corollary 1 follows immediately from Theorem 2 since / is a 1-periodic 
function by the assumption. D 

Example 1 Let a, 6 G C°((0,1)), q G C°(R), h(t) > a(t) > 0 for t G (0,1), 
q(0) 7-: 0, limsup^i^oo |^~2«(^)| < 00. Consider the differential equation 

(13) xm = a(t)x + h(t)x' + q(x") + (1 + \x"\)\. 

The assumptions of Theorem 2 are satisfied with A2 = — Ai = |^(0)|, 

M = M)! 
m i n { 6 ( r ) - a ( r ) ; 0 < 1 < 1} 

and w(z) = A~\- Bz2, where A, B are sufficiently large positive constants. 

3 Uniqueness theorem 

Unless otherwise stated, we shall assume that / satisfies the assumptions: 

(114) f(t,., y, z, A) is increasing on R for each fixed (t, y, z, A) G (0,1) x R 3 , 

(115) f(t, x, .,z, A) is increasing on R for each fixed (t, x, z, A) G (0,1) x R 3 , 

(He) f(t, x, y, z,.) is increasing on R for each fixed (t, x, y, z) G (0,1) x R3 , 

(H7) f(t,x2,y2,z,\) - /(*,~i,2/i,z,A) > 0 for all (t,x{,yi,z, A) G (0,1) x R 4 

(i = 1,2) and -(ar2 ~ ~i) < 2/2 - Vi > 0. 
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Lemma 2 Let §£, f£ € C°«0,1) x R 4 ) . Assume 

(14) | ^ ( 1 , ^ u , z , A ) > ^ ( 1 , ^ , u , 2 : , A ) > 0 V ( l , x , u , z , A ) G { 0 , l ) x R 4 . 

Phew / satisfies assumptions (H4). (H5) and (H7). 

Proof First, | £ > 0 (resp. -^ > 0) implies that assumption (H4) (resp. (H5)) 
is satisfied. Further, let —(#2 ~~ #i) < 2/2 — 2/i > 0. Then the Taylor formula 
and (14) imply 

f(t, x2,y2,z, A) - f(t, xi, t/i, z, X) = 
fS £ fS £ 

= :-^(t1^]y,z,X)(x2-x1)-r j-(t,£,v,z,\)(y2 - yx) = 

- -^(t,(,iy,z,X)(x2-x1 ^rV2-m)-T 

+ (§^>^z>A)-f^ 
where £ and v lie between x\,x2 and y\,y2l respectively. Thus (H7) is satisfied. 

D 

Theorem 3 Let assumptions (Hi)-(Hj) be satisfied with constants Ai < 0 < 
X2f M > 0, T > 0 and a nondecreasing function w : (0,oo) —• (0, 00). Then 
BVP (1), (2) has a unique solution. 

Proof By Theorem 2 there exists at least one solution (xi,jii) of BVP (1), 
(2) . Assume (#2,^2) is another solution of BVP (1), (2). Without loss of 
generality we may assume \x2 > p,\. Set w = x2 — x\. Then Hj(0) = w(l) = 0, 
w'(Q) - w'(l) = 0, w/'(0) - w"(l) = 0. Assume w £ 0. Let max{w'(t); 0 < 
t < 1} = W'(T) for a r G (0,1). Since uj(0) = w(l) = 0 and w ^ 0, it is 
necessarily W'(T) > 0. If r = 0, then w**(Q) < 0, w"(l) > 0 and with respect to 
w"(Q) = w"(l) we have uj"(0) = 0. Thus 

w'"(d) = f(0,0,x'2(0),x%(0),p2) - / (G,0 ,* i (0) ,4(0)^0 > 0, 

a contradiction. This proves r E (0,1) and then W"(T) = 0, W'"(T) < 0 which 
imply W(T) < 0 (cf. (H4)-(H6)). Since w(l) = 0, there exists a £ E (r, 1) such 
that w(t) < 0 on (r, £) while w(£) = 0, and consequently 

-W(T) = / «/(*) ds < W'(T)(£ - r ) < W'(T). 

Hence — (X2(T) — XI(T)) < X'2(T) — x\(r) (> 0) and by (H6) and (H7) we have 

W'"(T) = f(T,x2(T),x'2{T\4(r),m) -KT.X^TIX^TIX'^T),^) > 

> f(r,X2(T)1x'2(T),x'2(T)}ptl) - fiT.X^.X^T^x'^T),^) > 0, 
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which contradicts w"'(r) < 0. Thus x2 = x\. If A2 > Ai then 

Q - = 4 " ( 0 - 4 ' ( 0 - / ^ 
a contradiction. This completes the proof. • 

Example 2 Let a(t),b(t) and q(t) be as in Example 1 and, moreover, a(t) > 0 
on (0,1). Then Theorem 3 can be applied to equation (13). 

Using Corollary 1 and Theorem 3, we obtain 

Corollary 2 Let f E <7°(R5).. 

f(t + 1, x, H, z, A) = f(t, x, H, z, A) 

for all (£, a;, y, z, A) E R 5 . / / assumptions of Theorem 2 and assumptions 
(H^)-(H-j) are satisfied, then there exists a unique An E R stsch lAai egita-
tion (1) for A = Ao has a 1-periodic solution x, x(0) = 0 arcrf, moreover, this 
solution is unique. 

4 An application 

We give the application of the above results for RVP 

(15) * ( 4 ) = (g(x,x'{t)rx''tt),x'"(t)yX))(t)y 

(16) a(x) = 0, x'(0) = ar'(I) = 0, ar"(0) - a^(I) = 0r x'"(0) - x'"(l) = 0, 

depending on the parameter A. Here g : X x R 4 —• X is a locally bounded 
continuous operator, a : X —» R is a continuous increasing functional (i.e., 
ar, u E X, a?(f) < tt(t) on (0,1) => a(x) < a(y)) mapping X onto R, a(0) = 0. 
We observe that a(x) = 0 for an x E X implies x(() = 0 for a £ E (0,1) (see, 
e.g., Remark 1 in [5]). 

The special case of (15) is the differential equation 

xW=r(t,x,x'\x'\x'",\), r E C°((0,1) x R 5 ) . 

We say that (x, A0) is a wfettoft of BVP (15), (16) if (or, A0) E C4((0,1)) x R 
and x is a solution of (15) for A = A0 satisfying (16). 

We shall assume that there exist constants Ai < 0, A2 > 0, M > 0, T > 0 
and a nondecreasmg function w : (0,00) —> (0,oo) such that the operator g 
satisfies the following assumptions (t E (0,1), Xjif = {x;x E X, \\x\\ < M}) 

(At) (g(<p,p~y,yA\2))(t)>0forti\(v,Pjy)eXMx(0,M) x (0,M), 

{fo,P-9,vA^))(t) < 0 for all (<ptp,9)eXM x (-M,0) x (-M.Q); 

(A2) (g(<p,xr-M,0yX))(t) < 0 < (ff(<ptx,MtQ, X))(i) for all ( ? > , * ) E X M x 
(-M,M)x (A^A,); 
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(A3) \(g(<P,x,y,z,\))(t)\ < w(\z\) for all (<p,x,y,z,\) G X M x ( - M , M ) x 
( - M , M ) x R x (Ai,A2) and 

í sds 
- 7 - > 2 M ; 
tv(B) 

(At) (#(<£>,., y, 2:, A))(r) is increasing on R for each fixed (<p, y, z, A) G X M X R3", 

(A5) (g(<p, x,., 2, A))(£) is increasing on R for each fixed (<p, x, z, A) G X M X R<3; 

(AQ) (g(<p, x, y, z, .))(t) is increasing on R for each fixed (<p, £, u, 2:) G X M X R3 ; 

(A7) (g(<p,x2)y2)z,\))(t)- (g(ip>xx,yuzy\))(t) > 0 for each (v ,* , - ,^ ,z , A) € 
X M x R4 (i = 1,2) and -(x2 - xi) < y2- yi > 0. 

Theorem 4 Let assumptions (ALi)-(A7) be satisfied with constants Ax < 0 < 
A2. M > 0, T > 0 and a nondecreasing function w : (0,oo) —+ (0,oo). Then 
BVP (15), (16) has at least one solution. 

Proof Set S = {x; x G Z,| |x| | < M, ||a?'|| < M, \\x"\\ < M, ||a.'"|| < T} , 
where Z is defined in the proof of Theorem 2. Then S is a bounded closed 
convex subset of Z. Let <p G X M and fip(t,x,y,z,X) = (g(<p,x,y,z, X))(t) for 
( i ,# ,u , z,A) G (0,1) x R 4 . Then / ^ satisfies assumptions (Hi)~(H7) with the 
constants Ai < 0, A2 > 0, M > 0, T > 0 and the function w. Therefore there 
exists the unique solution (t^, A^) of BVP (1), (2) (with / = /^) by Theorem 3. 
Moreover, Hv^U < M (i = 0,1), ||v£|| < T, Ax < Av < A2 by Theorem 1 and 
the proof of Theorem 2. The function k : R —• R defined by 

k(c) = a l / tfy,(s)cfe + c) 

is continuous increasing and maps R onto R, and so a unique c^ G R exists 
such that k(c^) = 0. Set 

Xip(t) = / t v W ^ + fy for f E (0,1). 
Jo 

Then a(^^) = 0 which implies £y,(f) = 0 for a £ G (0,1). Hence 

X(p(t) = / vip(s)ds on (0,1), 

and consequently |#^(r)| < M\t — £| < M. This proves ^ G S. Define the 
operator T : S —• S by T(<£>) = x<p. We see that to prove of Theorem 4 it is 
sufficient to show that T has a fixed point. 

Let {xn} C S be a convergent sequence, limn-+0o xn — x and let zn = T(xn)1 

z = T(x). Then, by the definition of the operator T, we have 

a(Zn) = 0, 4(0) = 4(1) = 0, 4'(o)-4'(i) = 0, <"(o)-4"(i) = o, n e N, 

a(z) = 0, z'(0) = z'(l) = 0, z"(0) - z"(\) = 0, z'"(0) - z'"(l) = 0 
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and there exist sequence {/in} C (Ai, A2) and /x0 G (Ai, A2) such that the equa­
lities 

44)W - (9(Xn,zUilZn(t)^n(t)^n))(t), n G N, 

hold for * G (0,1). Moreover | | 4 4 ) | | < L (n G N), where 

L = sup|||(flf(^,x,j/,z,A))||; V ^ ^ X M , 

x,y,e{-M,M), z £ {-T,T), A G (Ai, A2)} (< oo). 

In order to prove that {zn} is convergent let {zn} be a subsequence of {zn} and 
{/in} be the corresponding subsequence of {fin}- By the Arzela-Ascoli theorem, 
we can select a convergent subsequence {zkn} of {zn}, limn-^oo zkn — u, and 
since {jln} is bounded without loss of generality we may assume that {//fcn} is 
convergent, limn_oo jxkn = r . Thus, taking the limit in the equalities 

zk IW = C(0)+ Aff(-t.,П.(*),гř.(«).-ľ.(«).Д*.))WЉ, nєлг 
JO 

as n —» oo, we have 

</"(*) = u / / ; (0)+ / (g(x,uf(s),u"(s),u"f(s),T)) ds, t G (0,1). 
Jo 

Therefore (U,T) is a solution of BVP 

r^(t) = (g(x, r'(t),r"(t), r'"(t), r)) (t), (16). 

Since this BVP has a unique solution (z,fio) we have (w, r) = (z,//o). Hence 
every subsequence of {zn} has in turn a subsequence that converges to z, and we 
conclude that {zn} is convergent limu_+oo zn — z a r-d T is a continuous operator. 
Since 

T(S) c { ^ e s n c 4 ( ( o , i ) ) , ||^4>|| < L] (=-.sf) 
and J£ is a compact subset of Z, T(S) is relatively compact subset of Z . Now, 
the existence of a fixed point of T follows by the Schauder fixed point theorem. 

D 

Example 3 Consider the functional differential equation 

(17) x^\t) = [ \x(s)\ ds + a(t)x'(t) + b(t)x"(t) + q(xm(t)) + (1 + t2)X, 
Jo 

where a,b G C°((0,1)), q G C°(R), b(t) - 2 > a(t) > 0 on (0,1), q(0) / 0 and 
limsup| r |_ f00 |^~2a(a:)| < oo. The assumptions of Theorem 4 are satisfied with 
constants 

X I ftl\\£+A X I tHM 2 D ~ l . , 3I«(°)I 
Ai = - k ( 0 ) | ^ ^ , A2 = 1,(0)1^-2) , M = - ^ , 
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T > 0 sufficiently large and w(u) = A -f 5 « 2 , where L> = win{b(t) — a(t); t G 
(0,1)} and A, B are suitable positive constants. Hence, there exists a solution 
(x, A0) of BVP (17), (16) by Theorem 4. Note that for example the functionals 

L 
1 

x(s) ds, max{æ(г); t Є (0,1)}, min{x(t); t Є (0,1)} and ar(£) (£ Є (0,1)) 
o 

satisfy the assumptions imposed upon a in (16). 
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