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#### Abstract

This paper treats the interpolation of convex histogram by strictly convex polynomial splines of arbitrary degree. First the existence theorem for some special problem is proved. Finally the general existence theorem for splines of order $k$ on $k-1$ fold refined mesh is presented.
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## 1 Introduction

In various applications it is often necessary to construct a smooth function that interpolates prescribed data and preserves some shape properties of them. Though many papers were devoted to such problems in the last years only few papers treats the problems of convexity (or concavity) preserving interpolation of histogram. Some of such results based on the existence of so called histogram in convex position are given in [2] and [3]. But the convexity criterion based on the existence of histogram in convex position can eliminate some cases of strictly convex data because it is only sufficient condition of existence of strictly
convex interpolation function and is not necessary. Moreover only the proof of existence of the convex rational splines is given there and there is not any result for polynomial spline. In [4] the necessary and sufficient condition of histogram convexity was stateded and using it the existence of some low order splines on certain refined meshes was shown in [5]. The aim of this contribution is to prove the existence of strictly convex interpolatory spline of order $k$ on $k-1$ fold refined mesh.

## 2 Some fundamentals of $B$-splines

Definition 2.1 Let $(\Delta t)=\left\{t_{i}\right\}$ be a nondecreasing sequence (which may be finite, infinite or biinfinite). The $i$-th normalized $B$-spline of order $k$ (i.e. degree $k-1$ ) for knot sequence ( $\Delta t$ ) denoted $B_{i}^{k}(x)$ is defined by the rule

$$
\begin{equation*}
B_{i}^{k}(x)=\left(t_{i+k}-t_{i}\right)\left[t_{i}, t_{i+1}, \ldots, t_{i+k}\right](t-x)_{+}^{k+1} \tag{1}
\end{equation*}
$$

Theorem 2.2 The B-spline $B_{i}^{k}(x)$ has the following properties:

$$
\begin{array}{rlrl}
B_{i}^{k}(x) & =0 & & \text { for } x \notin\left[t_{i}, t_{i+k}\right] \\
B_{i}^{k}(x) \geq 0 & & \text { for } x \in\left[t_{i}, t_{i+k}\right] \\
B_{i}^{k}(x) & >0 & & \text { for } x \in\left(t_{i}, t_{i+k}\right) \\
B_{i}^{k}\left(t_{i}\right)=0 & & \text { if } t_{i}<t_{i+k-1} \\
B_{i}^{k}\left(t_{i}\right) & =1 & \text { if } t_{i}=t_{i+1}=\ldots=t_{i+k-1}<t_{i+k} \\
B_{i}^{k}\left(t_{i+k}\right) & =0 & & \text { if } t_{i+1}<t_{i+k} \\
B_{i}^{k}\left(t_{i+k}\right) & =1 & & \text { if } t_{i}<t_{i+1}=t_{i+2}=\ldots=t_{i+k}
\end{array}
$$

For proof see [1].
Theorem 2.3 Let $S(x)=\sum_{i} b_{i} B_{i}^{k}(x)$ be some spline on the mesh $(\Delta t)$. Then its derivatives can be computed by following rules:

$$
\begin{equation*}
S^{(j)}(x)=\sum_{i} b_{i}^{j} B_{i}^{k-j}(x) \tag{2}
\end{equation*}
$$

with

$$
b_{i}^{j}=\left\{\begin{array}{l}
b_{i} \quad \text { for } j=0  \tag{3}\\
(k-j) \frac{b_{i}^{j-1}-b_{i-1}^{j-1}}{t_{i+k-j}-t_{i}}
\end{array} \text { for } 0<j<k\right.
$$

For proof see [1].

## 3 Convexity of histogram

Let us have given histogram $G=\left\{g_{i}\right\}_{i=0}^{n}$ on the mesh

$$
(\Delta x): \quad x_{0}<x_{1}<\ldots<x_{n}<x_{n+1}, \quad \text { with } h_{i}=x_{i+1}-x_{i}, i=0(1) n .
$$

The convexity of histogram is defined by following way:

Definition 3.1 We say that histogram $G$ is convex if there is convex continuous function $f$ interpolating histogram $G$ (i.e. $\int_{x_{i}}^{x_{i+1}} f(x) d x=h_{i} g_{i}$ for $\left.i=0(1) n\right)$ on the mesh $(\Delta x)$.

Let us denote $\left(\Delta^{\alpha} x\right)=\left\{x_{i}\right\}_{i=0}^{n+1} \cup\left\{x_{i}+\alpha_{i} h_{i}\right\}_{i=0}^{n}$ with $0<\alpha_{i}<1$ and let $S_{11}\left(\Delta^{\alpha} x\right)$ be space of linear splines on the refined mesh $\left(\Delta^{\alpha} x\right)$. Then the previous definition of convexity is equivalent to the following condition:

Theorem 3.2 (Necessary and sufficient criterion of convexity) Histogram $G$ is convex if and only if there is set of numbers $\left\{\alpha_{i}\right\}_{i=0}^{n}$ and corresponding convex function $S_{11}(x) \in S_{11}\left(\Delta^{\alpha} x\right)$ which interpolates histogram $G$.

For proof see [4].

## 4 The interpolation by splines of order $k$

### 4.1 The convexity in some special subproblem

Let $y_{i}, i=1(1) k-1$ (where $k>3$ ) be free parameters satisfying the following conditions:

$$
\begin{equation*}
0<y_{1}<y_{2}<\ldots<y_{k-2}<y_{k-1}<1 \tag{4}
\end{equation*}
$$

Let us define the mesh $(\Delta t)=\left\{t_{i} ; i=0(1) 3 k-2\right\}$ with:

$$
t_{i}=\left\{\begin{array}{cl}
0 & \text { for } i \in\{0,1, \ldots k-1\} \\
y_{i-k+1} & \text { for } i \in\{k, k+1, \ldots 2 k-2\} \\
1 & \text { for } i \in\{2 k-1,2 k, \ldots 3 k-2\}
\end{array}\right.
$$

Let $s, m, M_{L}, M_{P}$ and $g$ be any numbers. Let us have given the following interpolation problem on the interval $[0,1]$ : Find spline

$$
S(x)=\sum_{i=0}^{2 k-2} b_{i} B_{i}^{k}(x)
$$

of order $k>3$ on the mesh $(\Delta t)$ such that:

$$
\begin{gather*}
\int_{0}^{1} S(x) d x=g  \tag{5}\\
S(0)=s, S^{\prime}(0)=m, S^{\prime \prime}(0)=M_{L}, S^{(j)}(0)=0, \forall j \in\{3,4, \ldots k-2\}  \tag{6}\\
S^{\prime \prime}(1)=M_{P}, S^{(j)}(1)=0, \forall j \in\{0,1, \ldots k-2\} \backslash\{2\} \tag{7}
\end{gather*}
$$

Lemma 4.1 Let be given any numbers $s, m, M_{L}, M_{P}, g$ and any mesh ( $\Delta t$ ) then there exists spline $S(x)$ satisfying interpolation conditions (5)-(7) and its
coefficients fulfil the following rules:

$$
\begin{align*}
b_{i}= & s+\frac{m}{k-1} \sum_{j=1}^{i} y_{j}+\frac{M_{L}}{(k-1)(k-2)} \sum_{j=1}^{i} \sum_{l=1}^{j-1} y_{j} y_{l}, i=0(1) k-2  \tag{8}\\
b_{i}= & \frac{M_{P}}{(k-1)(k-2)} \sum_{j=1}^{2}\left(1-y_{k-j-1}\right), \quad i=k(1) 2 k-2  \tag{9}\\
b_{k-1}= & k g-s \sum_{i=0}^{k-2} y_{i+1}-\frac{m}{k-1} \sum_{i=0}^{k-2} \sum_{j=1}^{i} y_{j} y_{i+1}-\frac{M_{L}}{(k-1)(k-2)} \sum_{i=0}^{k-2} \sum_{j=1}^{i} \sum_{l=1}^{j-1} y_{l} y_{j} y_{i+1} \\
& \quad-\frac{M_{P}}{(k-1)(k-2)} \sum_{i=k}^{2 k-2} \sum_{j=1}^{2 k-2-i}\left(1-y_{k-j-1}\right)\left(1-y_{i+1-k}\right) \tag{10}
\end{align*}
$$

Proof 1. Using Theorem 2.2 we transform the conditions (6) to the conditions:

$$
b_{0}=s, b_{1}^{1}=m, b_{2}^{2}=M_{L}, b_{i}^{i}=0 \text { for } i=3(1) k-2
$$

Then using Theorem 2.3 we obtain the following equations:

$$
\begin{aligned}
s & =b_{0} \\
m & =(k-1) \frac{\left(b_{1}-b_{0}\right)}{y_{1}}, \\
M_{L} & =(k-1)(k-2) \frac{\frac{\left(b_{2}-b_{1}\right)}{y_{2}}-\frac{\left(b_{1}-b_{0}\right)}{y_{1}}}{y_{1}} \\
0 & =\frac{\frac{\left(b_{i}-b_{i-1}\right)}{y_{i}}-\frac{\left(b_{i-1}-b_{i-2}\right)}{y_{i-1}}}{y_{i-1}}-\frac{\frac{\left(b_{i-1}-b_{i-2}\right)}{y_{i-1}}-\frac{\left(b_{i-2}-b_{i-3}\right)}{y_{i-2}}}{y_{i-2}}, \quad i=3(1) k-2
\end{aligned}
$$

Solving this system we obtain the formulas (8) for $b_{i}, i=0(1) k-2$.
2. The formulas (9) for computing $b_{i}, i=k(1) 2 k-2$ we obtain in the similar way from the conditions (7).
3. Using the Theorem 2.3 we can obtain the following B-spline coefficients of the antiderivative of $S(x)$ :

$$
b_{i}^{-1}=b_{i-1}^{-1}+b_{i}\left(t_{i+k}-t_{i}\right) / k, \quad i=0(1) 2 k-2
$$

Substituing it to the interpolation condition (5) we obtain the equation:

$$
\sum_{j=0}^{2 k-2}\left(\sum_{i=0}^{j} b_{i}\left(t_{i+k}-t_{i}\right) / k\right)\left(B_{j}^{k}(1)-B_{j}^{k}(0)\right)=g
$$

Substituting other computed coefficients and solving this equation we get the formula (10) for $b_{k-1}$.

Theorem 4.2 Let be given numbers $s>0, m<-s$ and $g_{m}=-s^{2} / 2 m$. Then there exist numbers $M_{L}>0, M_{P}>0, \eta>0$ and numbers $y_{i}, i=1(1) k-1$ determining mesh $(\Delta t)$ such that spline $S(x)$ satisfying interpolation conditions (5)-(7) is strictly convex for every $g \in\left(g_{m}, g_{m}+\eta\right)$.

Proof The necessary and sufficient conditions of strict convexity are

$$
S^{\prime \prime}(x)=\sum_{j=2}^{2 k-2} b_{j}^{2} B_{j}^{k-2}(x)>0
$$

Using the nonnegativity of B -spline we get the following sufficient conditions of convexity: $b_{j}^{2} \geq 0, \forall j=2(1) 2 k-2$. To satisfy the strict convexity, then for each $x$ there must exist the index $i$ such that $x \in \operatorname{supp} B_{i}^{k-2}$ and $b_{i}^{2}>0$. It gives the following sufficient conditions of strict convexity:

$$
\begin{equation*}
b_{j}^{2} \geq 0, j=2(1) 2 k-2, b_{2}^{2}>0, b_{2 k-2}^{2}>0, b_{k-1}^{2}>0, b_{k}^{2}>0, b_{k+1}^{2}>0 \tag{11}
\end{equation*}
$$

In the rest of this proof we will show that B-spline coefficient of spline $S(x)$ satisfy the previous sufficient conditions (11). Substituting the known formulas (8)-(10) for $b_{j}$ in the rule (3) we can compute simple formulas for some coefficients $b_{j}^{2}$ :

$$
\begin{aligned}
b_{j}^{2} & =\frac{M_{L}}{(k-1)(k-2)}, \quad \text { for } j=2(1) k-2, \\
b_{j}^{2} & =0, \quad \text { for } j=k+2(1) 2 k-3, \\
b_{2 k-2}^{2} & =\frac{M_{P}}{(k-1)(k-2)\left(1-y_{k-1}\right)} .
\end{aligned}
$$

If $M_{L}>0$ and $M_{P}>0$ than these coefficients satisfy the sufficient conditions (11). Let us denote

$$
\begin{aligned}
c_{k-1}= & \left(4 g-s\left(1+\sum_{i=0}^{k-2} y_{i+1}\right)-\frac{m}{k-1}\left(\sum_{i=0}^{k-2} \sum_{j=1}^{i} y_{j} y_{i+1}+\sum_{j=1}^{k-2} y_{j}\right)\right) / y_{k-1}, \\
c_{k}= & -4 g\left(\frac{1}{y_{k-1}}+\frac{1}{1-y_{1}}\right)+s\left(\frac{1}{y_{k-1}}+\left(\frac{1}{y_{k-1}}+\frac{1}{1-y_{1}}\right) \sum_{i=0}^{k-2} y_{i+1}\right) \\
& +\frac{m}{k-1}\left(\frac{1}{y_{k-1}} \sum_{j=1}^{k-2} y_{j}+\left(\frac{1}{y_{k-1}}+\frac{1}{1-y_{1}}\right) \sum_{i=0}^{k-2} \sum_{j=1}^{i} y_{j} y_{i+1}\right), \\
c_{k+1}= & \left(4 g-s \sum_{i=0}^{k-2} y_{i+1}-\frac{m}{k-1} \sum_{i=0}^{k-2} \sum_{j=1}^{i} y_{j} y_{i+1}\right) /\left(1-y_{1}\right) .
\end{aligned}
$$

Then the remaining coefficients can be written in the following form:

$$
b_{k-1}^{2}=c_{k-1}-\frac{M_{L}}{(k-1)(k-2)}\left(\sum_{i=0}^{k-2} \sum_{j=1}^{i} \sum_{l=1}^{j-1} y_{l} y_{j} y_{i+1}+\sum_{j=1}^{i} \sum_{l=1}^{j-1} y_{j} y_{l}+y_{k-1}\right)
$$

$$
\begin{aligned}
& \left.-\frac{M_{P}}{(k-1)(k-2)} \sum_{i=k}^{2 k-2} \sum_{j=1}^{2 k-2-i}\left(1-y_{k-j-1}\right)\left(1-y_{i+1-k}\right)\right) / y_{k-1}, \\
b_{k}^{2}= & c_{k}+\frac{M_{L}}{(k-1)(k-2)}\left(\left(\frac{1}{y_{k-1}}+\frac{1}{1-y_{1}}\right) \sum_{i=0}^{k-2} \sum_{j=1}^{i} \sum_{l=1}^{j-1} y_{l} y_{j} y_{i+1}\right. \\
& \left.+\frac{1}{y_{k-1}} \sum_{j=1}^{i} \sum_{l=1}^{j-1} y_{j} y_{l}\right)+\frac{M_{P}}{(k-1)(k-2)}\left(\frac{1}{1-y_{1}} \sum_{j=1}^{k-2}\left(1-y_{k-j-1}\right)\right. \\
& \left.+\left(\frac{1}{y_{k-1}}+\frac{1}{1-y_{1}}\right) \sum_{i=k}^{2 k-2} \sum_{j=1}^{2 k-2-i}\left(1-y_{k-j-1}\right)\left(1-y_{i+1-k}\right)\right), \\
b_{k+1}^{2}= & c_{k+1}-\frac{M_{L}}{(k-1)(k-2)} \sum_{i=0}^{k-2} \sum_{j=1}^{i} \sum_{l=1}^{j-1} y_{l} y_{j} y_{i+1} \\
& -\frac{M_{P}}{(k-1)(k-2)}\left(\sum_{i=k}^{2 k-2} \sum_{j=1}^{2 k-2-i}\left(1-y_{k-j-1}\right)\left(1-y_{i+1-k}\right)\right. \\
& \left.\left.+\sum_{j=1}^{k-2}\left(1-y_{k-j-1}\right)-\left(1-y_{1}\right)\right)\right) /\left(1-y_{1}\right) .
\end{aligned}
$$

Properties (4) of numbers $y_{i}$ imply that conditions $b_{k-1}^{2}>0, b_{k}^{2}>0, b_{k+1}^{2}>0$ are equivalent to conditions $c_{k-1}>0, c_{k} \geq 0, c_{k+1}>0$, if numbers $M_{L}, M_{P}$ are positive and sufficiently small.

Let be

$$
\alpha=\frac{-s}{m}, \quad \delta=g_{m}-g, \quad y_{i}=\alpha-\epsilon+\frac{2(i-1) \epsilon}{k-2}, \text { for } i=1(1) k-1,
$$

where $0<\epsilon<\min \{\alpha, 1-\alpha\}$. Substituting it to the inequalities $c_{k-1}>0$, $c_{k} \geq 0, c_{k+1}>0$ and solving this inequalities we obtain that $\delta \in(A(\epsilon), B(\epsilon)]$, where

$$
\begin{aligned}
A(\epsilon)= & \frac{-\epsilon^{2} m}{6(k-2)} \\
B(\epsilon)= & \left(-\epsilon\left(\epsilon k^{2}+2 \epsilon^{2} k^{2}-2 k \epsilon^{2}+5 \epsilon k+6 k-12-12 \epsilon\right) m^{2}\right. \\
& \left.+6(k-2) s^{2}+6(k-2) s m\right) /(6 m k(k-1)(k-2)(2 \epsilon+1))
\end{aligned}
$$

It is simple to verify that assumptions of theorem imply

$$
A(\epsilon)>0, \quad B(\epsilon)-A(\epsilon)=\frac{(m+s+\epsilon m)(s-\epsilon m)}{(2 \epsilon+1)(k-1) m k}>0, \quad \lim _{\epsilon \rightarrow 0+} A(\epsilon)=0
$$

Therefore the conditions $c_{k-1}>0, c_{k} \geq 0$ and $c_{k+1}>0$ are satisfied for all $\delta \in(0, \eta]$, where $\eta=\min \{B(\epsilon): 0<\epsilon<\min \{\alpha, 1-\alpha\}\}$. It implies the statement of theorem.

### 4.2 The general existence theorem

Let us have given convex histogram $G$ on the mesh

$$
(\Delta x): \quad x_{0}<x_{1}<\ldots<x_{n}<x_{n+1}, \quad \text { with } h_{i}=x_{i+1}-x_{i}, i=0(1) n .
$$

Let us denote

$$
\begin{aligned}
& S_{11}\left(x_{i}-0\right)=\lim _{x \rightarrow x_{i}-} S_{11}(x), \\
& S_{11}\left(x_{i}+0\right)=\lim _{x \rightarrow x_{i}+} S_{11}(x) .
\end{aligned}
$$

Lemma 4.3 Let $G$ be convex histogram such that there exists convex linear spline $S_{11}(x) \in S_{11}\left(\Delta^{\alpha} x\right)$ interpolating $G$ and satisfying $S_{11}^{\prime}\left(x_{i}+0\right)<S_{11}^{\prime}\left(x_{i+1}-\right.$ 0) for all $i=0(1) n$ and $S_{11}^{\prime}\left(x_{i+1}-0\right)<S_{11}^{\prime}\left(x_{i+1}+0\right)$ for all $i=0(1) n-1$. Then numbers $\varepsilon_{i}(\forall i=0(1) n-1)$ can be found such that there exists convex spline $\hat{S}_{11}(x) \in S_{11}\left(\Delta^{\hat{\alpha}} x\right)$ (with $\left.\hat{\alpha}_{i}>\alpha_{i}\right)$ satisfying $\hat{S}_{11}^{\prime}\left(x_{i}+0\right)-\hat{S}_{11}\left(x_{i}-0\right)=\epsilon_{i}$ for every $0 \leq \epsilon_{i} \leq \varepsilon_{i}$.

Proof First we will show that if $\varepsilon_{i+1}>0$ than there exists $\varepsilon_{i}>0$ and convex $\hat{S}_{11}(x)$ such that $\hat{S}_{11}^{\prime}\left(x_{i}+0\right)-\hat{S}_{11}\left(x_{i}-0\right)=\epsilon_{i}$ for every $0 \leq \epsilon_{i} \leq \varepsilon_{i}$. Let be given any $\varepsilon_{i+1}>0$ and let $\hat{S}_{11}(x) \in S_{11}\left(\Delta^{\alpha} x\right)$ satisfy the following conditions $\hat{S}_{11}\left(x_{i}\right)=S_{11}\left(x_{i}\right), \hat{S}_{11}\left(x_{i+1}\right)=S_{11}\left(x_{i+1}\right), \hat{S}_{11}^{\prime}\left(x_{i+1}-0\right)=S_{11}^{\prime}\left(x_{i+1}-0\right)+\epsilon_{i+1}$ where $0 \leq \epsilon_{i+1} \leq \varepsilon_{i+1}$. Then from the interpolation condition $\int_{x_{i}}^{x_{i+1}} \hat{S}_{11}(x) d x=$ $h_{i} g_{i}$ we obtain the condition $\hat{S}_{11}^{\prime}\left(x_{i}+0\right)>S_{11}^{\prime}\left(x_{i}+0\right)>S_{11}^{\prime}\left(x_{i}-0\right)$ and so $\varepsilon_{i}=\hat{S}_{11}^{\prime}\left(x_{i}+0\right)-S_{11}^{\prime}\left(x_{i}-0\right)$ satisfies the condition $\varepsilon_{i}>0$.


Now choosing any $\varepsilon_{n+1}>0$ and using previous technique in sequence for all $i=n(-1) 0$ the statement of the lemma is proved.

Theorem 4.4 (The existence theorem) Let $S_{11}(x) \in S_{11}\left(\Delta^{\alpha} x\right)$ interpolating $G$ be convex and satisfy $S_{11}^{\prime}\left(x_{i}+0\right)<S_{11}^{\prime}\left(x_{i+1}-0\right)$ for all $i=0(1) n$ and $S_{11}^{\prime}\left(x_{i+1}-0\right)<S_{11}^{\prime}\left(x_{i+1}+0\right)$ for all $i=0(1) n-1$. Then for all $k>3$ there exists strictly convex spline $S_{k-1,1}(x) \in C^{k-2}\left[x_{0}, x_{n+1}\right]$ with at most $k-1$ additional knots in every subinterval of original mesh, which interpolates histogram $G$.

Proof Let be $S_{k-1,1}\left(x_{i}\right)=S_{11}\left(x_{i}\right), S_{k-1,1}^{\prime}\left(x_{i}\right)=S_{11}^{\prime}\left(x_{i}+0\right), S_{k-1,1}^{\prime \prime}\left(x_{i}\right)=$ $M_{i}$ and $S_{k-1,1}^{(j)}\left(x_{i}\right)=0$ for all $j \in\{3,4, \ldots, k-1\}$, where $M_{i}$ are unknown parameters. Let us gradually denote

$$
\begin{aligned}
y & =\frac{x-x_{i}}{h_{i}} \\
s & =S_{k-1,1}\left(x_{i}\right)-S_{k-1,1}\left(x_{i+1}\right)+\left(x_{i+1}-x_{i}\right) S_{k-1,1}^{\prime}\left(x_{i+1}\right) \\
m & =h_{i}\left(S_{k-1,1}^{\prime}\left(x_{i}\right)-S_{k-1,1}^{\prime}\left(x_{i+1}\right)\right) \\
g & =g_{i}-\frac{1}{2}\left(2 S_{k-1,1}\left(x_{i+1}\right)-h_{i} S_{k-1,1}^{\prime}\left(x_{i+1}\right)\right) \\
S_{i}(y) & =S_{k-1,1}(x)-S_{k-1,1}\left(x_{i+1}\right)+\left(x_{i+1}-x\right) S_{k-1,1}^{\prime}\left(x_{i+1}\right)
\end{aligned}
$$

on each interval $\left[x_{i}, x_{i+1}\right]$. Then on each interval $\left[x_{i}, x_{i+1}\right]$ the spline $S_{k-1,1}(x)$ can be decomposed by the following way: $S_{k-1,1}(x)=S_{i}(y)+l_{i}(x)$, where $l(x)_{i}$ is line given by formula $l_{i}(x)=S_{k-1,1}\left(x_{i+1}\right)-\left(x_{i+1}-x\right) S_{k-1,1}^{\prime}\left(x_{i+1}\right)$. Since lemma 4.3 holds we can suppose without loss of generality that numbers $s, m, g$ and spline $S_{i}(y)$ satisfy the assumptions of the theorem 4.2 and therefore there exist at most $k-1$ additional knots such that $S_{i}(y)$ is convex. Using the additivity of spline spaces we prove the convexity for the spline $S_{k-1,1}(x)$ on each interval [ $\left.x_{i}, x_{i+1}\right]$. To satisfy the smoothness (and so convexity) of spline $S_{k-1,1}(x)$ on the whole interval $\left[x_{0}, x_{n+1}\right]$, it is enough to put $M_{i}=\min \left\{\frac{S_{i}^{\prime \prime}(1)}{h_{i}^{2}}, \frac{S_{i+1}^{\prime \prime}(0)}{h_{i+1}^{2}}\right\}$.

Remark 4.1 The similar statement stand for $k=3$ too. The proof using local spline basis is given in [4].
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