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# ON AN OPTIMUM PRINCIPLE FOR PARTIALLY OBSERVED CONTROLLED JUMP MARKOVIAN PROCESSES 

NGUYEN VAN HUU

This paper deals with an optimum principle for partially observed controlled jump Markovian processes in which at each time moment some function of the state of the process is observable. A representation of the cost function for each control is given and a local dynamic programming condition involving transition intensities and aposteriori probabilities of the states of the process is presented.

## 1. INTRODUCTION

Controlled jump processes have been intensively investigated by many authors, e.g. S. R. Pliska [7], R. Boel, P. Varaiya [1], M. H. A. Davis, R. Elliott [2], C. B. Wan, M. H. A. Davis [9], and R. W. Rishel [8].

Pliska considered completely observed controlled jump Markovian processes. Boel and Varaiya investigated general jump process, gave a local optimality condition for value increasing controls and derived a differential equation to define the value function in the case of complete information. The paper by Davis and Elliott dealt with optimality condition for completely observed controlled jump processes the probability distributions of which is defined by the so-called Lévy system ( $\lambda^{u}, \Lambda^{u}$ ) depending on control $u$ and showed that a control is optimal iff it maximizes some Hamiltonian. Wan and Davis derived conditions for existence of an optimal control for the case of complete information. The paper by Rishel dealt with the minimum principle and dynamic programming conditions for two dimensional jump Markovian processes when only one component is observable.

This paper concerns partially observable controlled jump Markovian processes in which at each time moment some function of the state is observable. A representation of the value function and a local dynamic programming condition involving transition intensities and aposteriori probabilities of the states of the process are obtained.

## 2. STATEMENT OF THE CONTROL PROBLEM

Let $\Omega$ be the class of all right continuous piece-wise constant functions $\omega(t)$ defined on $[0, T]$ with values in $I=\{1,2, \ldots, m\}$.

For each $t \in[0, T]$ let $X_{t}(\omega)$ be the function defined on $\Omega$ by the coordinate mapping $X_{t}(\omega)=\omega(t)$. Define the $\sigma$-algebras

$$
\mathscr{F}_{t}=\sigma\left(X_{s}(\omega), s \leqq t\right), \quad 0 \leqq t \leqq T
$$

Since $X_{t}(\omega)$ is right continuous piece-wise constant in $t, \mathscr{F}=\left\{\mathscr{F}_{t}, 0 \leqq t \leqq T\right\}$ is a right continuous family, i.e. $\mathscr{F}_{t}=\bigcap_{s>t} \mathscr{F}_{s}$.

To state control problem for a partially observed controlled jump Markovian process on finite horizon suppose the following:
$\left(\mathrm{S}_{1}\right)$ A subset $Z$ of Euclidian space $R^{k}$ is given and the $\sigma$-algebra $\mathscr{R}$ of its Borel subsets is defined. $(Z, \mathscr{R})$ represents the control space.
$\left(\mathrm{S}_{2}\right)$ A family of increasing $\sigma$-algebras $\left\{\mathscr{G}_{t}, 0 \leqq t \leqq T\right\}$ is defined so that $\mathscr{G}_{t} \subset \mathscr{F}_{t}$. $\mathscr{G}_{t}$ is regarded as the $\sigma$-algebra of all observable information up to time $t$.
$\left(\mathrm{S}_{3}\right)$ Consider the class $\mathscr{U}$ of all functions $u: \Omega \times[0, T] \rightarrow Z$ such that $u$ is a $\mathscr{G}$ predictable function, i.e. $u(\omega, t)$ is measurable with respect to the $\sigma$-algebra on $\Omega \times[0, T]$ generated by all $\mathscr{G}_{t}$-adapted left continuous functions $v: \Omega \times[0, T] \rightarrow Z$, where $\mathscr{G}=\left\{\mathscr{G}_{t}, 0 \leqq t \leqq T\right] . \mathscr{U}$ is called the class of admissible controls.
$\left(\mathrm{S}_{4}\right)$ There is a bounded measurable function

$$
q: I \times I \times Z \rightarrow R_{+}
$$

such that $q(i, i, z)=0$ for all $i \in I, z \in Z$.
Let $\tau_{1}, \tau_{2}, \ldots\left(\tau_{1}<\tau_{2}<\ldots \leqq T\right)$ be the jump times of $X_{t}$ on $[0, T], \chi(A)$ denote the indicator of the set $A$, and

$$
\begin{equation*}
N_{i}(t)=\sum_{\tau_{k} \leqq t} \chi\left(X_{\tau_{k}}=i\right), \quad i \in I \tag{1}
\end{equation*}
$$

Thus $N_{i}(t)$ is the counting process of the jumps of the process $\left\{X_{t}, 0 \leqq t \leqq T\right\}$ into state $i$ on time interval $[0, t]$.

It is easy to see that

$$
\mathscr{F}_{t}=\sigma\left(X_{s}(\omega), s \leqq t\right)=\sigma\left(N_{i}(s), s \leqq t, i \in I\right)
$$

According to Theorem 3.6 of Jacod [4], to each $u$ and to fixed initial probabilities $p_{i}\left(p_{i} \geqq 0, \sum_{i \in I} p_{i}=1\right)$ there exists a unique probability measure $p^{u}$ on $\left(\Omega, \mathscr{F}_{T}\right)$ such that

$$
\begin{gather*}
P^{u}\left\{X_{0}=i\right\}=p_{i}, \quad i \in I,  \tag{i}\\
\left\{N_{i}(t)-\int_{0}^{t} q\left(X_{s}, i, u_{s}\right) \mathrm{d} s, \quad 0 \leqq t \leqq T\right\} \tag{ii}
\end{gather*}
$$

is an $\left(\mathscr{F}, P^{u}\right)$-martingale for all $i \in I$.

Definition 2.1. The family $\left\{X_{t}, \mathscr{G}_{t}, \mathscr{F}_{t}, P^{u}, 0 \leqq t \leqq T\right\}$ defined above is called a partially observed controlled jump Markovian process.

For $u_{t} \equiv z \in Z$ the process $\left\{X_{t}, \mathscr{F}_{t}, P^{u}, 0 \leqq t \leqq T\right\}$ is Markovian with transition intensities $q(i, j, z)$ for $i \neq j$, and with the initial distribution $p=\left(p_{1}, \ldots, p_{m}\right)$, i.e. the probability measure $P^{z}$ is defined by $p$ and transition probabilities

$$
P^{z}\left\{X_{t+\Delta t}=j \mid X_{t}=i\right\}= \begin{cases}q(i, j, z) \Delta t+o(\Delta t) & \text { for } \quad i \neq j \\ 1-q(i, z) \Delta t+o(\Delta t) & \text { for } \quad i=j\end{cases}
$$

as $\Delta t \rightarrow 0$, where

$$
q(i, z)=\sum_{j \neq i} q(i, j, z)
$$

The process maintains the Markovian property for $u_{t}=u\left(X_{t}\right)$. For this reason the process $\left(X_{t}, \mathscr{F}_{t}, P^{u}\right), u \in \mathscr{U}$ is called a Markovian controlled process with controlled transition intensity.

Furthermore, we can fix a measure $P$ on $\left(\Omega, \mathscr{F}_{T}\right)$ such that

$$
\begin{gather*}
P\left(X_{0}=i\right)=p_{i}, \quad i \in I  \tag{i}\\
\left\{N_{i}(t)-\int_{0}^{t}\left[1-\chi\left(X_{s}=i\right)\right] \mathrm{d} s\right\} \tag{ii}
\end{gather*}
$$

is an $(\mathscr{F}, P)$-martingale for all $i \in I$.
Thus $\left(X_{t}, \mathscr{F}_{t}, P, 0 \leqq t \leqq T\right)$ is Markovian process with transition intensities 1 for $i \neq j$.

It follows from Proposition 4.3 and Theorem 4.5 in [4] that $P^{u} \ll P$ on $\mathscr{F}_{T}$ and

$$
\begin{equation*}
\mathrm{d} P^{u} / \mathrm{d} P=\exp \left(L_{T}^{u}\right) \tag{2}
\end{equation*}
$$

where

$$
\begin{align*}
L_{t}^{u} & =\int_{0}^{t}\left[m-1-\sum_{i \in I} q\left(X_{s}, i, u_{s}\right)\right] \mathrm{d} s+\sum_{0 \leqq s \leqq t} \chi\left(X_{s-}=X_{s}\right) \log q\left(X_{s-}, X_{s}, u_{s}\right)  \tag{3}\\
& =\int_{0}^{t}\left[m-1-\sum_{i \in I} q\left(X_{s}, i, u_{s}\right)\right] \mathrm{d} s+\sum_{i \in I} \int_{0}^{t} \log q\left(X_{s}, i, u_{s}\right) \mathrm{d} N_{i}(s)
\end{align*}
$$

with the convention that $0 \log 0=0$, and $X_{s-}=\lim _{t \downarrow s} X_{t}$.
Further, let E and $\mathrm{E}^{u}$ denote the expectation with respect to $P$ and $P^{u}$, respectively. Putting

$$
Q^{u}=\exp \left(L_{T}^{u}\right), \quad \varrho_{s}^{t}(u)=\exp \left(L_{t}^{u}-L_{s}^{u}\right), \quad 0 \leqq s \leqq t \leqq T
$$

we have

$$
\varrho_{s}^{t}(u)=\varrho_{s}^{r}(u) \varrho_{r}^{t}(u), \quad s \leqq r \leqq t
$$

and

$$
\mathrm{E}\left\{\varrho_{s}^{t}(u) \mid \mathscr{F}_{s}\right\}=1 \quad \text { for all } \quad 0 \leqq s \leqq T
$$

Let $\mathscr{U}_{s}^{t}$ be the collection of the restrictions of admissible controls $u$ of $\mathscr{U}$ to $(s, t]$ with $\mathscr{U}_{0}^{T}=\mathscr{U}$.

It is easy to see that the class $\mathscr{U}$ has the following property:
Let $u \in \mathscr{U}_{0}^{s}, v \in \mathscr{U}_{s}^{T}$, then $w=u v$ defined by

$$
w(t)=\left\{\begin{array}{lll}
u(t) & \text { for } & 0 \leqq t \leqq s \\
v(t) & \text { for } & s<t \leqq T
\end{array}\right.
$$

also belongs to $\%$.
Let us now consider the cost structure.
Assume given bounded functions

$$
c:[0, T] \times I \times Z \rightarrow R, \quad r:[0, T] \times I \times I \times Z \rightarrow R
$$

such that $r(t, i, i, z)=0$ for all $(t, i, z) \in[0, T] \times I \times Z$. We associate with each trajectory the cost of the form

$$
\int_{0}^{T} c\left(t, X_{t}, u_{t}\right) \mathrm{d} t+\sum_{0 \leqq t \leqq T} r\left(t, X_{t-}, X_{t}, u_{t}\right)
$$

Then the expected cost on $[0, T]$ is given by

$$
\begin{equation*}
J(u)=\mathrm{E}^{u}\left[\int_{0}^{T} c\left(t, X_{t}, u_{t}\right) \mathrm{d} t+\sum_{0 \leqq t \leqq T} r\left(t, X_{t-}, X_{t}, u_{t}\right)\right] \tag{4}
\end{equation*}
$$

Definition 2.2. Suppose that $u \in \mathscr{U}_{0}^{t}, v \in \mathscr{U}_{t}^{T}$, then the quantity

$$
\begin{equation*}
J_{t}(u, v)=\mathrm{E}^{u v}\left\{\int_{t}^{T} c_{s}^{v} \mathrm{~d} s+\sum_{t \leqq s \leqq T} r_{s}^{v} / \mathscr{G}_{t}\right\} \tag{5}
\end{equation*}
$$

where for brevity

$$
c_{s}^{v}=c\left(s, X_{s}, v_{s}\right), \quad r_{s}^{v}=r\left(s, X_{s-}, X_{s}, v_{s}\right),
$$

is called the remaining cost from time $t$ onward.
The function

$$
\begin{equation*}
V(t, u)=\bigwedge_{v \in \mathbb{U}_{t^{T}}} J_{t}(u, v) \tag{6}
\end{equation*}
$$

is called the value function, where $\wedge$ denotes the infimum operator.
Note that the function $V(t, u)$ defined as the infimum of $\left\{J_{t}(u, v), v \in \mathscr{U}_{t}^{T}\right\}$ in space $L_{1}\left(P^{u}\right)$ - a complete lattice with customary ordering structure of functions - always exists.

Definition 2.3. A control $u^{*} \in \mathscr{U}$ is said to be optimal if

$$
J\left(u^{*}\right)=\inf _{u \in \mathscr{U}} J(u)=J^{*}
$$

The problem is to find an optimal control, if it exists.

## 3. ON NECESSARY AND SUFFICIENT CONDITIONS FOR OPTIMALITY

Using the relative completeness of the set $\mathscr{U}$ - a modification of Lemma 3.1 in [3] - we obtain the following Bellman's dynamic programming condition for optimality:

Theorem 3.1. Suppose that $h>0$ and $0 \leqq s \leqq s+h \leqq T$. Then for each $\mathscr{U}_{0}^{s+h}$ holds

$$
\begin{equation*}
V(s, u) \leqq \mathrm{E}^{u}\left\{\int_{s}^{s+h} c_{t}^{u} \mathrm{~d} t+\sum_{s \leqq t \leqq s+h} r_{t}^{u}+V(s+h, u) / \mathscr{G}_{s}\right\} \quad P^{u}-\mathrm{a} . \mathrm{s} . \tag{7}
\end{equation*}
$$

In particular, $u^{*}$ is optimal iff the equality in (7) holds for $u=u^{*}$ and for all $s, h>0$.
Let us now consider a special form of $\mathscr{G}$ as follows:
Assume given a mapping $\varphi: I \rightarrow \hat{I}=\{1, \ldots, n\}, n \leqq m$, and let $Y_{t}=\varphi\left(X_{t}\right)$ be the observable process,

$$
\mathscr{G}_{t}=\mathscr{F}_{t}^{\wedge}=\sigma\left(Y_{s}, s \leqq t\right), \quad \mathscr{F}^{\wedge}=\left\{\mathscr{F}_{t}^{\wedge}, 0 \leqq t \leqq T\right\},
$$

$\hat{N}_{j}(t)$ be the counting process of jumps of $\left\{Y_{t}, 0 \leqq t \leqq T\right\}$ into the state $j \in \hat{I}$ on $[0, t]$.
Lemma 3.1. $\left\{\hat{N}_{j}(t)-\hat{A}_{j}(t), 0 \leqq t \leqq T\right\}, j \subseteq \hat{I}$, are $\left(\mathscr{F}^{\wedge}, P^{u}\right)$-martingales, where

$$
\begin{equation*}
\hat{A}_{j}(t)=\int_{0}^{t} \mathrm{E}^{u}\left\{\hat{q}\left(X_{s}, j, u_{s}\right) / \mathscr{F}_{s}^{\wedge}\right\} \mathrm{d} s \tag{8}
\end{equation*}
$$

with

$$
\begin{align*}
& \hat{q}(i, j, z)=0 \quad \text { for } \quad \varphi(i)=j, \quad z \in Z  \tag{9}\\
& \hat{q}(i, j, z)=\sum_{k: \varphi(k)=j} q(i, k, z) \text { for } \varphi(i) \neq j, \quad i \in I .
\end{align*}
$$

Proof. Put

$$
S_{j}=\{i: \varphi(i)=j\} \subset I
$$

It is clear that

$$
\begin{gathered}
\hat{N}_{j}(t)=\sum_{\tau_{n} \leqq t} \chi\left(\varphi\left(X_{\tau_{n}-}\right) \neq j\right) \chi\left(\varphi\left(X_{\tau_{n}}\right)=j\right)= \\
=\sum_{i \in S_{j}} \sum_{\tau_{n} \leqq t} \chi\left(\varphi\left(X_{\tau_{n}-}\right) \neq j\right) \chi\left(X_{\tau_{n}}=i\right)=\sum_{i \in S_{j}} \int_{0}^{t} \chi\left(\varphi\left(X_{s^{-}}\right) \neq j\right) \mathrm{d} N_{i}(s),
\end{gathered}
$$

hence

$$
\begin{aligned}
& \hat{N}_{j}(t)-\int_{0}^{t} \sum_{i \in S_{j}} \chi\left(\varphi\left(X_{s-}\right) \neq j\right) q\left(X_{s-}, i, u_{s}\right) \mathrm{d} s= \\
& =\sum_{i \in S_{j}} \int_{0}^{t} \chi\left(\varphi\left(X_{s-}\right) \neq j\right)\left[\mathrm{d} N_{i}(s)-q\left(X_{s}, i, u_{s}\right) \mathrm{d} s\right]
\end{aligned}
$$

is an $\mathscr{F}$-martingale.

According to Theorem 18.3, [5] $\left\{\hat{N}_{j}(t)-\hat{A}_{j}(t), 0 \leqq t \leqq T\right\}$ is an $\mathscr{F}^{\wedge}$-martingale.

The following theorem gives us a sufficient condition for optimality.
Theorem 3.2. Suppose that there is a constant $J^{*}$ and to each $u \in \mathscr{U}$ exist an $\mathscr{F}^{\wedge}$-adapted function $v(t, u)$ and $\mathscr{F}^{\wedge}$-predictable function $W_{j}(t, u), t \in[0, T]$, $j \in I$, satisfying the following conditions:
(i)

$$
\mathrm{E}^{u} \int_{0}^{T}|v(t, u)| \mathrm{d} t<\infty, \quad \mathrm{E}^{u} \int_{0}^{T}\left|W_{j}(t, u)\right| q\left(X_{t}, j, u_{t}\right) \mathrm{d} t<\infty
$$

(ii)

$$
J^{*}+\int_{0}^{T} v(t, u) \mathrm{d} t+\sum_{j \in \mathrm{I}} \int_{0}^{T} W_{j}(t, u) \mathrm{d} \hat{N}_{j}(t)=0, \quad P^{u}-\text { a.s. }
$$

(iii) $0 \leqq v(t, u)+\sum_{j \in I} W_{j}(t, u) \mathrm{E}^{u}\left\{\hat{q}\left(X_{t}, j, u_{t}\right) \mid \mathscr{F}_{t} \hat{}\right\}+\mathrm{E}^{u}\left\{c^{*}\left(t, X_{t}, u_{t}\right) \mid \mathscr{F}_{t}^{\hat{t}}\right\}=$

$$
=G(t, u)
$$

say, for almost all $t \in[0, T]$, where

$$
\begin{equation*}
c^{*}(t, i, z)=c(t, i, z)+\sum_{j \in I} q(i, j, z) r(t, i, j, z) \tag{10}
\end{equation*}
$$

Then $J^{*} \leqq J(u)$ for all $u$. If $u^{*}$ is a control such that $G\left(t, u^{*}\right)=0$, then $u^{*}$ is an optimal control and in this case

$$
\begin{equation*}
V\left(s, u^{*}\right)=J^{*}+\int_{0}^{s} v\left(t, u^{*}\right) \mathrm{d} t+\sum_{j \in i} \int_{0}^{s} W_{j}\left(t, u^{*}\right) \mathrm{d} \widehat{N}_{j}(t) \tag{11}
\end{equation*}
$$

is the value function corresponding to $u^{*}$.
Proof. Take $u \in \mathscr{U}$. It follows from (ii) and (iii) that

$$
\begin{gathered}
0=J^{*}+\mathrm{E}^{u} \int_{c}^{T}\left[v(t, u)+\sum_{j \in I} W_{j}(t, u) \hat{q}\left(X_{t}, j, u_{t}\right)\right] \mathrm{d} t+ \\
+\mathrm{E}^{u} \sum_{j \in I} \int_{0}^{T} W_{j}(t, u)\left[\mathrm{d} \hat{N}_{j}(t)-\hat{q}\left(X_{t}, j, u_{t}\right) \mathrm{d} t\right]= \\
=J^{*}+\mathrm{E}^{u} \int_{0}^{T}\left[v(t, u)+\sum_{j \in I} W_{j}(t, u) \mathrm{E}^{u}\left\{\hat{q}\left(X_{t}, j, u_{t}\right) / \mathscr{F}_{t} \hat{t}\right\}\right] \mathrm{d} t \geqq \\
\geqq J^{*}-\mathrm{E}^{u} \int_{0}^{T} \mathrm{E}^{u}\left\{c^{*}\left(t, X_{t}, u_{t}\right) \mid \mathscr{F}_{t} \hat{t}\right\} \mathrm{d} t=J^{*}-\mathrm{E}^{u} \int_{0}^{T} c^{*}\left(t, X_{t}, u_{t}\right) \mathrm{d} t= \\
\\
= \\
J^{*}-\mathrm{E}^{u}\left[\int_{0}^{T} c_{s}^{u} \mathrm{~d} s+\sum_{0 \leqq s \leqq T} r_{s}^{u}\right]=J^{*}-J(u)
\end{gathered}
$$

The before last equality follows from the fact that

$$
\begin{gather*}
\mathrm{E}^{u}\left[\sum_{0 \leqq t \leqq T} r\left(t, X_{t-}, X_{t}, u_{t}\right)\right]=\mathrm{E}^{u} \sum_{i \in I} \int_{0}^{T} r\left(t, X_{t-}, i, u_{t}\right) \mathrm{d} N_{i}(t)=  \tag{12}\\
=\sum_{i \in I} \mathrm{E}^{u} \int_{0}^{T} r\left(t, X_{t}, i, u_{t}\right) q\left(X_{t}, i, u_{t}\right) \mathrm{d} t
\end{gather*}
$$

Thus $J^{*} \leqq J(u)$.
It is clear that the inequality becomes equality if $G(s, u)=0$ at $u=u^{*}$. Hence $J^{*}=J\left(u^{*}\right)$, i.e. $u^{*}$ is an optimal control.

Further, for $V\left(s, u^{*}\right)$ defined by the right-hand side of (11) we have

$$
\begin{aligned}
V\left(s, u^{*}\right) & =\mathrm{E}^{u^{*}}\left\{V\left(s, u^{*}\right) / \mathscr{F}_{s}^{\wedge}\right\}= \\
& =-\mathrm{E}^{u}\left\{\int_{s}^{T} v\left(t, u^{*}\right) \mathrm{d} t+\sum_{j \in I} \int_{s}^{T} W_{j}\left(t, u^{*}\right) \mathrm{d} \hat{N}_{j}(t) / \mathscr{F}_{s}^{\wedge}\right\}= \\
& =-\mathrm{E}^{u}\left\{\int_{s}^{T} v\left(t, u^{*}\right) \mathrm{d} t+\sum_{j \in \mathbb{I}} \int_{s}^{T} W_{j}(t, u) \mathrm{E}^{u^{*}}\left\{\hat{q}^{\prime}\left(X_{t}, j, u_{t}^{*}\right) / \mathscr{F}_{t}^{\wedge}\right\} \mathrm{d} t / \mathscr{F}_{s} \hat{}\right\}= \\
& =\int_{s}^{T} \mathrm{E}^{u^{*}}\left\{c^{*}\left(t, X_{t}, u_{t}^{*}\right) / \mathscr{F}_{s}^{\wedge}\right\} \mathrm{d} t= \\
& =\mathrm{E}^{u^{*}}\left\{\int_{s}^{T} c_{t}^{u^{*}} \mathrm{~d} t+\sum_{s \leqq t \leqq T} r_{t}^{u^{*}} \mid \mathscr{F}_{s}^{\wedge}\right\}, \quad \text { by }(12)
\end{aligned}
$$

On the other hand by (iii)

$$
V\left(s, u^{*}\right) \leqq E^{u^{*} v}\left\{\int_{s}^{T} c_{t}^{v} \mathrm{~d} t+\sum_{s \leqq t \leqq T} r_{t}^{v} / \mathscr{F}_{s}^{\wedge}\right\}=J_{s}\left(u^{*}, v\right)
$$

for all $v \in \mathscr{U}_{s}^{T}$. Therefore $u^{*}$ is an optimal control and

$$
V\left(s, u^{*}\right)=\inf _{v \in U_{s} T} J_{s}\left(u^{*}, v\right)
$$

is the value function corresponding to the control $u^{*}$.
We shall show below that functions $v(t, u), W_{j}(t, u), j \in I$, and constant $J^{*}$ satisfying conditions (i) -(iii) of Theorem 3.2 always exist, and the value function has the form (11) not only for optimal control, but also for arbitrary admissible controls. The result is more general than a similar result in [1] in which the representation holds only for the so-called increasing value controls.

Theorem 3.3. There exists a constant $J^{*}$, and to each $u \in \mathscr{O}$ exist $\mathscr{F}^{\wedge}$-adapted function $v(t, u)$ and $\mathscr{F}^{\wedge}$-predictable functions $W_{j}(t, u), j \in I, t \in[0, T]$ satisfying conditions (i) - (iii) of Theorem 3.2 such that the value function $V(t, u)$ can be written in the form

$$
\begin{equation*}
V(t, u)=J^{*}+\int_{0}^{t} v(s, u) \mathrm{d} s+\sum_{j \in I} \int_{0}^{t} W_{j}(t, u) \mathrm{d} \hat{N}_{j}(t) \tag{13}
\end{equation*}
$$

Further, a control $u^{*}$ is optimal iff $G\left(t, u^{*}\right)=0\left(\mathrm{~d} t \times \mathrm{d} P^{u^{*}}\right)$-a.s., where $G(t, u)$ is defined in (iii) of Theorem 3.2.

Proof. Since $c$ and $r$ are bounded, there is constant $C_{1}$ such that $\left|c^{*}\left(t, X_{t}, u_{t}\right)\right| \leqq$ $\leqq C_{1}$ for all $t \in[0, T]$. Choosing a constant $C_{2}\left(C_{2}>C_{1}\right)$ and considering the process

$$
\vec{V}^{\prime}(s, u)=V(s, u)+C_{2} s
$$

we obtain by (7) and (12)

$$
\begin{gather*}
\bar{V}(s, u)-\mathrm{E}^{u}\left\{\bar{V}(s+h, u) \mid \mathscr{F}_{s}^{\wedge}\right\} \leqq  \tag{14}\\
\leqq \mathrm{E}^{u}\left\{\int_{s}^{s+h}\left[c^{*}\left(t, X_{t}, u_{t}\right)-C_{2}\right] \mathrm{d} t \mid \mathscr{F}_{s}^{\wedge}\right\}<0
\end{gather*}
$$

for each $u \in \mathscr{U}_{0}^{s+h}, 0 \leqq s<s+h \leqq T$. Thus $\bar{V}(s, u)$ is a submartingale wrt $\left(P^{u}, \mathscr{F}^{\wedge}\right)$. In order to obtain the Doob-Meyer decomposition for submartingale $\bar{V}(s, u)$ we have to prove that the mapping $s \rightarrow \mathrm{E}^{u} \bar{V}(s, u)$ is continuous, and hence $\bar{V}(t, u)$ has a right continuous modification.

By definition, for each $u \in \mathscr{U}_{0}^{t+h}$ such that $u=u_{0}$ on $[0, t], u=u_{1}$ on $(t, t+h]$,

$$
\begin{align*}
& V(t, u)=\wedge_{v \in \mathscr{U} \ell_{t}^{T}} \mathrm{E}^{u v}\left\{\int_{t}^{T} c^{*}\left(t, X_{s}, v_{s}\right) \mathrm{d} s / \mathscr{F}_{t}\right\} \geqq  \tag{15}\\
& \geqq \wedge_{v_{1} \in U_{t^{t+h}}} \mathrm{E}^{\mathrm{u}_{0} v_{1}}\left\{\int_{t}^{t+h} c^{*}\left(s, X_{s}, v_{1}\right) \mathrm{d} s / \mathscr{F}_{t} \hat{\}}\right\}+ \\
& +\bigwedge_{v_{1} \in Z_{t^{t+h}}} \bigwedge_{v_{2} \in U_{t+h} T} E^{u_{0} v_{102}}\left\{\int_{t+h}^{T} c^{*}\left(s, X_{s}, v_{2}\right) \mathrm{d} s / \mathscr{F}_{t}^{\wedge}\right\} \geqq \\
& \geqq-C_{1} h+\underset{v_{1}, v_{2}}{ } \mathrm{E}^{\mathrm{u}_{0} v_{1}, v_{2}}\left\{\int_{t+h}^{T} c^{*}\left(s, X_{s}, v_{2}\right) \mathrm{d} s / \mathscr{F}_{t} \hat{\imath}\right\} .
\end{align*}
$$

Note that for each $u_{0} \in \mathscr{U}_{0}^{f} ; u_{1}, v_{1} \in \mathscr{U}_{t}^{t+h}, v_{2} \in \mathscr{U}_{t+h}^{T}$ we have
where $S$ denotes the numerator of the above fraction. Further,
(17) $\quad|S| \leqq C \mathrm{E}\left\{\varrho_{0}^{t}\left(u_{0}\right)\left|\varrho_{t}^{t+h}\left(v_{1}\right)-\varrho_{t}^{t+h}\left(u_{1}\right)\right| \mathrm{E}\left[\varrho_{t+h}^{T}\left(v_{2}\right) / \mathscr{F}_{t+h}\right] / \mathscr{F}_{t} \hat{t}\right\}=$

$$
=C \mathrm{E}\left\{\varrho_{0}^{t}\left(u_{0}\right)\left|\varrho_{t}^{t+h}\left(v_{1}\right)-\varrho_{t}^{t+h}\left(u_{1}\right)\right| \mid \mathscr{F}_{t} \hat{t}\right\} \leqq
$$

$$
\leqq C \mathrm{E}\left\{\varrho_{0}^{t}\left(u_{0}\right) \mathrm{E}\left[\left|\varrho_{t}^{t+h}\left(v_{1}\right)-1\right|+\left|\varrho_{t}^{t+h}\left(u_{1}\right)-1\right| \mid \mathscr{F}_{t}\right] \mid \mathscr{F}_{\mathrm{t}}^{\hat{1}}\right\}
$$

where $C$ is some constant.
Let us now estimate the conditional expectation

$$
\mathrm{E}\left\{\varrho_{t}^{t+h}(v)-1| | \mathscr{F}_{t}\right\} \text { for } v \in \mathscr{U}_{t}^{t+h}
$$

According to (2), (3) we have
(18) $\mathrm{E}\left\{\left.\right|_{t} ^{t+h}(v)-1| | \mathscr{F}_{t}\right\}=\mathrm{E}\left\{\mid \exp \left(\int_{t}^{t+h}\left[m-1-\sum_{i \in I} q\left(X_{s}, i, v_{s}\right)\right] \mathrm{d} s+\right.\right.$

$$
\begin{aligned}
& \left.\left.\quad+\sum_{i=I} \int_{t}^{t+h} \log q\left(X_{s-}, i, v_{s}\right) \mathrm{d} N_{i}(s)\right)-1| | \mathscr{F}_{i}\right\}= \\
& \left.=\mathrm{E}\left|\exp \left(C_{3} \theta_{1} h+C_{3} \theta_{2} \sum_{i \in I}\left[N_{i}(t+h)-N_{i}(t)\right]\right)-1\right| \mid \mathscr{F}_{t}\right\}
\end{aligned}
$$

where $\theta_{1}, \theta_{2}$ are $\mathscr{F}_{t+h}$-measurable random variables satisfying $\left|\theta_{1}\right|,\left|\theta_{2}\right| \leqq 1$, whereas

$$
\begin{aligned}
& R=\mathrm{E}^{u_{0} v_{1} v_{2}}\left\{\int_{t+h}^{T} c^{*}\left(s, X_{s}, v_{2}(s)\right) \mathrm{d} s / \mathscr{F}_{t} \hat{\}}\right\}- \\
& -\mathrm{E}^{u_{0} u_{1} v_{2}}\left\{\int_{t+h}^{T} c^{*}\left(s, X_{s}, v_{2}(s)\right) \mathrm{d} s / \mathscr{F}_{t} \hat{t}\right\}= \\
& =\frac{\mathrm{E}\left\{\varrho_{0}^{t}\left(u_{0}\right) \varrho_{t}^{t+h}\left(v_{1}\right) \varrho_{t+h}^{T}\left(v_{2}\right) \int_{t+h}^{T} c^{* *}\left(s, X_{s}, v_{2}\right) \mathrm{d} s \mid \mathscr{F}_{\hat{t}}^{\wedge}\right\}}{\mathrm{E}\left\{\varrho_{0}^{t}\left(u_{0}\right) \varrho_{t}^{T}\left(v_{1} v_{2}\right) \mid \mathscr{F}_{t}\right\}}- \\
& -\frac{\mathrm{E}\left\{\varrho_{0}^{t}\left(u_{0}\right) \varrho_{t}^{t+h}\left(u_{1}\right) \varrho_{t+h}^{T}\left(v_{2}\right) \int_{t+h}^{T} c^{*}\left(s, X_{s}, v_{2}\right) \mathrm{d} s / \mathscr{\mathscr { F }} \hat{t}\right\}}{\mathrm{E}\left\{\varrho_{0}^{t}\left(u_{0}\right) \varrho_{t}^{T}\left(u_{1} v_{2}\right) / \mathscr{F} \hat{t}\right\}}= \\
& =\frac{\mathrm{E}\left\{\varrho_{0}^{t}\left(u_{0}\right) \varrho_{t+h}^{T}\left(v_{2}\right)\left[\varrho_{t}^{t+h}\left(v_{1}\right)-\varrho_{t}^{t+h}\left(u_{1}\right)\right] \int_{t+h}^{T} c^{* *}\left(s, X_{s}, v_{2}\right) d s / \mathscr{Y}_{\hat{t}} \hat{}\right\}}{\mathrm{E}\left\{\varrho_{0}^{t}\left(u_{0}\right) / \mathscr{F}_{t}^{\wedge}\right\}}= \\
& =\frac{S}{\mathrm{E}\left\{\varrho_{0}^{t}\left(u_{0}\right) / \mathscr{F}_{t}^{\hat{t}}\right\}}
\end{aligned}
$$

$C_{3}$ is some constant dominating $\left|m-1-\sum_{j \in I} q(i, j, z)\right|,|\log q(i, j, z)|$ for all $i \in I$, $i \neq j \in I$ and $z \in Z$.

It is easy to verify that for any real numbers $h_{1} \geqq 0, h_{2} \geqq 0$ holds

$$
\left|\exp \left(\theta_{1} h_{1}+\theta_{2} h_{2}\right)-1\right| \leqq\left|\exp \left(h_{1}+h_{2}\right)-1\right|
$$

Applying this inequality to (18) we obtain

$$
\begin{equation*}
\mathrm{E}\left\{\left|Q_{t}^{t+h}(v)-1\right| \mid \mathscr{F}_{t}\right\} \leqq \mathrm{E}\left\{\mid \exp \left(C_{3} h+C_{3} \sum_{i \in I}\left[N_{i}(t+h)-N_{i}(t)\right]-1| | \mathscr{F}_{t}\right\} .\right. \tag{19}
\end{equation*}
$$

Further, note that

$$
\sum_{i \in I}\left[N_{i}(t)-\int_{0}^{t}\left(1-\chi\left(X_{s}=i\right)\right) \mathrm{d} s\right]=\sum_{i \in I} N_{i}(t)-(m-1) t
$$

is an $(\mathscr{F}, P)$-martingale. Thus $\sum_{i \in I} N_{i}(t)$ is a Poisson process with intensity $m-1$, hence $\sum_{i \in I}\left[N_{i}(t+h)-N_{i}(t)\right]$ has under $P$ the Poisson distribution with parameter $(m-1) h$ and is independent of $\mathscr{F}_{t}$. Consequently, from (19) follows
(20)

$$
\begin{gathered}
\mathrm{E}\left\{\varrho_{t}^{t+h}(v)-1| | \mathscr{F}_{t}\right\} \leqq \sum_{j=0}^{\infty}\left[\exp \left(C_{3}(h+j)\right)-1\right][(m-1) h]^{j} \frac{\mathrm{e}^{-h(m-1)}}{j!}= \\
\quad=\exp \left(\left(C_{3}+(m-1)\left(\exp \left(C_{3}\right)-1\right)\right) h\right)-1=\alpha(h)=O(h)
\end{gathered}
$$

It results from (17), (18) that $|S| \leqq 2 C \alpha(h) E\left\{\varrho_{0}^{t}(u) \mid \mathscr{F}_{t}^{\hat{~}}\right\}$. Hence $|R| \leqq C_{4} h$, uniformly in $v$.
From (15), (16) and the above inequality we obtain

$$
\begin{gathered}
V(t, u) \geqq-\left(C_{1}+C_{4}\right) h+\wedge_{v_{2} E U_{t+h} T} \mathrm{E}^{u_{0} u}\left\{\int_{t+h}^{T} c^{*}\left(s, X_{s}, v_{2}(s)\right) \mathrm{d} s \mid \mathscr{F}_{\mathrm{t}}^{\hat{t}}\right\}= \\
=-\left(C_{1}+C_{4}\right) h+\mathrm{E}^{u}\left\{V(t+h, u) \mid \mathscr{F}_{t} \hat{\}}\right\}
\end{gathered}
$$

with notice that $u=u_{0} u_{1} \in \mathscr{U}_{0}^{t+h}$, or

$$
\begin{equation*}
0 \geqq \bar{V}(t, u)-\mathrm{E}^{u}\left\{\bar{V}(t+h, u) \mid \mathscr{F}_{t}\right\} \geqq-\left(C_{1}+C_{4}+C_{2}\right) h=-C h . \tag{21}
\end{equation*}
$$

Consequently,

$$
\left|\mathrm{E}^{u} \bar{V}(t, u)-\mathrm{E}^{u} \bar{V}(t+h, u)\right| \rightarrow 0 \quad \text { as } \quad h \rightarrow 0 .
$$

This completes the proof of continuity of $\mathrm{E}^{u} \bar{V}(t, u)$.

According to Theorem T. 4. (iii) in [6], submartingale $\bar{V}(t, u)$ has a right continuous modification and for simplicity we also use the notation $\bar{V}(t, u)$ for the modification.

Further, Theorem T. 31 in [6] allows us to represent $\bar{V}(t, u)$ in the form

$$
\begin{equation*}
\bar{\nabla}(t, u)=J^{*}+R_{t}^{u}+M_{t}^{u} \tag{22}
\end{equation*}
$$

where $M_{t}^{u}$ is an $\mathscr{F}^{\wedge}$-martingale, $R_{t}^{u}$ is an $\mathscr{F}^{\wedge}$-adapted natural increasing process, $J^{*}=\bar{V}(0, u)=V(0, u)$. Further,

$$
\begin{equation*}
R_{t}^{u}=w-\lim \int_{h \rightarrow 0}^{t} h_{0}^{-1} \mathrm{E}^{u}\left\{\bar{V}(s+h, u)-\bar{V}(s, u) \mid \mathscr{F}_{s}\right\} \mathrm{d} s \tag{23}
\end{equation*}
$$

where $w$-lim is the limit meant in the sense of the $\sigma\left(L_{1}, L_{\infty}\right)$-topology, i.e. $\xi_{h}(\omega) \xrightarrow{w} \xi(\omega)$ in $L_{1}\left(P^{u}\right)$ iff for any bounded random variable $g(\omega)$ defined on $\Omega$ holds

$$
\int_{\Omega} \xi_{h}(\omega) g(\omega) \mathrm{d} P^{u}(\omega) \rightarrow \int_{\Omega} \xi(\omega) g(\omega) \mathrm{d} P^{u}, \quad \text { as } \quad h \rightarrow 0 .
$$

Let $\xi_{h}(\omega, s)$ be the integrand in (23). By (21), $\left|\xi_{h}(\omega, s)\right| \leqq C$. Thus for each $s \in[0, T]$ $\left\{\xi_{h}(\omega, s), 0 \leqq h \leqq T\right\}$ is a set of uniformly integrable random variables, hence, by the same method as in the proof of Lemma 4.1 in [3] we obtain

$$
\begin{equation*}
R_{t}^{u}=\int_{0}^{t} \beta(s, u) \mathrm{d} s \tag{24}
\end{equation*}
$$

where $\beta(s, u)=\underset{h \downarrow 0}{w-\lim } \xi_{h}(\omega, s)$.
Further, according to Theorem 5.4 of $\operatorname{Jacod}$ [4], $\mathscr{F}^{\wedge}$-martingale $M_{t}^{u}$ can be represented in the form

$$
\begin{equation*}
M_{t}^{u}=\sum_{j \in I} \int_{0}^{t} W_{j}(s, u)\left[\mathrm{d} \hat{N}_{j}(s)-\mathrm{E}^{u}\left\{\hat{q}\left(X_{s}, j, u_{s}\right) / \mathscr{F}_{s}^{\wedge}\right\} \mathrm{d} s\right] \tag{25}
\end{equation*}
$$

where $W_{j}(s, u)$ is $\mathscr{F}^{\wedge}$-predictable and

$$
\mathrm{E}^{u} \int_{0}^{t}\left|W_{j}(s, u)\right| \hat{q}\left(X_{s}, j, u_{s}\right) d s<\infty .
$$

It follows from (22), (24), (25) that
$\bar{V}(t, u)=J^{*}+\int_{0}^{t} \beta(s, u) \mathrm{d} s+\sum_{j \in I} \int_{0}^{t} W_{j}(s, u)\left[\mathrm{d} \hat{N}_{j}(s)-\mathrm{E}^{u}\left\{\hat{q}\left(X_{s}, j, u_{s}\right) / \mathscr{F}_{s}^{\wedge}\right\} \mathrm{d} s\right]$,
hence

$$
V(t, u)=\bar{V}(t, u)-\int_{0}^{t} C_{2} \mathrm{~d} s=J^{*}+\int_{0}^{t}\left[v(s, u) \mathrm{d} s+\sum_{j \in I} W_{j}(s, u) \mathrm{d} \hat{N}_{j}(s)\right]
$$

with

$$
v(s, u)=\beta(s, u)-\sum_{j \in I} W_{j}(s, u) \mathrm{E}^{u}\left\{\hat{q}\left(X_{s}, j, u_{s}\right) \mid \mathscr{F}_{s}^{\wedge}\right\}-C_{2} .
$$

Thus $V(t, u)$ has always the form (13) for all $u \in \mathscr{U}$. To prove condition (iii) and the last assertion we employ the representation (13) and Theorem 3.1, according to which we obtain

$$
\begin{gathered}
V(t, u)-\mathrm{E}^{u}\left\{V(t+h, u) \mid \mathscr{F}_{t} \hat{}\right\}= \\
\left.=-\mathrm{E}^{u}\left\{\int_{t}^{t+h} v(s, u) \mathrm{d} s+\sum_{j \in \mathrm{I}} \int_{t}^{t+h} W_{j}(t, u) \mathrm{d} \hat{N}(s) \mid \mathscr{F}_{\hat{\imath}}\right\}\right\}= \\
=-\mathrm{E}^{u}\left\{\int_{t}^{t+h} v(s, u) \mathrm{d} s+\sum_{j \in \mathrm{I}} \int_{t}^{t+h} W_{j}(s, u) \mathrm{E}^{u}\left\{\hat{q}\left(X_{s}, j, u_{s}\right) \mid \mathscr{F}_{s}^{\wedge}\right\} \mathrm{d} s \mid \mathscr{F}_{t} \hat{}\right\} \leqq \\
\leqq-\mathrm{E}^{u}\left\{\int_{t}^{t+h} c\left(s, X_{s}, u_{s}\right) \mathrm{d} s+\sum_{i \in I} \int_{t}^{t+h} r\left(s, X_{s}, u_{s}\right) q\left(X_{s}, i, u_{s}\right) \mathrm{d} \mid \mathscr{F}_{t} \hat{\}}\right\}
\end{gathered}
$$

or equivalently

$$
\begin{equation*}
h^{-1} \mathrm{E}^{u}\left\{\int_{t}^{t+h} G(s, u) \mathrm{d} s \mid \mathscr{F}_{t}^{\hat{t}}\right\} \geqq 0 \tag{26}
\end{equation*}
$$

Let $g(\omega)$ be arbitrary bounded random variable. It is easy to see that

$$
\begin{gathered}
\mathrm{E}^{u}\left[g h^{-1} \mathrm{E}^{u}\left\{\int_{t}^{t+h} G(s, u) \mathrm{d} s \mid \mathscr{F}_{t}^{\wedge}\right\}\right]=h^{-1} \int_{t}^{t+h} \mathrm{E}^{u}\left[g \mathrm{E}^{u}\left\{G(s, u) \mid \mathscr{F}_{t}^{\wedge}\right\}\right] \mathrm{d} s \rightarrow \\
\rightarrow \mathrm{E}^{u}[g G(t, u)] \text { as } h \downarrow 0 \text { for almost all } t \in[0, T] .
\end{gathered}
$$

Consequently, by (26), $G(t, u) \geqq 0\left(\mathrm{~d} t \times \mathrm{d} P^{u}\right)$-a.s. .
Further, it is clear that $u^{*}$ is an optimal control iff

$$
\mathrm{E}^{u^{*}}\left\{\int_{t}^{t+h} G\left(s, u^{*}\right) \mathrm{d} s / \mathscr{F}_{\imath} \hat{\}}\right\}=0
$$

and hence, by the same argument as above, $G\left(s, u^{*}\right)=0\left(\mathrm{~d} t \times \mathrm{d} P^{u^{*}}\right)$-a.s.. This completes the proof of Theorem 3.3.

Remark. Put $p_{i}^{u}(t)=P^{u}\left\{X_{t}=i \mid \mathscr{F}_{t}^{\wedge}\right\}, i \in I$. $p_{i}^{u}$ is the aposteriori probability of state $i$. Then the function $G(t, u)$ defined in Theorem 3.2 can be represented in the form

$$
G(t, u)=v(t, u)+\sum_{i \in I}\left[\sum_{j \in I} W_{j}(t, u) \hat{q}\left(i, j, u_{t}\right)+c\left(t, i, u_{t}\right)\right] p_{i}^{u}(t) .
$$
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