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Summary. In the present paper integral continuity theorems for solutions of stochastic evolu
tion equations of parabolic type on unbounded time intervals are established. For this purpose, 
the asymptotic stability of stochastic partial differential equations is investigated, the results 
obtained being of independent interest. Stochastic evolution equations are treated as equations 
in Hilbert spaces within the framework of the semigroup approach. 
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INTRODUCTION 

The present paper is intended as an immediate, but in principle self-contained, 
continuation of our paper [10]. 

First, let us recall some notation. For Banach spaces V, Z we denote by &(V, Z) 
the space of all bounded linear operators from Vto Z; IP(Q; V) (p e [1, oo)) denotes 
the space of all V-valued Bochner measurable functions on a probability space 
(Q,&, P), for which E[|/|£ = f„ \\f\\'vdP < oo. We set | /J p > K m (Efl/101"; we 
will omit the subscript Vif there is no danger of confusion. The norm of the space 
L?(Q) will be denoted by | • \p. %>(I; V) stands for the space of all V-valued continuous 
functions on the interval I. If I is compact, we endow this space with the norm |/ | |^ 3 
= s u P {fl/(0lk» tel}'> ^ e same norm is considered in the space ^b(l; V) of bounded 
functions from %>(!; V). 

Given a Hilbert space V, then J2(V) will denote the space of all Hilbert-Schmidt 
operators in V, endowed with the norm |A | H S = (tr(A*A))1/2. 

In the sequel we will adopt the following assumption (the assumptions are denoted 
in accordance with [10]): 

(I) H, Y are real separable Hilbert spaces; (Q9 #*, (^t)9 P) is a stochastic basis, 
w(t) an («^r)-adapted Wiener process in Ywith a nuclear covariance operator W, B(t) 
an (^r)-adapted cylindrical Wiener process in Y; p ^ 2. 
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In [10] we established integral continuity theorems for mild solutions of stochatic 
differential equations in H with a small parameter a ^ 0: 

(1) dxa(t) = (A xa(t) + aa(t9 xa(t))) dt + ba(t9 xa(i)) dw(t) , xa(0) = cp . 

The operator A is assumed to be an infinitesimal generator of a (C0)-semigroup 
S(t) on H. Let the coefficients aa9 ba be Lipschitzian. Under some assumptions 
we have shown that xa -* x0 in #([0, t]; U(Q;H)) for all T> 0. In the finite-
dimensional case it is known that 

mv{\xa(t)-x0(t)\p9 * £ 0 } - + 0 

holds provided the solution x0 is asymptotically stable (in a sense which will be made 
precise later), cf. [11], Th. 3. 

Our aim is to derive analogous results on an infinite time interval for some classes 
of stochastic evolution equations. The main result reads as follows: Assume the 
coefficients of the equation (1) to be uniformly integral continuous in a, i.e. suppose 
that if 0 g t! S t2, then 

lim J|J S(t2 - s) [aa(s + t09 x) - a0(s + t09 x)] ds « 0, 
CE-+0 + 

lim ft (tr {5.(5 + t0, x) W(B.(s + t0, x))*}Y/2 ds = 0 
«-*04* 

uniformly in t0 e U+ and x e H; we have set Ba(r9 x) = ba(r9 x) — b0(r9 x). Then we 
have: 

Theorem. Let S(t) be continuous in the norm topology of S£(H) for t > 0. Then 

xa -+ x0 in %b([t09 oo); U(Q; H)) , a -» 0+ 

provided xa(tQ) -+ xQ(tQ) in If(Q; H)9 and the limit solution is bounded and 
asymptotically stable in If(Q; H). (Here t0 ^ 0 is arbitrary and xa denotes the 
mild solution to (1).) 

We cannot apply directly the method adopted in [11], since the results obtained 
in [10] do not imply that xa -* x0 in #([r0, tQ + T]; U(Q; H)) uniformly with respect 
to t0 ^ 0 and to the initial condition, which is needed in the above mentioned 
method. The difficulties appear when we try to estimate uniformly the term 

(-) I f t - . ix0(s)-x0(.i_1)lPd5, 

where {^}f=0 is a partition of the interval [t0, tQ + T]. If dim H < oo then this 
problem is solved easily, because (see [5], Th. 5.2.3) |x0(s) - x0(r,^i)|1, ^ 
^ C(s - ^-i)1 / 2 (1 + |xo(*o)|p)> an(i the constant C depends only on p, Tand on 
the constant in the estimate of linear growth of the coefficients of the equation (1). 

The paper is organized as follows. In Section 1 the desired uniform estimate of 
the term (2) is obtained for a wide class of equations; this estimate is then used to 
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prdve a theorem on partial averaging. Section 2 is devoted to the investigation of the 
asymptotic stability of the equation (1). The results of the first t\k> sections are used 
in Section 3 to prove theorems on integral continuity on unbounded intervals; to 
illustrate the theory, three examples are given. In Appendix an example of a simple 
hyperbolic equation to which our theory is inapplicable is discussed. 

Theorems, lemmas and formulae are numbered independently in each section, 
the sections number is omitted when reference is made to theorems, lemmas or 
formulae of the same section. 

1. UNIFORM AVERAGING ON BOUNDED TIME INTERVALS 

Let us consider equations 

(1) d<p(i) = (A<p(t) + *(t9<p(W 

(2) # (*) = (li//(t) + a(r, i//(t))) dt + a(t9 f(t))dB(t) 

in the space H, assuming: 
(Ul) a: R+ x H -* H9 a:R+ x H -> S£(Y9 H) are measurable functions such 

that there exist constants Kl9 K2 satisfying: for every t e (R+, x9 y e H we have 

m*)i•+KMIs^(l + H ) , -
||a(r, x) - a(r, y)\\ + ||<r(*, x) - <r(t, y)| £ K2\\x - jfl . 

(U2) A: D(A) -* H generates a (C0)-semigroup S(t) on H such that £(•) e 
e#((0, +oo); &(H)) (i.e. S(f) is continuous in the uniform operator topology for 
*>0) . 

(U3) A: D(A) -> H generates a (C0)-semigroup S(t) on H such that 

Jo fl^OllHsds < +oo forall T = 0 . . . - , • • 

Remark 1. (i) The assumption (U2) is satisfied if S(t) is a semigroup such that 
Rng S(t) g D(A) for each f > 0 (i.e. if the function S(') x is diflferentiable on (0, + oo) 
for every xeH)9 cf. [2], Prop. 1.1.10. In particular, (U2) holds for holomorphic 
semigroups. Let us note that the hypothesis (U2) implies 

(3) lim JJ |S(s + v) - S(s)l%(И) ds = 0 
v-+0 + 

for every T ^ 0, /? > 0, by the dominated convergence theorem. 
(ii) The assumption (U3) implies (U2), see e.g. [1], Th. 4.4.1. Moreover, we can 

show that S(-) e #((0, + oo); J2(H)) and 

(4) lim JJ |[S(s + t;) - S(5)||̂ s 
V-+0 + 

for every T > 0. 
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Indeed, let us chooses > 0 arbitrarily, let {*,}," i be an orthonormal basis of H, 
0<8£s,t£T. Then 

fs(.) - s(s)Us - i \[s(t) - s(s)] .J-. - £ |[s(0 - s(.)] *f||
2 + 

i-*l i = l 

+ I Ц[s(í-a)-s(s-í)]s(*)e.||2.-
І--J+1 

^ £ llrø - S(s)] e,ľ + ß £ Иrø«,ľ, 
i = l i = J + l 

where we have set Q s= 2 sup {f-S(r)fl2; 0 ^ r ^ T}. The second term on the right-
hand side of the inequality tends to 0 as J -» + oo. For every J e N, using the strong 
continuity of the semigroup S(t)9 we can find rj > 0 such that \t — s\ < r\ implies 
fl[S(f) - S(s)\e\2 g (2J) _ 1 e, i = 1,..., J. This shows that for arbitrary 8„ 
0 < 8 < T, We have S(-) e #([<5, T]; J2(H)). 

The proof of the formula (4) is analogous, based on the estimate 

JJ ||S(s + v) - S(s)\\2
HS ds s i j5||S(r) [S(v) - J] etf dr + 

i = l 

+ t K\ls<p)-Qs(r)«\2*'2QT£wv)-r]e,l* + 
t = J + l i = l 

+ (Q + 2)J0
T f l ^ e . l ' d r . 

i = J + l 

The following easy lemma plays a key role in the present section. 

Lemma l.( i) Let the hypotheses (I), (Ul), (U2) be satisfied. Then for every T > 0r 

r\ > 0, TX > 0 there exists 8 > 0 such that for all t0 e R+, 5, te [f0 + TX, f0 + T] 
and every solution <p(t) of the equation (1) satisfying <p(t0) e If(Q; H) we have: 
if \t - s| < <5, then 

w o - » w i ^ ( i + w«o)yif. 
(ii) Moreover, if the assumption (U3) f5 fulfilled, then the same assertion holds 

for the equation (2) as well. 

Corollary 1. (i) Under the assumptions (I), (Ul), (U2) we have: for every T > 0 
and r\ > 0 there exists a partition {TJJLQ of the interval [0, T] swch that for all 
t0e R+ and any solution <p(t) of the equation (1) satisfying <p(t0) e U(Q; H) the 
following estimate holds: 

*I/£:..•* MO - «*'o + t.)||-d* g (i + H.-0)B-)»j • 
( = 0 
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(ii) Moreover, if the assumption (U3) is fulfilled, then the same assertion holds 
also for the equation (2), furthermore 

N-i 

Z. 
í = o 

Z fcivr \\S(T - oiá. \M) - Ht0 +1,)|» * á (i + IW<O)«P) i • 

Remark 2. It will be obvious from the proof that 3 depends only on T, xl9 rj, p, Kt, 
trPV and on the function S(-): [0, T] -> &(H) (and on the function ||-S(-)|[HS: 

(0, T] -* R if the equation (2) is treated), thus it is independent of the particular 
form of the coefficients a, a and of the process w(t); so the derived estimates hold 
simultaneously for appropriate families of equations. 

Remark 3. In Appendix we show that Lemma 1 is no longer valid if the semigroup 
S(t) is assumed to be only strongly continuous. 

Remark 4. Let us notice that, in the situation of Lemma 1, there exists a constant C* 
depending only on Kl9 T9 p9 trJV and on M == sup {f[*S(r)[f; 0 ^ r g T) and such 
that for all t0 e R+ and any solution <p of the equation (l) satisfying <p(t0) e L?(Q; H) 
we have 

(5) sup \\<p(t)\\p^C*{l + l<p(t0)\\p). 
to^t£to+T 

The estimate (5) holds also for the solutions of the equation (2) if (U3) is fulfilled; 
in this case the constant C* depends on Kl9 p, T, M and on the function ||S(')|[HS. 

Proof of Lemma 1. Choose T> 0, rt e(0, T)9 t0e U+ arbitrarily. Let rj > 0, 
t0 < tt = r1 + t0 ^ s ^ t S t0 + T Let us first consider the equation (1). By the 
definition of the mild solution we obtain 

<p(t) - <p(s) = [S(t - t0) - S(s - r0)] <p(t0) + 

+ Jro [S(t - r) - S(s - r)] a(r, < (̂r)) dr + 

+ fro [S(t - r) - S(s - r)] <r(r, cp(r)) dw(r) + 

+ Js
f S(* - r) a(r, <p(r)) dr + JJ S(t - r) d(r, «<r)) dw(r) s 

= /- + . . . + / 5 . 

Using the uniform continuity of S(') on [T1? T] in the uniform operator topology 
and the formula (3) we find 5 > 0 such that for s, f 6 [tl910 + T], s ^ t ^ s + 8 
we have 

(6) | |S(*-*o) - S ( S - ' O ) U H ) £ -7 . 

(7) J5 flsr(i. + r - ») ^ s(f)||&m 
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Let f* —,$J <&, then 

fl/.fl, ^ |s(« - to) - s(s - t0)\ \\<p(t0)\\p s \<p(to)ln, 

-Mi l , ^ f«o Pit - r) - $(s - r)\ Hr,<p(r))\pdr g 

£ Kt f0-'» ||S(i> + * - s) - S(t>)fl (1 + \<p(s - v)\p) dv <; 

§ ^ ( 1 + c*)(i + |Wto)||„)(s..- t0y>-»». 

. .a5i|s(l)'+f-s)-s(,)i"d^g 
^^(l + c^o + l^yrc"-»/">,, 

•SSM^I + C^a + Il^o)!,) ( .---) . 

Using Prop.. 1.9. in [7] we obtain 

• \i3l^c(p)(trwy^(s-t0y'^». 

• (Jl 1 » - r) -- S(s - r)] a(r, <p(r))\l dry» ^ 

Z C(p)(trW)1'2 T^2~l»Kt(l + C*)(1 + \\<p(t0)\p) . 

.(%-«>\S(v + t-s)-S(v)\\>dvy»-Z 

^ C(p)(X + C*)Ktp»-l»(trWy<2(l + |Kto)|,)'/, 

\i5\\p^c(p)(trwy2(t-sy2-i». 

ZC(p)(trWy2MKt(X + C*)(X + \<p(t0)l)(t-Sy
2. 

Combining all the estimates we see that ||<p(f) — <p(s)\P ^ Q(*1 + 8 + 81/2) • 
. (1 + |<K'o)|jp)> where Q depends only on Kir T9 p, M, trW. Hencfe it is obvious how 
to find 8 with the desired properties. 

Now, let us consider the equation (2). Notice that the estimates of the terms 
^1^2*^4 do not depend,on the type of the Wiener process, thus we have again 
HI! + I2 + h\\P ^ Q(n + £)(l + ||iKfo)L)- F u r t h e r> acording to (4) we choose 
8 > 0 so that \t — s\ < 8 implies not only (6), (7) but also 

(8) 5T
0\\S(v + t-s)-S(v)\\2

sdvZn
2. 

Relying on Prop. 1.3 in [6] we can estimate 

M , * C(p) (jl I \S(t - r) a(r, *(r))\Um *)m ^ 

<L C(p) ft \S(t - r)\ls Mr,Hr))iI dr)1'2 * 

S Kt C(p) (X + C*) (1 + ||<Kf0)||,) (tf \S(v)\2
s dv)"2 ; 
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using (8) and the proposition quoted above we obtain 

| I - 1 , = C(p) ($11 ||[S(. - r) - S(. - r)] <x(r, tfr))|S,U dr)V» = 

= C(p) (J*. |S(. - r) - S(s - r)|„- ||a(r, <Hr))fl* dr)"2 £ 

Lg Xi c(j») (i +• c*) (i + I^C-o)!,) •' 

•(r'is(» + ' -s ) -s («d« , r = 

^ K, C(p) (I + C*) (I+ 1^)1)^. 

The proof of Lemma is complete, we proceed to prove the statement (i) of Corollary. 
Set T0 = 0 and TX = (2(1 + C*))_1 r\, then we have 

i r " Ht) - <K'o)«,d. = (1 + C*)(l + IW'o^K ^ 
^Ki + WOO-)'.-. 

Next We choose an arbitrary partition {Tjf=1 of the interval :[ti, T]with the mesh 
S > 0, where S is found by Lemma 1 so that \t — s\ < S, s, t e [T1? T], implies 

WO-«<-)0^(l + Wo)|-(2T)-1». 
The statement (ii) can be proved analogously. Q.E.D. 

We use Lemma 1 to establish a uniform version of Theorems 3, 5 in [10]. Such 
a result will be needed in the course of the proof of the averaging theorem on the 
infinite time interval. Let us adopt the following assumptions: 

(III) Let aa:M+ x H-+H, ba: U+ x H - S£(Y, H) , a € [ 0 , 1 ] , 

be measurable functions satisfying: there exists a constant K such that for all t e R+, 
x, yeH, ae [0,1] we have 

lax(t, 0)\\+ jbx(t, 0)\\ ^K, 

\ax(t, x) - ax(t, y)\ + \bx(t, x) - bx(t, y)\ = K\x - y\ . 

(Vu) Suppose there exists A0 > 0 such that for all tu t2 e R+ we have: if 0 _ tt g 
f* t2 = tt + A0, then 

(9) lim J{f S(t2 - s) [ax(s + t0, x) - a0(s + t0, x)] ds = 0 , 
«-»o+ 

(10) lim \\\ (tr {Bx(s + t0, x) W(Bx(s + t0, x))*})1"2 ds = 0 
a-*0 + 

uniformly in t0 e R+ and x e H; we have set Ba(r, x) = ba(r, x) — b0(r, x). 
(Vcu) The same hypothesis as (Vu), only (10) is replaced by 

limft||5a(S + .0,x)||*ds = 0 
a-+0 + 

uniformly in t0 e R+ and xe H. 
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Proposition 1. Let the assumptions (I), (III), (Vu), (U2) be fulfilled. Then for 
every T> 0 and t\ > 0 there exists a0 > 0 such that for all t0 e U+ we have: if 
xa(t), a e [0,1], are mild solutions of the equations 

(11) dx£t) = (Axa(t) + aa(U xa(t))) dt + ba(t, xa(t)) dw(t) 

with initial conditions xa(t0) = x0(t0) e U(Q, <FtQ, P; H) and if ae(0, a0] then 

sup \\xa(t)-x0(t)l^t,(l + \\x0(t0)l). 
telt0tto+TJ 

If the hypotheses (I), (III), (Vcu) and (U3) are satisfied then the same assertion 
is valid also for the mild solutions of the equations 

(12) dxa(f) = (lxa(t) + aa(t, xa(t))) dt + ba(t, xa(t)) dB(t) . 

Proof. Under the present strengthened assumptions the proofs of Theorems 3,5 
in [10] can be carried out as uniformly as we need. Let us demonstrate this fact by 
estimating the term 

R s j*0 S(t - s) [aa(s, xa(s)) - a0(s, x0(s))] ds . 

Fix rj > 0, T> 0, t0e U+ arbitrarily. Let {tf}f=0 be the partition the existence 
of which is ensured by Corollary 1. Set tt = t0 + rf, i = 0, ..., N, x(t) — 
= max {i; tj ^ t), a(t) = max {*,; t{ S '}• In the same way as in [10] we split 

R = $Ut) S(f - 5) Ms> x*(s)) ~ ao(s> *o(s))] ds + 
+ #'> S(t - s) [aa(s, xa(s)) - aa(s, x0(s))] ds + 

t ( 0 

+ Z J.;.! s (* - 5 ) K(5> ^(5)) - <*«(*, *<>(**-0)] ds + 
1=1 

t (0 

+ E JIl.t S(* - 5) k(5> *o('*-i)) - «o(s, *o('i-i))] ^ + 
1=1 

t ( 0 

+ I ft-i S(t - 5) MS> -Xo(^-l)) - «0(S, X0(S))] ds E5 /x + ... + J5 . 
i = l 

The estimate of the terms Il912 requires no change; further, 
t (0 

\\hl = I ft-. 11^ - 5)l| k k *<>(*)) - ^ ,xo(^ i ) )L^ ^ 
f = i 

= WX £ J.!., M s ) - *o('i-i)||, = MK(1 + l*o('o)I,) n. 

The same estimate holds for \ls\p- By the assumption (Vu) we can find at > 0 such 
that for a e (0, «i], i — 1,..., N and for every x e H 

lift-. % - -) Ws> *) - «o(s, *)] ds|| = 

= fljt.-, S(t, - s) [aa(s + t0, x) - a0(s + t0, x)] dsj = IJ/IV , 
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so 

If J!., S(tt - s) [aa(s, Xofo-0) - a0(s, x o ( ^ 0 ) ] M = */* 

almost surely, thus ||/4||p ^ M>j. 
The estimates of the stochastic integrals can be modified in an analogous way. 

Q.E.D. 
To assume the convergence in (9), (10) to be uniform with respect to x e H is 

rather restrictive. Let us try to use instead of (Vu) only the assumption 
(Vlu) There exists A0 > 0 such that for all tl912 e R+ and every L > Owe have: 
if 0 = tx <; t2 = t1 + A0 then (9), (10) hold uniformly in t0 e R+ and i n . x e J L = 
= {deH;\d\\<,L}. 

In the same way we derive an assumption (Vlcu) from (Vcu). 

Proposition 2. (i) Let the assumptions (I), (III), (U2), (Vlu) be fulfilled. Suppose 
K s U(Q; H) is such that the set 2R = {||<K0lh t = to - °' fa(0)-Ts.*o is a mild 

solution of the problem 

(13) d<p(t) = (A <p(t) + a0(t, cp(t))) dt + b0(f, <p(t)) dw(t) 

with <p(t0)eK} 
is uniformly integrable. 

Then for allT> 0, rj > 0 there exists a0 > 0 such that for any t0 e R+ and for 
every mild solution xa(t), ae [0,1], 0f the problem (11) we have: if ae (0, a0] and 
if **(to) = x0(t0)eK then 

sup ||xa(0 - x0(r)||p = n . 
fe[t0,fo + T] 

(ii) Let the hypotheses (I), (III), (U3), (Vlcu) be satisfied. Suppose K g Lp(0; H) 
is such that the set 9W = {||<A(0||P I t ^ t0 }> 0, (^(t))t^to

 is a -WW solution of 

the problem 

diHO = (Ai//(t) + a0(t, i/f(t)))dt + b0(t, xl*(t))dB(t) 

with \l/(t0)eK} 
is uniformly integrable. Then the same assertion as in (i) holds for the mild solu
tions of the equation (12). 

Proof. First, let us notice that every .^-measurable function feK is an initial 
condition of some solution of (13), thus jjfpe 9JI. 9M is a bounded subset of Ll(Q), 
so there exists a constant F such that for all t0 e IR+ and every #"/o-measurable 
feKwehave||f[|£ = F. 

We can easily see that the only step to be modified in the above proof is the estimate 
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of the term J 4. Setting <fa(s, x) = aa(s, x) — a0(s, x) and denoting by AL the set 
{coeQ; ||x0(fQ + r#r. t) (co)|| < L} we obtain 

I M F = M Z IE.- «(*i - 5) *( ' + 'o> *o(*o + fc-i)) d5||p = 1=1 

^^E{|x(4)j;;.1...ds| p + ix(fiN^i)j;l'.1...d4} s 

N 

= м£{A + A}, 

where M = sup {||-S(f)||; t e [0, T]} and x(B) = /B denotes the characteristic function 
of a set B. Now, 

J< ^ 2 M K | X ( A N 4 . ) ft., (1 + ||*0(r0 + r i-1) | )ds |p ^ 

g.2"MKr(Ez({||x0(.-0 + T.-OH > L}) (1 + ||x0(f0 + T,_.) | | ' ))1" • 

By virtue of the uniform integrability of the set SR we can find L > 0 such that for 
every t0 e R+ and all i = 1, ...,N we have J\ ;= (2N)"1 rj. Let us fix this L. Then 
by (Vlu) there exists a0 > 0 such that for every t0e U+ and i = 1, ...,N and for 
almost all COG {||x0(f0 + Ti_1')|J ^ L} the inequality 

||Jj;., S(T, - s)aa(s + f0,x0(f0 + T ^ O H ) ^ ! < ^\2N 

holds, hence also J^ = (2N)"1 rj. Q.E.D. 

Remark 5. If the semigroup S(t) is holomorphic then the assumption (Vu) can be 
weakened in accordance with the finite dimensional case. Proceeding as in the proof 
of Lemma 3 in [10] we can derive the following result: 
f Let aa: R+ x H -* H,, a e [0, 1], be measurable functions such that 

(i) sup sup sup ||aa(f, x)|| < + oo , 
a xeH f £ 0 

(ii) for every 0 = t x ^ t2 < + oo we have 

(14) lim ft [aa(t + t0, x) - a0(t + t0, x)] df = 0 
a-*0 + 

uniformly in t0 ^ 0 and in x e /I. Let the semigroup S(t) be holomorphic. Then (9) 
holds uniformly in t0 ^ 0 and in x e H. If we assume (instead of (i)) that for every 
L ^ 0 the estimate 

sup sup sup ||a«(f, x)|| < + oo 
a xemJt r^o 

holds and that for every L — 0 the limit passage in (14) is uniform with respect 
to t0 ^ 0 and x e &L, then (9) holds uniformly in t0 e R+ and x e 31L. (Recall that 
we have denoted ®L = {d e H; ||dj| g L}.) 
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As the last topic in this section we consider the method of partial averaging.,As in 
the case of ordinary differential equations (cf. [4]) many schemes of partial averaging 
with proofs only slightly different, can be formulated. We content ourselves with 
one of the simplest cases. r 

Let Hh i = 1, 2, be separable real Hilbert spaces, then the space 3? == Hx © H2 

endowed with the norm |(/, fir)|jr = ilffu, + IM,//.)172 i s a l s o Hilbert. Let us 
consider a system of equations (a > 0) 

(15) dxl(t) = (At x
l
x(t) + al(t, xl

t(t), xl(t))) dt + bi(t, x*(t), x2.(t)) dw(t) , 

dx2
a(t) = (A2 xl(t) + a2(t, xl(t), xl(t))) ^ + bl(t, xl(t), x2

x(t)) dw(t) , 

xl(0)=<p0, 

x . 2 ( 0 ) = ^ . 

We assume that At: 0(At) -» Hh i = 1, 2, are infinitesimal generators of (C0)-
semigroups St(t) on Ht; a'a: R+ x Jf -*• Ht, b'x: M.+ x 3tf -» <£{Y, Ht), are measur
able and satisfy the usual Lipschitz type conditions: there exists K > 0 such that 
for all (e R+, (x, y), (u, v) e 3ff, a e (0, 1], i = 1, 2 we have 

(16) \a%x,y)-a\(t,u,v)\ + \b%x,y)-b\(t,u,v)\^ 

^K\\(x,y)-(u,v)\\, 

\a:(t,0,0)\ + lK(t,0,0)\^K. 

As before, w(t) is a Wiener process with the nuclear covariance operator W in the 
Hilbert space Y. 

(Au A2): 0(̂ 41) © D(A2) -* J? generates a (C0)-semigroup on 3tf, so if we treat 
(15) as an equation in 3tf, then for every initial condition cp0 = (<p^, (pi) e U(Q; 2tf) 
there exists (by Ichikawa's theorem, [7], Th. 2.1) a unique mild solution xae 
G #([0, oo); LP(Q; Jf)). 

Proposition 3. Let S2 e W((0, oo); jSf(H2)). Suppose that there exists A0 > 0 such 
that for all tl912 e U+ we have: if0iZ.t1^t2^t1 + A0, then 

(17) lim \\\ St(t2 - 5) [al(s, x, y) - a0(s, x)~] ds = 0, 
a->0 + 

(18) hmft(tr{[bl(s,x,y)-b0(s,x)]. 
a->0 + 

. W[bl(s, x, y) - b0(s, x)Y})»>2 ds = 0 

uniformly for (x,y)e3V, where a0: R+ x Ht -+ Hu b0: R+ x Ht -• £?(Y, ff.) 
are measurable functions satisfying 

\a0(t, x) - a0(t, u)\ + \b0(t, x) - b0(t, u)\ ^ K\\x - u\ , 

\a0(t,0)\ + \\b0(t, 0)\\ £K 

for all t 2: 0; x, u e Hu 
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Let xa =» (xl, xl) be mild solutions of the equation (15) with an initial condition 
<Po "" (#o» 9o) e K(Q'> •**)» P S= 2. Let ,»(r) fee rfce mild solution of the equation 

dy(t) - (i-i KO + «o(t, y(t))) dt + b0(t, y(t)) dw(t), 

y(0) =<pl. 

Then for allT> 0 we have 

lim sup \\xl(t) - y(t)l = 0 . 
a->0+ *e[0,r] 

Proof. We will sketch the proof very briefly, because it differs only in technical 
details from the considerations we have done before. 

First, proceeding as in the proof of Lemma 1, we find a partition {TJJLQ of the 
interval [0, T] such that for all a e (0,1] we have 

I n:., IK« - *«(*.-i)IU dr i (i + |KIU) n • 
i = l 

The partition {TJ can be chosen fine enough to ensure also 

illlAly^-y^-M^dr^r,. 

(T, r\ > 0 are arbitrary but fixed a priori.) By the definition of a mild solution it 
follows that 

4(t) - y(t) = Jo S.(t - r) [al(r, xl(r), x2(r)) - a0(r, ><-))] dr + 

+ J0 S.(. - r) [#(- , ^(r), x2
x(r)) - b0(r, y(r))] dw(r) = R, + R2 . 

Let us split Ri into the sum 

Ri = &., St(t - r) [ax(r, x\(r), x2
a(r)) - a0(r, y(r))] dr + 

+ JS(0 St(t - r) [al(r, x.(r), xfr)) - al(r, y(r), x'(r))] dr + 
r(t) 

+ I £.-. *i(< - ' ) [ * Kr), *fr)) - al(r, y,.u xl.,)] dr + 
i= l 

t(0 

+ L £l-i Si(' - 0 W f a >Vi> < i - i ) - <*0(r, J>,-i)] dr + 
i-=l 
T(0 

+ I E!-t «i(' - ' ) [a0(r9 y^) - a0(r9 y(r))] dr s J-. + ... + J5 . 
. = i 

Here T(f), ff(f) have the same meaning as in the proof of Proposition 1 and we have 
set xlti-i. = x*(x._i)> yi-x = y(t |-i). 
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Using the inequalities (16) we may derive in a well-known way the estimates 

B/_| | ,__c(*--<0). 
p2\\pSCi'0\\xl(r)-y(r)ldr, 

r(t) 

INI, = C__ft_, \\(y(r),*l(r)) - (*-_, <.-_)„_.* dr =g 

-S C £ j : ; . , (IXt-) - y.-xlU.^ + fl*_(r) - * _ . . - i | U ) d r ^ 2C, , 

I I 4 = c / . 

(We have denoted by C some constant depending only on K, T9 trW9 ||<p0|lp and on 
the function Sx: [0, T] -> ^(Hi).) 

By (17) we may find a0 > 0 such that for all a e (0, a0], i = 1,..., 1V and almost 
all co e Q we have 

(19) [)£_, Sfa - r) \a\(r9 yt.l9 xa>i^) - a0(r9 y^)] dr\\Hl ^ ,/N , 

hence also |/4 | |p _§ Cr\. The estimate of the term JR2 can be obtained analogously. 
Q.E.D. 

Remark 6. We may establish the above results under the assumption that the 
convergence in (17), (18) is uniform only in y e Hl9 if we suppose that 

I k (t. x. y)ll + \\K (t, x, y)\\ ^ K (1 + \\x\\Hl) 

for t ^ 0, (x9 y)e J^9 a e (0,1]. In this case we handle the integrals in terms like 
(19) using the Lebesgue dominated convergence theorem with the majorant 
const. I^ j . i \\p independent of a. 

2. ASYMPTOTICAL STABILITY 

In this section we will study the asymptotic behaviour of the equation 

(1) d<p(t) = A <p(t) dt + a(t9 cp(t)) dt + b(t9 cp(t)) dw(t) , 

where A stands for an infinitesimal generator of a strongly continuous semigroup 
S(t) on H9 a:U+ x H -+ H9 b:U+ x H -» J§?(Y, H) satisfy the inequalities from 
the assumption (Ul), and w(t) is a Y-valued Wiener process with a nuclear covariance 
operator W. We will denote by <ps'x the solution to the equation (1) with the initial 
condition <ps'x(s) = x. We give some sufficient conditions for the stability properties 
(in the terms of Liapunov functionals) required in the next section to justify the 
averaging on an infinite time interval. 

Throughout the section we assume 

(2) <Ax,x>:g/,||xfl2, xeD(A), 
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for some jJeR, Note that (2) is satisfied for a large class of equations (including, 
e.g., parabolic and hyperbolic problems). It also implies a.s. continuity of trajectories 
of solutions of (1) (cf. [8], Prop. 3.8). Let <*2(R+ x H) = #*'2 be the class of 
real valued continuous functions on R+ x H with the following properties: 

(3) v(t9 y) is differentiable in t for each y e D(A)9 and vt(t9 y) is continuous 
on R+ x D(A) provided D(A) is equipped with the graph norm; 

(4) v(t9 y) is twice Fr6chet differentiable in y for each t9 vy(t9 y) and vyy(t9 y) h 
are continuous on IR+ x H for any heH. 

For ve^l'2 we define 

[Lv\ (t9 x) = <vx(t9 x), _4x + a(r, x)> + 

+ 1 tr {b*(t9 x) vxx(t9 x) b(t9 x)W}9 

x e D(A)9 t > 0. We will use the following useful result by Ichikawa ([8], Corollary 
3.4). 

Lemma 1. Let v e #s
1,2 satisfy 

(5) \v(t, y)\ + lvy(t, y)\\ + jVyy(t, y)\\ Z KT(l + f j f ) 

for some KT > 0, q > 0 and all t e [0, T], T > 0, y e H. Assume 

(6) [Y£ + L\V1 (r, x) ^ w(r, x), xeD(A) , * > 0 

/or a function u continuous on U+ x H such that \u(t, x)\ S KT(l + flxfl*). Then 

v(t, cps>x(t)) - v(s9 x) S Js u(r9 <ps>x(r)) dr + 

+ J! <vy(r, cps>x(r))9 b(r9 <p°>x(r)) dw(r)> . 

In particular, 1/1* = 0, then v(t9 (p
5,x(t)) is a supermartingale. 

For ve<#la set 

[Ldv] (t9 x9 y) = <vx(t9 x - y)9 Ax - Ay + a(f, x) — a(f, y)> + 

+ i tr {\b(t9 x) - 6(r, j;)]* *„(*, x - y) \b(t9 x) - &(*, y)]W} , 

* > 0, x, j e D(.A). 

Lemma 2. Lei £: R+ x R+ -* IR be a measurable function satisfying 

(7) \£(t9u)-l;(t9v)\SKT\u-v\9 u9veU+9 * e [ 0 , T ] , T ^ O 

/or some KT > 0, <!;(*, 0) = 0, and let £(t9 •) be concave for all t. Assume 

(8) [(dldt + Ld)v](t9x9y)SZ(t,v(t9x-y))9 t>09 x9yeD(A) 
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for some nonnegativevgtfl'2 satisfying (5). Then 

(9) Ev(t, <ps>x(t) - <ps-y(t)) S ^s>x-y\t) "' f 

holds for allO ^ s ^ t, x,ye H, where \//s'v stands for the solution of the equation 
# = «M), ^"M = t>. 

Proof. By (5), (7) we have 

\Z(t, v(t, x - y))\ <Z Kr(l + |Jx||* + \yf) , x,yeH, te[0,T] 

for some RT > 0. Hence we may apply Lemma 1 to the functions v(t,x — y)e^>2 

(U x H x H), u(t, x, y) = £(f, t̂ f x - y)) and to the H x H-valued process (<ps,x(t)9 

<ps'y(t)). We obtain 

(10) h(t) = Ev(f, <ps>*(f)- f*(t)) "S Et;(cr, <̂ *(<x) - ^ ( < T ) ) + 

+ E £ £(r, v(r, <ps'*(r) - ^ ( r ) ) ) dr 

for 0 ^ s ^ <T ̂  r. By Jensen's inequality it follows that 

(11) h(t)^h(<r) + $Z(r,h(r])dr. 

Assume that (9) is false, i.e. h(t\) >\jf^>v^>x-y)(t^ for some tt > s. Since <ps>x
y <ps>y e 

e<$([s, T]; I}(Q;H)), s ^ T, (see [7], [8]), we obtain (using (5)) the continuity of 
h(t) on [s, +oo). Hence we can find t* e [s, tx) such that h(t*) = \//s>v(s>x-y)(t*) 
and h(r) > il/s>*s>x-y)(r) for ** < r <> t{. It follows that 

h(r)';- ^ ^ ^ > ( r ) ^ K* |£(t, h(r)) - { ( t , : ^ « - ' > ( T ) ) | dt ^ 

J. " < K^j% (h(r) - F>«'-*->>(T)) dr, > ^ r < t%, 

and thus by Gronwall's lemma h(tt) g ^r,'*(*»*-')(f1), which is a contradiction. 
Q.E.D. 

In Liapunov type statements on stability it is sometimes? useful to rfclax the con
dition on differentiability of v at zero. Set 

T, = xy>y = inf {t ^ s, \\<ps>x(i) - <ps>y(t)l <8}, 8>0, s^O, 

x, ye H. 

Lemma 3. Let £ be the same as in Lemma 2, let vjjz 0 be a continuous function 
on R+ x k satisfying the differentiability conditions (3), (4) onR+.x (D(A) \ {0}), 
!R+ x (H\{0}) 5 respectively, and let 

(12) \v(t, y)\ + \\vy(t, y)\\ + ^y(t, y)\ <; KT& + \y\\% 

\y\ ^ 8, 0 ^ * ̂  T, e > 0, /or some Krj£ > 0 and q > 0. 

rAssume (8) for x, >> e D(A), x + j , and 

(13) T̂  -> -f-oo almost surely for S -> 0+ , x =# y . 

Then (9) is valid. 
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Proof. Let rj3: R+ -*• [0,1], 8 > 0, be nondecreasing functions with continuous 
derivatives r\'b, rj3, rjd(r) = 0 for r <; <5/2, rj3(r) = 1 for r ;> <5. Set t;3(f, x) = 
= rja(lxl2) v(t9 x). Obviously v3e #S

1,2(R+ x H) and the estimate (5) is fulfilled 
with some KT > 0, q > 0. Furthermore, by (2) and (8) 

(14) Uj + £\vA (t, x, y) š u\t, x - y), teU+, x,yeD(Á), 

where ud is continuous and such that \us(t, x)\ g RTt3(l + ||x|p) for some RTt3 > 0, 
p > 0, u*(t, x) = £(t, v3(t, x)) for | x | > 8. Consequently, applying Lemma 1 
similarly as in the proof of Lemma 2, we obtain 

lvd(t A x3, (f>s>x(t A T3) - <ps>y(t A T,)) ^ 

^ E^((T A T6, <ps>x(a A T^) - cps'y(a A Ta)) + 

for 0 ^ s ^ a ^ t, r3 = TJ'*,V, |X - }>|| > 8, and hence 

Et;(* A %3, <?S,*(* A T,) - <pS>y(t A T*)) ^ 

<: Et>(<r A T„ <p5,x(tr A Tj) - <ps>y(<r A r3)) + 

+ E f/A* {(r, <r, <ps,*(r) - <^>(r))) dr . 

Taking c5 -> 0+ we obtain (11) by the dominated convergence theorem. Further 
we can proceed identically as in the proof of Lemma 2 provided we show that the 
function h(t) is continuous. For arbitrary JR > 0 set QtR = {coeQ; [|<p*'*(0 ~~ 
~ <Ps,y(t)i ^ R}, Qc

t,R = Q\Qt,R- Let s < T, X,te[s, T], ee(0,R) be arbitrary. 
Then for some RTe > 0 we have 

1*0 - *wi ^ 
= £r, f i(l + * « ) { E | | ^ 0 - <p*>x(X)\\ + E [ ^ 0 - <ps>y(X)\} + 

+ E((v(r, <p°>x(t) - ^ ( 0 ) + i<A, <p*>x(X) - <^(A))). 

. x(Qt,R u Of,, u 0A,R u OJti)) . 

The first summand on the right-hand side tends to 0 whenever k -> t for any #, s fixed 
because q>s,x, q>s,y e #([s, T]; L 1 ^; if)). So it is sufficient to prove that R, e can be 
chosen such that the second summand may be arbitrarily small. But we have 

lim P(Qc
tB) = 0, lim P(Ql}R) = 0 

e-*0+ R-*ao 

by (13) and (1.5), respectively, the limit being uniform for t e [s, T] in both cases. 
Furthermore, the continuity of v at (t, 0) together with (12) implies 

v(t, x) = Cr(l + J]*!*) , xeH, te[0,T] 
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for some CT > 0. Our assertion follows, as the second summand may be now 
majorized by the term 

{E(Cr(2 + i ^ - c o - *•>&[< + |b~(A) - <P->(X)\\<))2Y12 • 
• (P(G,,K) + P(Q,.K) + PK«) + P(GU} 1 / 2 

and (1.5) may be used. Q.E.D. 

Remark 1. If dim H < oo, then (13) holds automatically (see [9], Lemma 2.2). 
This, in general, is not true for infinite dimensional H; as an example we can take 
the equation x -= Ax, where A is the infinitesimal generator of the semigroup 
S(t) X(Q) = x(t + Q), r :> 0, Q > 0, in the space H = L2((0, + oo)). 

If the equation (1) is linear, i.e. a(t, x) = a(t), b(t, x) = b(t), then (13) is equi
valent to 

(15) S(t) x =f= 0 for all x + 0 , t^ 0 . 

The condition (15) is obviously satisfied for A self-adjoint with a compact resolvent* 
in which case 

s(0 x = E exP (a-0 <*> **> *i> 
i 

where {ej is an orthonormal basis in H, af are reals. Furthermore, (15) clearly holds 
if S(t) is a group (t e R). These two cases cover the most usual stochastic (self-adjoint) 
linear parabolic and hyperbolic equations. In the example below we establish (13) 
for more general hyperbolic equations. 

Example 1. Consider the second order stochastic equation 

(16) ztt + oat + A0z = f(t, z) + g(t, z) w(t) , 

where a §: 0 and A0 is a positive self-adjoint operator on a real Hilbert space H2 

with domain D(A0), such that 

<A0z, z}H2 ^ k\\z\Hl, zeD(A0) 

for some k > 0. We rewrite (16) in the form (1) in an obvious way, putting H =. 
= D(^'2) x H2, 

<x, y> = ( ( * ) , ( £ ) ) = <Al"xu All2
yi}H2 + <x2, y2yBl, 

^(:;)=(_l^)(:;)^(-) = ̂ o)xD(.n. 
Note that 

(17) ((j)^C)) "-"l^-' ^^eD^-
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Assuming Lipschitz continuity off and g we get by (i7) 

Ltd* - yl'1) ?* 4* - yt1 > x,yeD(A), x±y 

for some c > 0, and hence 

( i + I « ) ( . — | * - y\->)S0. . . 

Similarly as in the proof of Lemma 3 we obtain 

• E(exp(-c(f A T,)) \qf*(t A T,) - <p^(t A T,)!"1) £ e^x - jfl-1, 

0 g s'g t, \\x - y\\ > S, T..:-= TJ,X''. Thus 

E||^x(( A T.) - ^"(r A T,)!"1 ^ ^'-s)||x - y^1 , 

consequently 

. , i p p r ' ^ O ^ E ^ T r ' ^ t l l ^ T : ) - ^ ^ . ) ! - ^ • 
o 

S ec('-J)Ix - y\~l , 

and 
l i m P f r ^ g f ] = 0. , 

Definition 1. .4 solution cp of the equation (l) is said to be 

(i) p-stable (p > 0), if for any e > 0 we find 5 > 6 such that for every t0 ^ 0 
and for all solutions <p of the equation (l) we have: if \\<p(t0) — <p('o)|p ^ $ then 
sup ||<?>(t) — ^(OIIP 

(ii) asymptotically p-stable, if it is p-stable and there exists U > O^such that 
for all s > 0, 5 e (0, 77] there exists T(e, 8) > 0 swch that for all t0 e R+ and any 
solution <p of the equation (1) satisfying \<p(t0) — $('o)||p = & we #0i;e 

sup H«>(0 — ^(OIU 
-' •• • • ^ ' o + T(e'i«5)! ' • ' . " • ' , • • : • \ o--

(iii) stable in probability, if for every e > 0 there exists 5 > 0 such that for 
eoery t0 §; Q and any solution <p of (1) satisfying P[||<p(*0) "7 ̂ K*o)D = ^] = ^ 
we hai?e P[sup \<p(t) — <p(OI ^ e] ^ £. 

t^to 

Definition 2. (i) The equation (1) is saici /a be p-stable (asymptotically p-stable, 
stable in probability), if each of its solutions is p-stable (asymptotically p-stable, 
stable in probability). 

(ii) We say that the equation (1) is asymptotically stable in probability provided 
it is stable in probability and for all e > 0, R > 0 there exists T(s, R) > 0 such 
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that for all t0 ^ 0, x, y e H, Jx - y\\ ^ R, we have 

sup PO«"*(0 - <p,0"(t)\\ £ «] £ * • 
f^fo+T(e,R) 

The notions of stability introduced above are in fact rather strong; uniformity 
with respect to initial conditions is required. However, this kind of stability is exactly 
what we need to prove the averaging properties below. 

Recall that a trivial solution x =5 0 of an ordinary differential equation x = £(t, x) 
is said to be uniformly asymptotically stable (in the Liapunov sense) if it is uniformly 
(Liapunov) stable (this means that for every e > 0 there exists 8 > 0 such that 
|x(f0)| ^ 8, t0 ^ 0 implies |x(f)| ^ e for t J> t0) and there exists D e (0, oo] such 
that for e > 0, D > 8 > 0 we can find T(e, 8) > 0 such that |x(r0)| = 8, t0 = 0 
implies |x(*)| g e for t ^ t0 + T(e, 8). If D = oo then the solution x = 0 is called 
globally uniformly asymptotically stable. 

Proposition 1. Suppose that the assumptions of either Lemma 2 or Lemma 3 
are fulfilled with some v, £. Let the trivial solution x0 = 0 to the equation x = 
= £(t, x) be uniformly Liapunov stable. 

(a) Assume 

c±lxlp
 = v(t,x) S c2lx\\p, t^O, xeH 

for some cu c2,p > 0. Then the equation (1) is p-stable. Moreover, if x0 is uni
formly asymptotically stable then (1) is asymptotically p-stable, 

(P) Assume £ S 0 and 

(18) lim sup v(t, x) = 0 , 

(19) b(r) = mf{v(t,x),(t,x)eR+ x {|x| ^ r}} > 0, r > 0 . 

Then the equation (1) is stable in probability. Moreover, ifx0 is globally uniformly 
asymptotically stable, then (1) is asymptotically stable in probability. 

Proof, (a) If E|<p('o) ~ <K'o)||p = 8 for some t0 = 0, 8 > 0, then Ev(t09 <p(t0) ~ 
- <p(t0)) ^ c2S. On the other hand, Ev(t9 <p(t) - <p(t)) S e, e > 0, f ^ f0 ;> 0 
implies E||(p(f) — (̂OH* = c^e. Thus (a) follows from Lemma 2 (or Lemma 3). 

(P) Let e > 0, ||x - y\\ ^ e, r0 = 0, 

re = Tt0'x'y = inf {I > t0, \\(p^x(t) - <p^(i)\\ > e} . 
By Lemma 2 (or Lemma 3) (v(t9 <pt0tX(t) - <P>t0ty(t)))t%to is a supermartingale and 
hence by the optional sampling theorem 

Ev(t A xe9 <pt0'x(t A O - <p'°'y(f A T.)) = t>(*0, x - y), * £ t0 . 

Setting <9 == {co; sup |j <pto'*(s) - <Pto,y(s)l > e], we obtain the inequality 
se[fo,f] 

„(f0, X - y) Z EZ((9) P(t A t„ ^ ( f A T.) - </">(.• A T,)) £ 

£ E*(<9) <*.. ^"-"(r.) - ? ' - ' (T«)) ^ K«) p(©) • 
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and hence 

P[ sup I <p'°'*(s) - <p**(sЦ > e] ^ b^e)-1 v(t0, x-y) 
5Є[í0,ř] 

for any t ^ t0, so that we have 

P[ sup l<p'°'x(s) - 9"»>(s)[| > e] £ fe(«)_I <to, x-y), 

which together with (18), (19) implies stability in probability, since for arbitrary 
solutions <p(t), <p(t) of the equation (1) the identity 

P[ sup \\<p(s) - 0(s)|| > e] = 

= JHX« P[ sup | ^ ( s ) - <p'°''(s)|| > a] P[<p(t0) e dx, cp(t0) e dy] 
S^to 

holds. Asymptotical stability in probability easily follows since we have 

p [ |k '° '*(0 ~ <Pto0,(OH > £ ] -S b(e)'1 Ev(t, <pt0>x(i) - <pt0>y(t)) . Q.E .D. 

3. AVERAGING ON INFINITE TIME INTERVALS 

In the previous sections we have prepared all tools needed for treating the averaging 
problem on unbounded time intervals for the equations (1.11), (1.12). So, let us 
consider the equations 

(1) dxa(t) = (A xa(t) + aa(t, xa(t))) dt + ba(t, xa(t)) dw(t) , 

(2) dxa(t) = (A xa(t) + aa(t, xa(t))) dt + ba(t, xa(t)) dB(t) . 

First, we will prove the theorem announced in Introduction. 

Theorem 1. (i) Let the assumptions (I), (III), (Vu), (U2) be fulfilled. Let x0(t) 
be a mild solution to the equation 

(3) dx0(t) = (A x0(t) + a0(t,x0(t))) dt + b0(i, x0(t)) dw(t) , 

which is bounded in If(Q; H) (i.e. sup [|XO(0!P — r < °°) an^ asymptotically 

p-stable. Then for every r\ > 0 we can find a0 > 0, <5 > 0 such that for all t0 e R + 

and any mild solution xa(t) to (1) we have: if cue (0, a0] and \xa(t0) — x0(t0)\p ^ 8> 
then : • 

sup | |x a (0- x0(t)\\p =? n-
t^to 

(ii) Let the assumptions (I), (III), (Vcu) and (U3) be fulfilled. Let x0 be a mild 
solution to the equation 

(4) dx0(f) = (I x0(t) + a0(t, x0(t))) dt + b0(t, x0(t)) dB(t), 
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which is bounded in LP(Q; H) and asymptotically p-stable. Then the assertion in (i) 
is valid also for mild solutions to (2). 

(iii) Let the assumptions (I), (III), (Vlu), (U2) be fulfilled. Suppose K g LP(Q; H) 
is such that the set 

9JI = {|<p(f)[h t ^ t0 ^ 0, (/> is a mild solution to (3), <p(f0)eK} 

is uniformly integrable. Let there exist & > 0 and ft g K such that for any mild 
solution xa(t) of (1) we have: if a e (0, <$] and xa(t0) e & then xa(t) e Kfor all t ^ t0. 
Let x0(t) be a solution of (3) which is asymptotically p-stable. Then for every 
rj > 0 there exist a0 > 0, S > 0 such that for every mild solution xa(t) of (1) and 
for any t0 e IR+ we have: if a e (0, a0], xa(t0) e R, and \xa(t0) — *o(*o)!P = *5 then 

sup \xa(t) - x0(t)\\p ^ rj. 

(iv) Le* ffee assumptions (I), (III), (Vlcu), (U3) be fulfilled. Suppose K g Lp(0; if) 
is such that the set 

TO = (MOIh * = ro = 0, <f> is a mild solution to (4), cp(t0)eK} 

is uniformly integrable. Let & > 0 and & have the same properties as in (iii), but 
with respect to mild solutions of the problem (2). Let x0 be a solution to (4) which is 
asymptotically p-stable. Then the conclusion in (iii) holds also for mild solutions 
of the equation (2). 

Remark 1. The statements (iii), (iv) look rather sophisticated, but, unlike (i) and 
(ii), they can be used for linear problems, in which case we take for K, & appropriate 
balls in I3(Q; H), q > p; see also Example 2 below. Note that in (iii), (iv) we need 
not assume the boundedness of x0 (which, of course, follows from the assertion). 

Proof. The idea of the proof closely resembles that of the proof of Th. 3 in [11] 
where the case dim H < oo and x0 = 0 is investigated. For the sake of completeness 
we repeat here all necessary arguments. 

We shall prove the statement (i). Let us choose rj > 0, t0e R+ arbitrarily. By 
the p-stability of x0 we find S > 0 such that [|<p(*0) ~ Xo(*o)|jp = 5 implies 
sup \x0(t) — <p(t)\p g r\\4 for any solution <p of (3). Without loss of generality we 

may choose S e (0, min (rj, IT)), where I7 is the constant from the definition of the 
asymptotic p-stability. According to Prop. 1.1 there exists a0 > 0 such that for 
a e (0, a0] and for any mild solution <p to (3) satisfying q>(t0) = xa(t0) and fl<K*o)!p — 
g F -f S we have 

sup {\\xx(t) - <fi(t)l, t0^t^t0 + T(SJ2, S)} g b\2 . 

Let us prove that these a0, 8 are the desired quantities. Let xx, a ^ a0 be a solution 
to (1) such that \xa(t0) — x0(t0)\p ^ S. Let x0 be a solution of the problem (3) 
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satisfying x0(*0) - xa(t0). Then |x0(f0) - x0(*0)[], = S9 hence 

sup {§x0(t) - x0(t)\\p9 t0£t£t0 + T(8\2, 8)} = IJ/4 ; 

further ||x0(t0)|p = flx0(^o)Bp + I*o('o) ~ *o('o)||, % T + 8, thus 

sup {Jxo(0 - xa(t)\p9 t0^t^t0 + T(5\2, S)} S S\2 ^ T/2 . 

Combining all these estimates we obtain 

sup {\x0(t) - xa(t)\\p9 t0 ^ ^ 'o + r(5/2,<5)} ^ q . 

Moreover, by the asymptotical p-stability 

||x0(t0 + T(8\2, 8)) - x0(*0 + T(<5/2, 8))l = 8\2, 

hence 

\xa(t0 + T(8\2, 8)) - x0(t0 + T(8\2, 8))\p £S. 

We see that all the above considerations can be repeated on the interval 
Oo + T(8\2,S),t0 + 2T(8\2,8)\ with an auxiliary solution x0(t),x0(t0 + T(8\2,8)) = 
= xa(*0 + T(<5/2, 8))9 and we complete the proof by induction. 

The statement (iii) can be proved similarly, if Prop. 1.2 is used instead of Prop. 1.1; 
the proofs of (ii), (iv) are analogous to those of (i), (iii), respectively. Q.E.D. 

To assume the asymptotic p-stability of the process x0 is quite restrictive. In the 
sequel we content ourselves with the supposition that the equation (3) is asymptotical
ly stable in probability, and we will prove that xa -> x0 in probability. In such a case 
we will not need Prop. 1.1 in its full strength, so we leave out some of. the hypotheses 
of that proposition and rely on the following assumption, which is weaker than the 
assertion of Prop. 1.1: 
(P) Suppose that for every */ > 0, T> 0, R > 0 there exists ax > 0 such that for 
all a e (0, a j , t0 e R+, xeH9 ||x| g.Rwe have 

sup P[K°'x(0 - xo°'*(0|| ^ if] S n , 

where xa°'x denotes the mild solution to (l) with the initial condition xa°'x(t0) = x. 
Recall that a family {Xx} of random variables is said to be equibounded in proba

bility if for any e > 0 there exists R ^ 0 such that sup P[\XX\ ^ # ] -S e-

Proposition 1. Let the hypotheses (I), (III), (P) be satisfied, let the equation (3) 
be asymptotically stable in probability. Let the set 

* = {|K°'*(0||> 0 S a £ a0, jjxjj ^ 809 t ^ t0 £ 0} 

be equibounded in probability for some a0 > 0 and any 80 > 0. Then for every 
tf > 0, xeH there exist ax > 0, 8 > 0 such that for all yeH, \\x - y|| ^ <5, 
at e (0, aj] and any t0eU+ we have 

supPOxrw-xro)!^]^-
f£t0 

212 



Proof. Take *?e(0,1), xeH. The stability in probability implies that there 
exists 5 > 0 (we can take 5 < min (1, r\\7)) such that 

(5) P [ | | x r ( 0 - *S"r(t)|| ^ i|/2] ^ tf/2 , t 2. f0 

for all r0 ^ 0 and any random initial conditions Z, Y such that ?\\X - Y|| ^ 5] ^ 
^ 5. By the equiboundedness in probability of 51 (with <50 = \*\ + 1) we find 
R ^ 0 (take JR ̂  50) such that 

(6) sup {P[||*?*(01 + |K°'Y(0ll *R];t^t0zo9*£ «o. 
flx~yl^5}^5/4. 

Furthermore, by the asymptotical stability in probability we find T -= T(<5/4, R) 
such that for all t0 e R+, y, ze H, fly — z | g R we have 

(7) sup P[|xfr(.) - xS>'z(t)fl £ 4"^] | 4 - ' 5 . 
r^fo + T 

Finally, by (P) we find a2 e (0, a0) such that 

(8) sup P[K""(t) - x0"'(t)|| £; <5/2] g 5/2 

for all t. e R + ^ e H, \\y\\ g i? + 1, a g a2. 
Take j -ef l , fly - x|| ^ 8. By (5) it follows that 

sup P[D4"'(.) - x{T(.)| ^ „/2] g t»/2 . 

By (5) and (8) we obtain (note that 5 < rjj2) 

(9) sup P[KOJP(0 - *o°'x(OII ^ *] -̂  n 
te[r0,to + T] 

for a g a2. Similarly, by (7) and (8) we get 

(io) P[|x^^(t0 + r) - xr(to + -OB ^ # ] ^ # 

for a ^ a2. Set Y. = x'°-y(t0 + T), X. = xS"x(t0 + T). By (5) and (10) we have 

(11) sup P[||xr T'X'(0 - xrT'u{t)l £ ,/2] S tf/2 • 

Since P[J|y.|| ^ R] ^ 5/4, we get from (8), (11) 

sup P[Jxr(t) - 4°'y(0l £ i|] =-
-6[fo + r,r0 + 2T] 

= sup P[||xo
o+r'x'(0 - *?+T'r*(01 ^ ] g 

«e[t0+r,to+2r] 

^ rjjl + dj2 + 3j4 ^ t,. 
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Furthermore, since P[fl.X'1|| + flYifl ^ J?] g S[4, we get 

P[K0+T-x,(.o + 2T) - x?+T-r>(t0 + 2r)fl £ id] ^ 

^ P([x'0°
+T-r% + 2T) - x'rT'Yl(to + ^T)\\ It 5/2] u 

u [flx§>+^r,(to + 2T) - 40+r '*'(to + 2r)H = W = * -

and we can proceed similarly on [t0 + 2T, t0 + 3T], The proof can be easily 
completed by induction. Q.E.D. 

The rest of the section is devoted to the averaging problem 

(12) dxe(t) = (Axe(t) + a (- 9xE(t)X\ dt + a f - ,xE(t) J dw(t) , 

where A: D(A) -> H is an infinitesimal generator of a strongly continuous semigroup 
S(t) on H satisfying (U2) and the coefficients a, a satisfy the estimates of (Ul). 
Assume further that there exist Lipschitz functions a: H -» H, a: H -> JS?(Y, H) 
such that for some A0 > 0 we have: if tu t2 e IR+, 0 ^ tx ^ f2 ^ fx + A0 then 

lim Г s ( ř 2 - s)(oc {s-±Js> . Л - -(,)) ds = 0 

uniformly for t0 e U+, and 
i [fiT+T 

lim - (tr {[>(s, X) - £(*)] JV[>(s, x) - ff(x)]*})p/2 ds = 0 

uniformly for /? ^ 0. 
If the convergence in the above formulae is uniform also for x e H then it is obvious 

how to apply Theorem 1; however, if we assume the convergence to be only locally 
uniform in x then in order to obtain effective results on averaging in U(Q; H) and 
in probability for the equation (12) we need verifiable conditions guaranteeing 
boundedness of the g-th moment of the solution to the limit equation 

(13) dx(t) = (A x(t) + ot(x(t))) dt + a(x(t)) dw(t) , 

or the equiboundedness in probability of the set ft defined in Proposition 1. 
If v e ^2(H) (the set of twice continuously differentiable functions on H) then we 

set 

[Zv] (x) = (Ax + a(x), vx(x)y + | tr (a*(x) vxx(x) a(x) W), xe D(A) , 

[L8v] (t, x) = (Ax + <x(tje, x), vx(x)y + 

+ i tr (a*(tje, x) vxx(x) a(tje, x)W), xe D(A) , 

[Zdv] (x, y) = (Ax - Ay + a(x) - a(j), vx(x - y)y + 

+ $ tr ([a(x) - a(y)]* vxx(x - y) [a(x) - a(y)] W) , x,ye D(A). 
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Proposition 2. Let ve<£2(H) be a nonnegative function satisfying (2.5) and 

(14) d,\x\p + cx _ v(x) _ d2\x\p + c2 , x e / J 

for some p > 0, dl5 d2 > 0, cA, c2 e R. AssumeLv(x) _ £(u(.x;)), xe 0(A), where 
<̂: R+ ~> IR is a concave Lipschitz function such that all solutions of the equation 

y(t) = £(y(t)), t _ t0 , y(t0) = J>0 , 

are bounded on their domains uniformly with respect to t0 e R+ and to y0 from 
compact intervals. Then for every K > 0 there exists M > 0 such that E\\x(t)\p < 
_ M, t _ f0, provided E\x(t0)\

p _ K, where 3c stands for a mild solution to the 
problem (13). If moreover [Lxv] (t, x) _ £(v(x)), x e D(A), then also E\\xe(t)\\

p _ M, 
t _ t0, se (0, 1], provided E\xe(t0)\

p _ K, where xe denotes a mild solution to (12) 
and M = M(K) does not depend on se (0,1], t0 e (R+. 

Proof. Lemma 2.1 applied to the equation (13) yields 

Ev(x(t))^Ev(x(t0)) + E$'toZ(x(s))ds, 

By the same procedure as in the proof of Lemma 2.2 we obtain 

Ev(x(t)) _ sup \y(t); t> t0, 0 _ y(f0) _ d2K + c2} , 

if the solution x(t) of (13) satisfies Ev(x(t0)) _ d2K + c2. By (14) it follows that 

E\x(t)\p _ sup {dr1 XO - c±; t _ *0, 0 _ >>(*0) _ d2K + c2} = M v 

The assertion on xe(t) can be proved J analogously [(note [that J \Lev] (t, x) ^ 
[Ll].(tjS,x)). Q.E.D. 

Lemma 1. Let ?;: IR+ x IR+ -> R satisfy the assumptions of Lemma 2.2. Denote 

by ze the solution to the equation ze(t) = t;(tje, ze(t)), ze(6) = z, z > 0, 0 < e S L 
Lef j;(r) be fhe solution to y = £(i>, >>), }>(0) = z. Then 

sup ze(t) _ sup >>(f) . 

Proof. With no loss of generality we can assume y(t) > 0 for t _ 0. Set he(t) ^ 
= ze(st), M = sup y(t). Assume that he(t) > M for some e e (0,1), t > 0. l^t 

t^o 

f0 < i be such that he(t0) = )>(*0) and hc(s) > y(s) for se(t0,t]. Concavity 0f 
<£(*, •) and the identity £(t, 0) = 0 yield 

he(s) _ st(s, he(s)) eZ(s, y(s)) _ ey(s) , , 

W £ w ~ - y(5) ' * ) • se{t09tj-
It follows that 
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and hence 

Цt) ş K(t0) ( ^ y ѓ Ш ) 1 " 1 (y(t)У й м, 

which is a contradiction. Q.E.D. 

Proposition 3. Let v e %2(H), v = 0, satisfy (2.5) and [L1!?] (t, x) g ^(f, t;(x)), 
[Zt>](x) S t2(v(x))9

 xeD(A)> where both functions £l9 £2 fulfil the assumptions 
(on £) of Lemma 2.2. Assume further that 

(15) lim b(R) s lim inf v(x) =-= +oo . 

Then the set 

* = {|K°*y(0I + B^WII. " ( 0 , 1], * * t0 = 0, ||x|| + ^ | | g 5,} , 

where xt0,y, xt0>x denote mild solutions to (12), (13), respectively, is equibounded in 
probability for all 50 > 0 provided the solutions to the equations z =- £x(t, z), 
z(t0) = z0, and A = i2(h), h(t0) = h0, are bounded on [t0, +oo) uniformly with 
respect to t0 e U+ and to z0, h0 in compact intervals. 

Proof. We have \Uv\ (t, x) = \Lxv\ (f/e, x) ^ ^(t/s, v(x)), x e D(A), and hence 
by Lemma 2.1 and Jensen's inequality 

Et<x<o>*(0) ^ Et>te°'x(s)) + J! U*l*> Hxl°'x(r)))dr 

for all 0 = t0 ^ s ^ t, e e (0,1]. By the same argument as in the proof of Lemma 2.2 
we get 

Ev(xi°>x(t)) = ue(t) , t = t0, 

where uE(t) = £> x(tje, uB(t)), ue(t0) = v(x). Hence by Lemma 1 for every 50 > 0 
there exists a constant c > 0 such that Ev(xt0'x(t)) ^ c for all ee(0, 1), [jx| ^ <50, 
0 <; t0 < t.It follows that 

p[||<0,1 >R]^b(R)~1c, * > ° > 

and thus the family {|xe
to,3tO|> ee(0,1], t t t0 ^ 0, jyj ^ <50} is equibounded in 

probability. For the process x'0'* we can proceed similarly. Q.E.D. 

Example 1. Let the coefficients a, <J of the equation (12) be bounded on R+ x H 
and assume 

<Ax,x>= -A0 | |x||2, XED(A), 

for some k0 > 0. Then the conclusion of Proposition 3 is valid, i.e. ft is equibounded 

216 



in probability. Furthermore, the I>-th moment of xt0tX is bounded on [t0> + oo) for 
any t0 e R+, x e H, p }£ 2. Indeed, we have 

L'(||x[|*) = -M,||x| |* + pflxfl^1 sup flafl + 

+ ip(p - 1) ||*flp~2 tr TV sup fltxfl2
 = -xfjxp + M , 

R+xfl 

x 6 0(A), for some x > 0, M > 0; similarly 

Z(||xp) ^ -K| |X| |* + M , 

x e D(A), and we may apply Propositions 2 and 3. 

Example 2. Let D g R" be a bounded region with a #2-boundary. Let us consider 
the stochastic parabolic equation 

/< /-\ du . / \ / \ / \ rAt) u(t, x) , 
(16) = jM( , ? x) + ro(t) U(U x) + J l I 1 + 

df 1 + \u(t, x)\ 

+ \í + \u(t, x)\ ) 

w(0, x) = w0(x) , u(t, x)\dD = 0 , 

where r0, r1? r2 and # are bounded measurable functions, w(t, x) stands symbolically 
for a space dependent white noise. In order to give a precise meaning to (16) we 
consider its infinite dimensional version 

dC(0 = (A £(t) + /(*, C(0)) dt + *(*, C(0) <M0 

in the space H = L2(Z)), where w(t) is a 7 = H*(D)-valued Wiener process with 
a nuclear covariance operator W, 2k > w, and 

/ : R + xH^H, f(t,x)(») = r0(t)x(9)+2&@L,SeD, 
1 + \x(9)\ 

Ф R+ x H - <Ž?(Y, H) , [*(ř, x) *] (*) = ( f ^ y ^ + 
\1 + \x(9)\ 

g(t,S)\h(9), 9eD, heY, 

A — ^\HoHD)nH2(D) ' 

Recall that H*(£>) denotes the usual Sobolev space of functions in L2(D) the distribu
tive derivatives of which up to the fc-th order lie in L2(D), H0(D) is the subspace of 
functions with zero trace on the boundary. It is easy to see that the estimates of the 
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assumption (Ul) are fulfilled with some Kl9K2 > 0. Also, A gives rise to a holo-
morphic semigroup S(t) (cf. e.g. [3], Th. XIV. 8.1). We will consider the averaging 
problem 

(17) dC,(0 = (A at) + /(*/«.• Ce(0)) dt + *(tje, at)) dw(t) 

assuming that 

^ [HT + T i p/iT+T 
lim - r0(t) dt = r0 , lim - rx(*) df = r x , 
T ^°° T J^r r-coTJj.r 

hold uniformly in \i ;> 0 for some r0, r^ r2 eU9 ge L°°(D), and p ^ 2. Then the 
conditions (1.9), (1.10) are fulfilled uniformly for t0e U+ and for xeH9 j|jc[[ g L, 
for any L> 0 (cf. Remark 1.5) provided we set aa(t9 x) =f(tjcc9x)9 ba(t9x) = 
= $(t\oL, x)9 a > 0, and a0 = /, 60 = ^? where f, 5> are the limit coefficients 

/(*)(3) = r0x(S) + ^ W SeD, 
1 + Ks)l 

\mh\{B) = (^^^+m)h(9), ZeD, heY. 

It is well known that 

<i4x,x>£ -Aolx | 2 , xeD( i ) 

for some X0 > 0. Hence 

-VI* - y\p) = 
= I'll* - y\' {-*> + 'o + max(0, r.) + *(p - - ) * ! tr W) , 

I(flxfl«) g q\x\*{-k0 + r0 + max(0, r.)} + 

+ il$(x)l2
q(q-l)Mq-2trW£ 

^ qjxp {-A0 + r0 + max (0, r.) + J^(tj - 1) tr W} + 

+ q(q-l)lx\\*~2lgll„trW 

for any q~Z2, x,ye D(A). Similarly 

^(flxfl*) < qjxj* {-X0 + r0(t) + max (0, rt(t)) + K\(q - 1) tr W} + 

+ .2(cj-l)flxfl«'2fl^)-)fli-tr^. 

Assume 
-Ao + ro(i) + max(0,r.(f)) + ^ ( .2 ' - l ) t r W < 0 , i e K + 
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for some q' > p. Then £d(Jx - y\p) = - a i j x - y\p, x, y e D(A), for some ax > 0 
and hence the limit equation 

(i8) dew = (A :(t)+mm & + *(cw) <MO 
is asymptotically p-stable (Prop. 2.1 (a)). Take any q e (p, q'). We have 

Z(||x||<) = -a2flx||* + M2 , L\\x\*) = -«2||*||« + M2 

for some a2, M2 > 0. Thus by Proposition 2 we get for arbitrary k > 0 

R = sup {||c.(0L; ° < e = * > ' = 'o = o, flc.(*0)||f- = ^ } < oo 
and 

K = sup {||C(0lf; ^ ^ o = 0, |C(r0)I|f ^ K } < oo . 

Now we can apply Theorem 1 (iii) setting & = {weL€(Q;H); \u\q = £} and 
K = {u eLq(Q; H); ||n[|, g I?}, A = 1. The uniform integrability of Stt follows from 
the Holder inequality. Indeed, for any solution I(t) of (18) such that l(t0) eK and 
for any measurable set B g Q we obtain 

Exsiimv ^ m\\p
9 (KB))1-"" = R'ipm1-"9 • 

By Theorem 1 (iii) we conclude that for every solution (£(t)).go to (18) and every 
r\ > 0, ft > 0 there exist e0 > 0, 8 > 0 such that for all f0 e R+, e e (0, e0] and any 
solution C8 to (17) satisfying C,(f0)e£, |Ct(f0) - C(*o)||, ^ <5 we have 

sup|aO-C(t)Ip = '/-
t^t0 

Example 3. Consider the averaging problem 

d4(t) = (A m + t-i Ut) + /('/«• at)))d< + r2 f.(0 <-#0 
in a Hilbert space H, where /?(f) is a scalar Wiener process, rur2eU, A generates 
a holomorphic semigroup S(t) satisfying (2.15) and (Ax, x> ^ y||xl|2> xe-D(^4), for 
some yeU. The function f(t, •) is bounded and Lipschitz continuous uniformly 
with respect to t e R+. Assume 

lim — f(s, x) ds = 0 

T-̂ ooTĵ r 

uniformly in x e If and in \i ^ 0. Let 

(19) y + r t + sup l/B - i#f < 0 . 
R+xfl 

Using Proposition 1 we show that the averaging in probability is possible, the limit 
equation being 
(20) dl(i) = (A l(t) + rx |(0) dt + r2 f(t) dfi(t) . 
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The assumption (P) is fulfilled by Remark 1.5 and Proposition 1.1 (used with any 
p ^ 2). Furthermore, set v(x) -= *h(||x[|2) [|xf* for q > 0, where tit is the function tjs 

defined in the proof of Lemma 2.3 with 5 = 1. We have 

[Llv] (., x) Z «|xfi« (y + r1 + sup ||/|| + \r\(q - 1)), x e D(A), 

| | x | > I , 

and 

\Llv\ (f, x) g M , x e D(A), ||x|| g 1 

for some M > 0. Takin # > 0 sufficiently small we obtain by (19) that 

[Llv-\(t,x)^^(v(x)), xeD(A), 

where ^(r) = M, 0 ^ r ^ 1, if/(r) = - a r + M + a, r :> 1, for some a > 0. 
Similarly we get [£t>] (x) g ^(i>(x)), x 6 D(A). Thus by Proposition 3 (in which we 
set £i = £2 = &) the set .ft is equibounded in probability. It remains to show the 
asymptotical stability in probability of the limit equation (20). We have 

?**(t) = exp {(rx - irl) (t - t0) + r2(p(t) - p(t0))} S(t - t0) x 

and hence (2.13) is fulfilled. Furthermore, 

Id(||x - >f) £ (y + r. + ir2
2(.2 - 1)) <z||x - j f , x,ye D(A) , 

and by (19) and Proposition 2.1 (/?) it follows that the equation (20) is asymptotically 
stable in probability. 

Note that (19) can be satisfied even in the case when the corresponding deter
ministic limit equation (i.e. (20) with r2 = 0) is unstable. This is the case when the 
deterministic equation x = Ax + rtx -f f(t, x) is effectively stabilized by a noise 
in the sense of averaging. 

APPENDIX 

Now we are going to show that Lemma 1.1 is not applicable for the stochastic wave 
equation; this means that the assumption S(-) e #((0, oo); &(H)) in the lemma cannot 
be fulfilled. 

Let us consider a hyperbolic equation, formally written as 

/4\ d2u S2u du . f x /tK ,-, ^ 
( l ) i? = 5 ? + y ^ " ' ' (r.x)e(0,i]xR, 

where y > 0 and w is a 1-dimensional white noise. 

220 



We will treat (1) as an equation in the Hilbert space 3# * 4? x X-2(R)» where E 
is the completion of the space 2(U) of smooth functions with compact supports 
with respect to the norm ||/||B = (J!^ |/'|2 dx)1/2. We endow the space J? with the 
norm 

0 I|2 p+co 

- I / l i + f H 2 d -
Let ,4 be the closure of the operator 

(0, A 
\d2jdx2, 0) 

defined on 0(R) x 9(R), then .4 generates a (c0)-semigroup S(t) on ^ ; ||S(r)| = 1; 
and for each (f, g)* e Jf we have 

2S(t)(f\ (x) - (f(* + *> + /<* - () + S-'M*)*" \ 
2 b(t)\g) W ~ \f'(x + t)- f'(x -t) + g(x + t) + g(x - t)J 

for almost all x e IR. Let w(i) be a real Wiener process. We interpret (1) as an equation 
for an Jf-valued process 

dy(t) - A y(t) + ( ^ ° ( ) ) dw(0 , 

" » ) = ( : : ) • 
Hence 

E\Ml-*\y(*)li + rfz\( °,Ma*>-
Jo II \y«As)/ II JT 

_2E\\y(0)\\2„ + 2y2j'E\\y(s)l2
rds, 

thus EjKOIIi. ^ 2 exp (2y2r) E||><0)|£. 
We claim that there exists C > 0 such that for every partition {**}i-*0 of the interval 

[0,1] there exists an initial condition 

- ( : : > * - • 
u + 0, such that 

Nïľ"Ыs)-y(tòh.*à°*cЫ*-
i = 0 Jtt 
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Indeed, let us fix the partition {*,}iL0 arbitrarily, let for the moment u be an 
arbitrary element in Jf. Then 

Z1 f"+' \W - y(*i)lds -'z P Ms) - «('«)] u + 
i^OJtt i = OJti 

+j> - r)U)dw(r) - j > - r ) U><* d s -
iYf""|[sw-sw>I ds-

. = 0 j f . || II Jf 

-IC'U> -r) U ) d"(r) -J> - r'G ^ M . * -
= II - I2 • 

Further, 

''sifr((f>- | idr)"2+(f.''- | idr)">!s 

^23/2exp(y2)y||W | |^. 

Now, let us specify u0(t) -= j 0 cxia,b)(x) dx, Mi = 0, where [a, b) is such an interval 
that b - a < 2th i = 1,..., N - 1, b - a < min {.l+ x - th i = 0,..., N - 1}. 
This choice yields 

h = J z 
2 i=o ; 

[•"•'II /u0(x + t) + u0(x - t) - u0(x + t,) - u0(x - t,)\ J df >. 
J n II \«o(x + 0 - "o(* ~ 0 - M0(x + f.) + u0(x - t.)j ||2iJr 

i? -"Z f + 1 |"o(x + 0 + "o(* - t) - u0(x + tt) ~ 
2,-oJ,, 

- U0(X - tf)l2,£ d ' = 
N - l / T . / p + c o 

= 2 . 5 , J ( J 'ZC<,'6)(X + '' + ^ + *C"'fc)(X ~ '' ~ T) ~ 
\ l / 2 

" Xla,t)(X + •*.) - #«>»(X - f')P d*J dT = 
N - l f T . / p+oo ' 

= ~ Z ( ka-fc-T^-. i - t ) (*) - Z[.-.,.»--,>(*) + 
2 i-=Oj0 \J_oo 

)l/2 
d t 3 / . 
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where we have set T( = ti+l — tt. Note that [a + t{ + T, b + t{ + T) n 
n[a + th b + tt) = 0 if T ^ b - a, in particular if T ^ i min {ff+1 - ff, i = 
= 0,...,N - 1}, and further [a - f, - T, b - f, - T) n [a - th b - ff) = 0 if 
T =• b - a, and [a + f„ b + ti) n[a - thb - ti) = 0 if b - a ^ 2tt. Hence 

' * ; i | (I l - N * ) dt = 
2 i=(> Jrť/2\J-oo / 

• i V - l -AT| / / » + O Q \ l / 2 - /M, 

- « S i ( i • l - f d * J d * + ; | ( l * w W * ) + 
2Í=IJT,/2\J-OO / 2J ( l / 2 

+ Z[a-t,fl-.,W-2%fl,fl)(x)|2dx)1/2dT = 

= -"Ž ' P (4(t> ~ a))m dt + - p (6(6 - a))1'2 dr ^ 
2 '=i JTÍ/2 2 J ř l / 2 

= c(6 - a ^ f ^ ^ = i|««|. - * H * • 
i = 0 

We have obtained the estimate 
N-i ŕti + t 

I 1.K-
i = 0 J řf 

(»)-K0fl2^d* = ( i - 2 3 / V , y ) H * , 

and for 7 > 0 small enough we have C == (̂  — 23/2 exp (y2) y) > 0. 
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Souhrn 

METODA PROMĚŘOVÁNÍ PRO STOCHASTICKÉ EVOLUČNÍ ROVNICE II 

BOHDAN MASLOWSKI, JAN SEIDLER, Ivo VRKOČ 

Ve stati jsou vyšetřovány vety o integrální spojitosti pro stochastické evoluční rovnice para
bolického typu na neomezeném časovém intervalu. Jako pomocné výsledky nezávislého významu 
jsou odvozena tvrzeni o asymptotické stabilitě stochastických parciálních diferenciálních rovnic. 
Stochastické evoluční rovnice jsou zkoumány v rámci semigroupového přístupu jako rovnice 
v Hilbertově prostoru. 
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