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# ASYMPTOTIC RELATIONSHIP BETWEEN SOLUTIONS OF TWO LINEAR DIFFERENTIAL SYSTEMS 

Jozef Miklo, Bratislava

(Received February 28, 1997)


#### Abstract

In this paper new generalized notions are defined: $\Psi$-boundedness and $\boldsymbol{\Psi}$ asymptotic equivalence, where $\Psi$ is a complex continuous nonsingular $n \times n$ matrix. The $\Psi$-asymptotic equivalence of linear differential systems $\mathbf{y}^{\prime}=\mathbf{A}(t) \mathbf{y}$ and $\mathbf{x}^{\prime}=\mathbf{A}(t) \mathbf{x}+\mathbf{B}(t) \mathbf{x}$ is proved when the fundamental matrix of $\mathbf{y}^{\prime}=\mathbf{A}(t) \mathbf{y}$ is $\Psi$-bounded. $$
\text { Keywords: } \boldsymbol{\Psi} \text {-boundedness, } \boldsymbol{\Psi} \text {-asymptotic equivalence }
$$

MSC 1991: 34A30, 34E


The problem of the asymptotic relationship between solutions of two systems of differential equations was investigated by several authors, e.g. H. Weyl, N. Levinson, A. Wintner, R. Conti, M. Švec, A. Haščák, T. G. Hallam, etc.

The aim of this paper is to study the so-called $\Psi$-asymptotic equivalence of two linear differential systems of the form

$$
\begin{align*}
& \mathbf{y}^{\prime}=\mathbf{A}(t) \mathbf{y}  \tag{1}\\
& \mathbf{x}^{\prime}=\mathbf{A}(t) \mathbf{x}+\mathbf{B}(t) \mathbf{x} \tag{2}
\end{align*}
$$

where $\mathbf{A}(t)$ and $\mathbf{B}(t)$ are $n \times n$ matrices whose elements are complex functions defined on the interval $[0, \infty)$ and integrable on compact subsets of $[0, \infty) ; \mathbf{x}$ and $\mathbf{y}$ are $n$ dimensional column vectors. Suppose that $\mathbf{A}$ and $\mathbf{B}$ are such that the existence of solutions of (1) and (2) on an interval $[a, \infty), a \geqslant 0$ is guaranteed. So under a solution of a differential system we will understand a solution existing on an infinite interval $[a, \infty)$.

In the papers [4-7] and in the monograph [3] it is assumed that $\Psi$ is a positive real continuous function. The notions of the $\Psi$-boundedness of a vector function and of the $\Psi$-asymptotic equivalence of two systems of differential equations are defined
there (see e.g. [3] p. 274-275 or [7] Definitions 1 and 2). In this paper these notions are generalized as follows:

Definition 1. Let $\boldsymbol{\Psi}(t)$ be a complex continuous nonsingular $n \times n$ matrix. An $n \times m$ complex matrix-function $\mathbf{M}(t)$ will be called $\Psi$-bounded on the interval $[a, \infty)$ iff the matrix $\Psi^{-1}(t) \mathbf{M}(t)$ is bounded on $[a, \infty)$, i.e.

$$
\begin{equation*}
\sup _{t \geqslant a}\left|\mathbf{\Psi}^{-1}(t) \mathbf{M}(t)\right|<\infty \tag{3}
\end{equation*}
$$

where $|\cdot|$ denotes a suitable matrix norm and $\Psi^{-1}$ denotes the inverse matrix to $\Psi$, i.e. $\Psi \Psi^{-1}=\Psi^{-1} \Psi=\mathbf{E}$, where $\mathbf{E}$ is the unit matrix.

Definition 2. Let $\mathbf{Y}(t)$ and $\mathbf{X}(t)$ be fundamental matrices of the systems (1) and (2), respectively and let $\Psi(t)$ be a complex continuous nonsingular matrix. The systems (1) and (2) will be called $\Psi$-asymptotically equivalent iff for every fundamental matrix $\mathbf{Y}(t)$ of (1) there is a fundamental matrix $\mathbf{X}(t)$ of (2) such that

$$
\begin{equation*}
\left|\Psi^{-1}(t)[\mathbf{X}(t)-\mathbf{Y}(t)]\right| \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty \tag{4}
\end{equation*}
$$

and conversely, for each fundamental matrix $\mathbf{X}(t)$ of (2) there is $\mathbf{Y}(t)$ of (1) such that (4) holds.

Since every solution $\mathbf{y}(t)$ of (1) and $\mathbf{x}(t)$ of (2) may be represented in the form $\mathbf{y}(t)=\mathbf{Y}(t) \mathbf{c}$ and $\mathbf{x}(t)=\mathbf{X}(t) \mathbf{c}$, where $\mathbf{c}$ is a suitable constant column vector, (4) implies

$$
\left|\Psi^{-1}(t)[\mathbf{x}(t)-\mathbf{y}(t)]\right| \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
$$

So the systems (1) and (2) are $\boldsymbol{\Psi}$-asymptotically equivalent iff for every solution $\mathbf{y}(t)$ of (1) there is a solution $\mathbf{x}(t)$ of (2) and conversely, for each solution $\mathbf{x}(t)$ of (2) there is a solution $\mathrm{y}(t)$ of (1) such that $\left(4^{\prime}\right)$ hods.

Remark1. If in the relation ( $\left.4^{\prime}\right) \boldsymbol{\Psi}(t)$ means a positive continuous function on $[a, \infty)$, then the definition of the $\Psi$-asymptotic equivalence in [7] (or in [3] p. 274) is obtained.

Remark2. Evidently, if the fundamental matrix of some system is $\boldsymbol{\Psi}$-bounded, then every solution of the same system is $\Psi$-bounded.

Remark 3. Let $\Psi(t)$ be a positive continuous real function on $[a, \infty)$. Then the definitions of $\Psi$-boundedness for a vector function in this paper and in [7] (Definition 1) or in [3] p. 275 coincide.

Now three new theorems will be presented. The integral will be the Lebesgue integral.

Theorem 1. Let $\mathbf{\Psi}(t)$ and $\boldsymbol{\Phi}(t)$ be complex continuous nonsingular matrices on $[a, \infty)$ and let the following hypotheses be satisfied:
(a) $\int_{a}^{\infty}\left|\boldsymbol{\Phi}^{-1}(t) \mathbf{B}(t) \boldsymbol{\Psi}(t)\right| \mathrm{d} t<\infty$,
(b) the fundamental matrix $\mathbf{Y}(t)$ of (1) is $\boldsymbol{\Psi}$-bounded on $[a, \infty)$,
(c) there is a number $K_{0}>0$ such that $\sup _{a \leqslant s \leqslant t}\left|\Psi^{-1}(t) \mathbf{Y}(t) \mathbf{Y}^{-1}(s) \Phi(s)\right|<K_{0}$.

Then the fundamental matrix $\mathbf{X}(t)$ of (2) is $\mathbf{\Psi}$-bounded on $[a, \infty)$.
Proof. Using the method of variation of constants the solution $\mathbf{x}(t)$ and the fundamental matrix $\mathbf{X}(t)$ of (2) will be expressed in the form

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{y}(t)+\int_{a}^{t} \mathbf{Y}(t) \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{x}(s) \mathrm{d} s \tag{5}
\end{equation*}
$$

$$
\mathbf{X}(t)=\mathbf{Y}(t)+\int_{a}^{t} \mathbf{Y}(t) \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{X}(s) \mathrm{d} s
$$

Because according to the assumption the nonsingular matrices $\boldsymbol{\Psi}(t)$ and $\boldsymbol{\Phi}(t)$ exist, the relation (6) may be written in the form
(7) $\boldsymbol{\Psi}^{-1}(t) \mathbf{X}(t)=\Psi^{-1}(t) \mathbf{Y}(t)$

$$
+\int_{a}^{t} \boldsymbol{\Psi}^{-\mathbf{1}}(t) \mathbf{Y}(t) \mathbf{Y}^{-1}(s) \boldsymbol{\Phi}(s) \boldsymbol{\Phi}^{-1}(s) \mathbf{B}(s) \boldsymbol{\Psi}(s) \boldsymbol{\Psi}^{-1}(s) \mathbf{X}(s) \mathrm{d} s
$$

By (b) a positive constant $K$ exists such that $\left|\Psi^{-1}(t) \mathbf{Y}(t)\right|<K$, hence from (7) by hypothesis (c) the following inequality can be obtained:

$$
\begin{equation*}
\left|\Psi^{-1}(t) \mathbf{X}(t)\right| \leqslant K+\int_{a}^{t} K_{0}\left|\Phi^{-1}(s) \mathbf{B}(s) \Psi(s)\right|\left|\Psi^{-1}(s) \mathbf{X}(s)\right| \mathrm{d} s \tag{8}
\end{equation*}
$$

Using the Gronwall lemma for the inequality (8) we get

$$
\left|\Psi^{-1}(t) \mathbf{X}(t)\right|<K \exp \left(K_{0} \int_{a}^{t}\left|\boldsymbol{\Phi}^{-1}(s) \mathbf{B}(s) \boldsymbol{\Psi}(s)\right| \mathrm{d} s\right)
$$

From the assumption (a) it follows that there is a number $t^{*} \geqslant a$ such that

$$
K_{0} \int_{t^{*}}^{\infty}\left|\Phi^{-1}(s) \mathbf{B}(s) \boldsymbol{\Psi}(s)\right| \mathrm{d} s \leqslant \ln 2
$$

and therefore

$$
\left|\Psi^{-1}(t) \mathbf{X}(t)\right|<K \exp (\ln 2)=2 K
$$

i.e. fundamental matrix $\mathbf{X}(t)$ of (2) is $\boldsymbol{\Psi}$-bounded.

From (6) the following expression for the fundamental matrix $\mathbf{Y}(t)$ of (1) can be obtained:

$$
\mathbf{Y}(t)=\mathbf{X}(t)-\int_{a}^{t} \mathbf{Y}(t) \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{X}(s) \mathrm{d} s
$$

which implies
Corollary 1. If a fundamental matrix $\mathbf{X}(t)$ of (2) is $\boldsymbol{\Psi}$-bounded and the hypotheses (a) and (c) of Theorem 1 are satisfied, then the fundamental matrix $\mathbf{Y}(t)$ of (1) is $\boldsymbol{\Psi}$-bounded.

Theorem 2. Let $\mathbf{Y}(t)$ be a fundamental matrix of (1). Let $\mathbf{\Psi}(t)$ and. $\boldsymbol{\Phi}(t)$ be complex continuous nonsingular matrices for $t \geqslant a \geqslant 0$.
Suppose
(i) the assumptions (a) and (b) of Theorem 1 are fulfilled
(ii) there exist supplementary projections $\mathbf{P}_{1}, \mathbf{P}_{2}$ and constants $K_{1}>0, K_{2}>0$ such that

$$
\begin{aligned}
& \sup _{a \leqslant s \leqslant t}\left|\Psi^{-1}(t) \mathbf{Y}(t) \mathbf{P}_{1} \mathbf{Y}^{-1}(s) \Phi(s)\right|<K_{1} \\
& \sup _{t \leqslant s \leqslant \infty}\left|\mathbf{\Psi}^{-1}(t) \mathbf{Y}(t) \mathbf{P}_{2} \mathbf{Y}^{-1}(s) \Phi(s)\right|<K_{2}
\end{aligned}
$$

(iii) $\left|\Psi^{-1}(t) \mathbf{Y}(t) \mathbf{P}_{1}\right| \rightarrow 0$ as $t \rightarrow \infty$.

Then the systems (1) and (2) are $\Psi$-asymptotically equivalent.
Proof. Let $\mathbf{Y}(t)$ be a fundamental matrix of (1) which is $\Psi$-bounded by hypothesis, i.e. $\left|\Psi^{-1}(t) \mathbf{Y}(t)\right| \leqslant K, K>0$. Consider the integral equation

$$
\begin{align*}
\mathbf{X}(t)= & \mathbf{Y}(t)+\int_{a}^{t} \mathbf{Y}(t) \mathbf{P}_{1} \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{X}(s) \mathrm{d} s  \tag{9}\\
& -\int_{t}^{\infty} \mathbf{Y}(t) \mathbf{P}_{2} \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{X}(s) \mathrm{d} s
\end{align*}
$$

for the matrix function $\mathbf{X}(t), \mathbf{P}_{1}, \mathbf{P}_{2}$ being the given supplementary projections, $\mathbf{P}_{2}=\mathbf{I}-\mathbf{P}_{1}$ where $\mathbf{I}$ denotes the $n \times n$ identity matrix and $\mathbf{P}_{1} \mathbf{P}_{1}=\mathbf{P}_{1}, \mathbf{P}_{2} \mathbf{P}_{2}=\mathbf{P}_{2}$. If $\mathbf{X}(t)$ satisfies (9) then it is a matter of routine to verify that

$$
\begin{equation*}
\mathbf{X}^{\prime}=\mathbf{A}(t) \mathbf{X}+\mathbf{B}(t) \mathbf{X} \tag{10}
\end{equation*}
$$

The existence of a solution $\mathbf{X}$ of the equation (9) is not evident; the existence of such a solution will be proved using the method of successive approximations.

The successive approximations for (9) are defined to be the matrix-functions $\mathbf{X}_{0}, \mathbf{X}_{1}, \ldots$, given recursively by the formulae

$$
\begin{align*}
\mathbf{X}_{0}(t)= & \mathbf{Y}(t) \\
\mathbf{X}_{m+1}(t)= & \mathbf{Y}(t)+\int_{b}^{t} \mathbf{Y}(t) \mathbf{P}_{1} \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{X}_{m}(s) \mathrm{d} s  \tag{11}\\
& -\int_{t}^{\infty} \mathbf{Y}(t) \mathbf{P}_{2} \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{X}_{m}(s) \mathrm{d} s
\end{align*}
$$

$m=0,1,2, \ldots$, where $b \geqslant a$ is a number such that

$$
\begin{equation*}
\left(K_{1}+K_{2}\right) \int_{b}^{\infty}\left|\boldsymbol{\Phi}^{-1}(t) \mathbf{B}(t) \Psi(t)\right| \mathrm{d} t<\frac{1}{2} \tag{12}
\end{equation*}
$$

and $K_{1}, K_{2}$ are numbers which fulfil (ii).
It remains to prove the convergence of the sequence $\left\{\mathbf{X}_{m}\right\}$. Let $\mathbf{G}_{m}, m=0,1,2, \ldots$ be defined by

$$
\mathbf{G}_{m}(t)=\mathbf{X}_{m+1}(t)-\mathbf{X}_{m}(t), \quad t \in[b, \infty)
$$

Then (11) by subtraction yields
(13)

$$
\begin{aligned}
\mathbf{G}_{0}(t)= & \int_{b}^{t} \mathbf{Y}(t) \mathbf{P}_{1} \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{X}_{0}(s) \mathrm{d} s-\int_{t}^{\infty} \mathbf{Y}(t) \mathbf{P}_{2} \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{X}_{0}(s) \mathrm{d} s \\
\mathbf{G}_{m}(t)= & \int_{b}^{t} \mathbf{Y}(t) \mathbf{P}_{1} \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{G}_{m-1}(s) \mathrm{d} s \\
& -\int_{t}^{\infty} \mathbf{Y}(t) \mathbf{P}_{2} \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{G}_{m-1}(s) \mathrm{d} s, \quad m=1,2, \ldots
\end{aligned}
$$

Since it is assumed that there are nonsingular matrices $\boldsymbol{\Psi}(t)$ and $\boldsymbol{\Phi}(t),(13)$ yields $(14,1)$

$$
\begin{aligned}
\boldsymbol{\Psi}^{-1}(t) \mathbf{G}_{0}(t)= & \int_{b}^{t} \boldsymbol{\Psi}^{-1}(t) \mathbf{Y}(t) \mathbf{P}_{1} \mathbf{Y}^{-1}(s) \boldsymbol{\Phi}(s) \boldsymbol{\Phi}^{-1}(s) \mathbf{B}(s) \boldsymbol{\Psi}(s) \boldsymbol{\Psi}^{-1}(s) \mathbf{X}_{0}(s) \mathrm{d} s \\
& -\int_{t}^{\infty} \boldsymbol{\Psi}^{-1}(t) \mathbf{Y}(t) \mathbf{P}_{2} \mathbf{Y}^{-1}(s) \boldsymbol{\Phi}(s) \boldsymbol{\Phi}^{-1}(s) \mathbf{B}(s) \boldsymbol{\Psi}(s) \boldsymbol{\Psi}^{-1}(s) \mathbf{X}_{0}(s) \mathrm{d} s
\end{aligned}
$$

$(14,2)$
$\mathbf{\Psi}^{-1}(t) \mathbf{G}_{m}(t)$

$$
\begin{aligned}
= & \int_{b}^{t} \boldsymbol{\Psi}^{-1}(t) \mathbf{Y}(t) \mathbf{P}_{1} \mathbf{Y}^{-1}(s) \boldsymbol{\Phi}(s) \boldsymbol{\Phi}^{-1}(s) \mathbf{B}(s) \boldsymbol{\Psi}(s) \boldsymbol{\Psi}^{-1}(s) \mathbf{G}_{\eta^{2}-1}(s) \mathrm{d} s \\
& -\int_{t}^{\infty} \boldsymbol{\Psi}^{-1}(t) \mathbf{Y}(t) \mathbf{P}_{2} \mathbf{Y}^{-1}(s) \boldsymbol{\Phi}(s) \boldsymbol{\Phi}^{-1}(s) \mathbf{B}(s) \boldsymbol{\Psi}(s) \boldsymbol{\Psi}^{-1}(s) \mathbf{G}_{m_{\sim 1}}(s) \mathrm{d} s
\end{aligned}
$$

for $m=1,2, \ldots$

Next, the validity of the estimate

$$
\begin{equation*}
\left|\Psi^{-1}(t) \mathbf{G}_{m}(t)\right| \leqslant \frac{K}{2^{m+1}}, m=0,1,2, \ldots \tag{15}
\end{equation*}
$$

for some $K>0$ will be proved by induction.
The equation (14,1) gives
(16)

$$
\left|\Psi^{-1}(t) \mathbf{G}_{0}(t)\right|
$$

$$
\begin{aligned}
\leqslant & \int_{b}^{t}\left|\boldsymbol{\Psi}^{-1}(t) \mathbf{Y}(t) \mathbf{P}_{1} \mathbf{Y}^{-\mathbf{1}}(s) \boldsymbol{\Phi}(s)\right|\left|\boldsymbol{\Phi}^{-1}(s) \mathbf{B}(s) \boldsymbol{\Psi}(s)\right|\left|\boldsymbol{\Psi}^{-1}(s) \mathbf{X}_{0}(s)\right| \mathrm{d} s \\
& +\int_{t}^{\infty}\left|\boldsymbol{\Psi}^{-1}(t) \mathbf{Y}(t) \mathbf{P}_{2} \mathbf{Y}^{-1}(s) \boldsymbol{\Phi}(s)\right|\left|\boldsymbol{\Phi}^{-1}(s) \mathbf{B}(s) \boldsymbol{\Psi}(s)\right|\left|\boldsymbol{\Psi}^{-1}(s) \mathbf{X}_{0}(s)\right| \mathrm{d} s
\end{aligned}
$$

Using (ii) and the fact that $\mathbf{Y}$ is $\boldsymbol{\Psi}$-bounded, we have

$$
\left|\Psi^{-1}(t) \mathbf{X}_{0}(t)\right|=\left|\Psi^{-1}(t) \mathbf{Y}(t)\right| \leqslant K, K>0
$$

From (16) it follows that

$$
\begin{align*}
\left|\Psi^{-1}(t) \mathbf{G}_{0}(t)\right| \leqslant & K_{1} K \int_{b}^{t}\left|\Phi^{-1}(s) \mathbf{B}(s) \mathbf{\Psi}(s)\right| \mathrm{d} s  \tag{17}\\
& +K_{2} K \int_{t}^{\infty}\left|\Phi^{-1}(s) \mathbf{B}(s) \boldsymbol{\Psi}(s)\right| \mathrm{d} s
\end{align*}
$$

Further it is evident that from (17) we can obtain

$$
\left|\mathbf{\Psi}^{-1}(t) \mathbf{G}_{0}(t)\right| \leqslant K\left(K_{1}+K_{2}\right) \int_{b}^{\infty}\left|\mathbf{\Phi}^{-1}(s) \mathbf{B}(s) \Psi(s)\right| \mathrm{d} s
$$

and finally by (12)

$$
\left|\Psi^{-1}(t) \mathbf{G}_{0}(t)\right| \leqslant \frac{1}{2} K
$$

Consequently, (15) holds for $m=0$.
Assume that

$$
\begin{equation*}
\left|\Psi^{-1}(t) \mathbf{G}_{m-1}(t)\right| \leqslant \frac{K}{2^{m}}, \quad m=1,2, \ldots \tag{18}
\end{equation*}
$$

From $(14,2)$ it follows that
(19)
$\left|\Psi^{-1}(t) \mathbf{G}_{m}(t)\right|$

$$
\begin{aligned}
< & \int_{b}^{t}\left|\boldsymbol{\Psi}^{-1}(t) \mathbf{Y}(t) \mathbf{P}_{1} \mathbf{Y}^{-1}(s) \boldsymbol{\Phi}(s)\left\|\boldsymbol{\Phi}^{-1}(s) \mathbf{B}(s) \boldsymbol{\Psi}(s)\right\| \mathbf{\Psi}^{-1}(s) \mathbf{G}_{m-1}(s)\right| \mathrm{d} s \\
& +\int_{t}^{\infty}\left|\boldsymbol{\Psi}^{-1}(t) \mathbf{Y}(t) \mathbf{P}_{2} \mathbf{Y}^{-1}(s) \boldsymbol{\Phi}(s) \| \boldsymbol{\Phi}^{-1}(s) \mathbf{B}(s) \boldsymbol{\Psi}(s)\right|\left|\Psi^{-1}(s) \mathbf{G}_{m-1}(s)\right| \mathrm{d} s
\end{aligned}
$$

Using (ii) and (18) we obtain from (19) that

$$
\begin{aligned}
& \left|\Psi^{-1}(t) \mathbf{G}_{m}(t)\right| \\
& \quad \leqslant K_{1} \frac{K}{2^{m}} \int_{b}^{t}\left|\Phi^{-1}(s) \mathbf{B}(s) \Psi(s)\right| \mathrm{d} s+K_{2} \frac{K}{2^{m}} \int_{t}^{\infty}\left|\Phi^{-1}(s) \mathbf{B}(s) \Psi(s)\right| \mathrm{d} s
\end{aligned}
$$

and evidently

$$
\left|\Psi^{-1}(t) \mathbf{G}_{m}(t)\right| \leqslant \frac{K}{2^{m}}\left(K_{1}+K_{2}\right) \int_{b}^{\infty}\left|\boldsymbol{\Phi}^{-1}(s) \mathbf{B}(s) \boldsymbol{\Psi}(s)\right| \mathrm{d} s \leqslant \frac{K}{2^{m+1}}
$$

if finally (12) is used. So (15) is proved. From (15) it follows that

$$
\begin{equation*}
\left|\mathbf{G}_{m}(t)\right| \leqslant\left|\Psi(t) \Psi^{-1}(t) \mathbf{G}_{m}(t)\right|<|\Psi(t)|\left|\Psi^{-1}(t) \mathbf{G}_{m}(t)\right|<|\Psi(t)| \frac{K}{2^{m+1}} \tag{20}
\end{equation*}
$$

Consider the series

$$
\begin{equation*}
\sum_{m=0}^{\infty}\left|\mathbf{G}_{m}(t)\right|=\sum_{m=0}^{\infty}\left|\mathbf{X}_{m+1}(t)-\mathbf{X}_{m}(t)\right| \tag{21}
\end{equation*}
$$

(20) shows that the series (21) is majorized by the ronvergent number series

$$
\begin{equation*}
K|\Psi(t)| \sum_{m=0}^{\infty} \frac{1}{2^{m+1}}=|\Psi(t)| K \tag{22}
\end{equation*}
$$

and therefore the series (21) is uniformly convergent on every compact subset of the interval $[b, \infty)$. Thus the series

$$
\mathbf{X}_{0}(t)+\sum_{m=0}^{\infty}\left[\mathbf{X}_{m+1}(t)-\mathbf{X}_{m}(t)\right]
$$

is absolute and uniformly convergent on every compact subset of the interval $[b, \infty)$; consequently the partial sum

$$
\begin{equation*}
\mathbf{X}_{0}(t)+\sum_{m=0}^{k-1}\left[\mathbf{X}_{m+1}(t)-\mathbf{X}_{m}(t)\right]=\mathbf{X}_{k}(t) \tag{23}
\end{equation*}
$$

tends uniformly on every compact subset of interval $[b, \infty)$ to a continuous limit function $\mathbf{X}$ satisfying

$$
\begin{equation*}
|\mathbf{X}(t)| \leqslant 2 K|\Psi(t)| \quad \text { and } \quad\left|\Psi^{-1}(t) \mathbf{X}(t)\right| \leqslant 2 K \tag{24}
\end{equation*}
$$

[(22) and (23) imply (24)]. This means that the limit $\mathbf{X}(t)$ is $\Psi$-bounded.
Clearly, $\left|\Psi^{-1}\left(\mathbf{X}-\mathbf{X}_{m}\right)\right|=\left|\Psi^{-1} \mathbf{X}-\mathbf{\Psi}^{-1} \mathbf{X}_{m}\right| \leqslant\left|\Psi^{-1}\right|\left|\mathbf{X}-\mathbf{X}_{m}\right|$ and also $\boldsymbol{\Psi}^{-1} \mathbf{X}_{m}$ converges uniformly to a continuous function $\Psi^{-1} \mathbf{X}$ on every compact subset of the interval $[b, \infty)$.

It will be shown that $\mathbf{X}$ satisfies the integral equation (9) and therefore it is a solution of (10), i.e. $\mathbf{X}$ is the fundamental matrix of (2).

It is necessary to prove that

$$
\text { (25) } \begin{aligned}
\lim _{m \rightarrow \infty} & {\left[\int_{b}^{t} \mathbf{Y}(t) \mathbf{P}_{1} \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{X}_{m}(s) \mathrm{d} s-\int_{t}^{\infty} \mathbf{Y}(t) \mathbf{P}_{2} \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{X}_{m}(s) \mathrm{d} s\right] } \\
& =\int_{b}^{t} \mathbf{Y}(t) \mathbf{P}_{1} \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{X}(s) \mathrm{d} s-\int_{t}^{\infty} \mathbf{Y}(t) \mathbf{P}_{2} \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{X}(s) \mathrm{d} s
\end{aligned}
$$

Clearly,

$$
\begin{aligned}
|\mathbf{U}| & =\mid \int_{b}^{t} \mathbf{Y}(t) \mathbf{P}_{1} \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{X}_{m}(s) \mathrm{d} s-\int_{t}^{\infty} \mathbf{Y}(t) \mathbf{P}_{2} \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{X}_{m}(s) \mathrm{d} s \\
& -\int_{b}^{t} \mathbf{Y}(t) \mathbf{P}_{1} \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{X}(s) \mathrm{d} s+\int_{t}^{\infty} \mathbf{Y}(t) \mathbf{P}_{2} \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{X}(s) \mathrm{d} s \mid \\
\leqslant & |\boldsymbol{\Psi}(t)| \\
& \times\left[\int_{b}^{t}\left|\boldsymbol{\Psi}^{-1}(t) \mathbf{Y}(t) \mathbf{P}_{1} \mathbf{Y}^{-1}(s) \boldsymbol{\Phi}(s)\left\|\boldsymbol{\Phi}^{-1}(s) \mathbf{B}(s) \boldsymbol{\Psi}(s)\right\| \boldsymbol{\Psi}^{-1}(s)\left[\mathbf{X}(s)-\mathbf{X}_{m}(s)\right]\right| \mathrm{d} s\right. \\
& \left.+\int_{t}^{\infty}\left|\boldsymbol{\Psi}^{-1}(t) \mathbf{Y}(t) \mathbf{P}_{2} \mathbf{Y}^{-1}(s) \boldsymbol{\Phi}(s)\left\|\boldsymbol{\Phi}^{-1}(s) \mathbf{B}(s) \boldsymbol{\Psi}(s)\right\| \boldsymbol{\Psi}^{-1}(s)\left[\mathbf{X}(s)-\mathbf{X}_{m}(s)\right]\right| \mathrm{d} s\right] .
\end{aligned}
$$

From (24) it follows that

$$
\begin{equation*}
\left|\Psi^{-1}\left[\mathbf{X}-\mathbf{X}_{m}\right]\right| \leqslant 4 K \tag{25,1}
\end{equation*}
$$

The assumption (ii), (12) and (25,1) give

$$
\begin{aligned}
|\mathbf{U}| \leqslant|\Psi(t)|\left[\frac{K_{1}}{2\left(K_{1}+K_{2}\right)}\right. & \int_{0}^{t}\left|\Psi^{-1}(s)\left[\mathbf{X}(s)-\mathbf{X}_{m}(s)\right]\right| \mathrm{d} s \\
& \left.+4 K K_{2} \int_{t}^{\infty}\left|\mathbf{\Phi}^{-1}(s) \mathbf{B}(s) \Psi(s)\right| \mathrm{d} s\right]
\end{aligned}
$$

Let $\varepsilon>0$ be chosen arbitrarily. Let $t_{1}>b$ be such that

$$
\int_{t_{1}}^{\infty}\left|\boldsymbol{\Phi}^{-1}(s) \mathbf{B}(s) \boldsymbol{\Psi}(s)\right| \mathrm{d} s<\frac{\varepsilon}{8 K K_{2}} .
$$

Such a $t_{1}$ exists by the assumption (b) the Theorem 1.

On the interval $\left[b, t_{1}\right] \Psi^{-1} \mathbf{X}_{m}$ converges to $\Psi^{-1} \mathbf{X}$ uniformly. Hence for $\varepsilon>0$ there is $m_{0}(\varepsilon)$ such that for each $m>m_{0}(\varepsilon)$

$$
\left|\Psi^{-1}(s)\left[\mathbf{X}(s)-\mathbf{X}_{m}(s)\right]\right|<\frac{\varepsilon\left(K_{1}+K_{2}\right)}{K_{1}\left(t_{1}-b\right)}, \quad s \in\left[b, t_{1}\right]
$$

But then $|\mathbf{U}| \leqslant|\Psi(t)| \varepsilon$ for $m>m_{0}(\varepsilon)$. The validity (25) is proved. Also $\mathbf{X}$ is the solution of (9).

It may be verified that if $\mathbf{X}(t)$ is a $\boldsymbol{\Psi}$-bounded fundamental matrix of (2), then there exists a $\Psi$-bounded fundamental matrix $\mathbf{Y}(t)$ of (1), because by virtue of (9) $\mathbf{Y}(t)$ may be expressed in the form

$$
\mathbf{Y}(t)=\mathbf{X}(t)-\int_{a}^{t} \mathbf{Y}(t) \mathbf{P}_{1} \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{X}(s) \mathrm{d} s+\int_{t}^{\infty} \mathbf{Y}(t) \mathbf{P}_{2} \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{X}(s) \mathrm{d} s
$$

To establish the $\Psi$-asymptotic equivalence of (1) and (2) it remains to prove that

$$
\left|\Psi^{-1}(t)[\mathbf{X}(t)-\mathbf{Y}(t)]\right| \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
$$

From (9) it may be obtained that
(26)
$\mathbf{\Psi}^{-1}(t)[\mathbf{X}(t)-\mathbf{Y}(t)]$
$=\int_{a}^{t} \boldsymbol{\Psi}^{-1}(t) \mathbf{Y}(t) \mathbf{P}_{1} \mathbf{Y}^{-1}(s) \boldsymbol{\Phi}(s) \boldsymbol{\Phi}^{-1}(s) \mathbf{B}(s) \boldsymbol{\Psi}(s) \boldsymbol{\Psi}^{-1}(s) \mathbf{X}(s) \mathrm{d} s$
$-\int_{t}^{\infty} \boldsymbol{\Psi}^{-1}(t) \mathbf{Y}(t) \mathbf{P}_{2} \mathbf{Y}^{-1}(s) \boldsymbol{\Phi}(s) \boldsymbol{\Phi}^{-1}(s) \mathbf{B}(s) \boldsymbol{\Psi}(s) \boldsymbol{\Psi}^{-1}(s) \mathbf{X}(s) \mathrm{d} s$.

Denoting by $\mathbf{I}_{1}$ and $\mathbf{I}_{2}$ the first and the second integral in (26), the following inequality is valid:

$$
\begin{equation*}
\left|\Psi^{-1}(t)[\mathbf{X}(t)-\mathbf{Y}(t)]\right| \leqslant\left|\mathbf{I}_{1}\right|+\left|\mathbf{I}_{2}\right| . \tag{27}
\end{equation*}
$$

Assume that an arbitrary $\varepsilon>0$ is given. By the hypothesis (i) part (a) a number $t^{*}>a$ may be chosen such that

$$
\begin{equation*}
\int_{t^{*}}^{\infty}\left|\Phi^{-1}(s) \mathbf{B}(s) \Psi(s)\right| \mathrm{d} s<\frac{\varepsilon}{2 K K_{1}} \tag{27,1}
\end{equation*}
$$

The assumption (ii) and (24) give
(28) $\left|\mathbf{I}_{1}\right| \leqslant \int_{a}^{t}\left|\boldsymbol{\Psi}^{-1}(t) \mathbf{Y}(t) \mathbf{P}_{1} \mathbf{Y}^{-1}(s) \boldsymbol{\Phi}(s)\right|\left|\boldsymbol{\Phi}^{-1}(s) \mathbf{B}(s) \boldsymbol{\Psi}(s)\right|\left|\boldsymbol{\Psi}^{-1}(s) \mathbf{X}(s)\right| \mathrm{d} s$

$$
\leqslant 2 K\left|\boldsymbol{\Psi}^{-1}(t) \mathbf{Y}(t) \mathbf{P}_{1}\right| \int_{a}^{t^{*}}\left|\mathbf{P}_{1} \mathbf{Y}^{-1}(s) \boldsymbol{\Phi}(s)\right|\left|\boldsymbol{\Phi}^{-1}(s) \mathbf{B}(s) \boldsymbol{\Psi}(s)\right| \mathrm{d} s
$$

$$
+2 K K_{1} \int_{t^{*}}^{t}\left|\Phi^{-1}(s) \mathbf{B}(s) \Psi(s)\right| \mathrm{d} s
$$

$$
\leqslant\left|\boldsymbol{\Psi}^{-\mathbf{1}}(t) \mathbf{Y}(t) \mathbf{P}_{1}\right| 2 K \int_{a}^{t^{*}}\left|\mathbf{P}_{1} \mathbf{Y}^{-1}(s) \boldsymbol{\Phi}(s)\right|\left|\boldsymbol{\Phi}^{-1}(s) \mathbf{B}(s) \boldsymbol{\Psi}(s)\right| \mathrm{d} s
$$

$$
+2 K K_{1} \int_{t^{*}}^{\infty}\left|\boldsymbol{\Phi}^{-1}(s) \mathbf{B}(s) \Psi(s)\right| \mathrm{d} s
$$

The hypothesis (iii) implies that the limit of the first term on the right hand side of the inequality (28) for $t \rightarrow \infty$ equals 0 . From this and from $(27,1)$ it follows that $\lim _{t \rightarrow \infty}\left|\mathbf{I}_{l}\right|=0$.
The second integral satisfies

$$
\left|\mathbf{I}_{2}\right| \leqslant \int_{t}^{\infty}\left|\boldsymbol{\Psi}^{-1}(t) \mathbf{Y}(t) \mathbf{P}_{2} \mathbf{Y}^{-1}(s) \boldsymbol{\Phi}(s)\right|\left|\boldsymbol{\Phi}^{-1}(s) \mathbf{B}(s) \boldsymbol{\Psi}(s)\right|\left|\boldsymbol{\Psi}^{-1}(s) \mathbf{X}(s)\right| \mathrm{d} s
$$

Using (i), (ii) and (24) we obtain

$$
\left|\mathbf{I}_{2}\right| \leqslant 2 K K_{2} \int_{t}^{\infty}\left|\boldsymbol{\Phi}^{-1}(s) \mathbf{B}(s) \Psi(s)\right| \mathrm{d} s \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
$$

and so (27) implies that $\left|\Psi^{-1}(t)[\mathbf{X}(t)-\mathbf{Y}(t)]\right| \rightarrow 0$ as $t \rightarrow \infty$.
Thus the $\boldsymbol{\Psi}$-asymptotic equivalence of the systems (1) and (2) is proved.
Remark 4. Assume that a positive continuous function $\boldsymbol{\Psi}_{0}(t)$ is such that the elements of the matrix $\Psi(t)$ are majorized by $\boldsymbol{\Psi}_{0}(t)$. Then the matrix $\boldsymbol{\Psi}$-asymptotic equivalence which is defined in this paper implies the $\boldsymbol{\Psi}_{0}$-asymptotic equivalence of (1) and (2), i.e. the "scalar" asymptotic equivalence in the sense of the definition in [3] or [7].

Theorem 3. Let $\mathbf{Y}(t)$ be a fundamental matrix of (1). Let $\mathbf{M}_{j}$ and $\mathbf{N}_{j}$ be the sets of all $\boldsymbol{\Psi}_{j}$-bounded solutions of the systems (1) and (2), respectively. Let there be supplementary projections $\mathbf{P}_{1}$ and $\mathbf{P}_{2}$, positive numbers $K_{1}$ and $K_{2}$ and nonsingular continuous complex matrices $\boldsymbol{\Psi}_{j}(t)$ and $\boldsymbol{\Phi}_{j}(t)$ on the interval $[a, \infty)$ such that the following conditions are fulfilled
(i) $\int_{a}^{\infty}\left|\Phi_{j}^{-1}(t) \mathbf{B}(t) \Psi_{j}(t)\right| \mathrm{d} t<\infty$,
(ii) $\sup _{a \leqslant s \leqslant t}\left|\boldsymbol{\Psi}_{j}^{-1}(t) \mathbf{Y}(t) \mathbf{P}_{1} \mathbf{Y}^{-1}(s) \boldsymbol{\Phi}_{j}(s)\right|<K_{1}$, $\sup _{t \leqslant s \leqslant \infty}\left|\mathbf{\Psi}_{j}^{-1}(t) \mathbf{Y}(t) \mathbf{P}_{2} \mathbf{Y}^{-1}(s) \boldsymbol{\Phi}_{j}(s)\right|<K_{2}$,
(iii) $\left|\mathbf{\Psi}_{j}^{-1}(t) \mathbf{Y}(t) \mathbf{P}_{1}\right| \rightarrow 0$ as $t \rightarrow \infty$.

Then for every solution $\mathbf{y}(t) \in \mathbf{M}_{j}$ there is a solution $\mathbf{x}(t) \in \mathbf{N}_{j}$ and the sets $\mathbf{M}_{j}$ and $\mathrm{N}_{j}$ are $\boldsymbol{\Psi}_{j}$-asymptotic equivalent, i.e.

$$
\left|\Psi_{j}^{-1}(t)[\mathbf{x}(t)-\mathbf{y}(t)]\right| \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
$$

Proof. If the solution $\mathbf{x}(t)$ of (2) is considered in the form
(29) $\mathbf{x}(t)=\mathbf{y}(t)+\int_{a}^{t} \mathbf{Y}(t) \mathbf{P}_{1} \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{x}(s) \mathrm{d} s-\int_{t}^{\infty} \mathbf{Y}(t) \mathbf{P}_{2} \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{x}(s) \mathrm{d} s$
and $\boldsymbol{\Psi}$ and $\boldsymbol{\Phi}$ are replaced by $\boldsymbol{\Psi}_{j}$ and $\boldsymbol{\Phi}_{j}$ and successive approximations for (29) are given recursively by the formulae

$$
\begin{align*}
\mathbf{g}_{0}(t)= & \mathbf{y}(t) \\
\mathbf{g}_{m+\mathbf{1}}(t)= & \mathbf{y}(t)+\int_{b}^{t} \mathbf{Y}(t) \mathbf{P}_{1} \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{g}_{m}(s) \mathrm{d} s  \tag{30}\\
& -\int_{t}^{\infty} \mathbf{Y}(t) \mathbf{P}_{2} \mathbf{Y}^{-1}(s) \mathbf{B}(s) \mathbf{g}_{m}(s) \mathrm{d} s
\end{align*}
$$

and if the limit of (30) is denoted by $\mathbf{x}(t)$, then Theorem 3 can be proved in the same way as Theorem 2 was.

Remark 5. In the concrete cases the new generalized notion of $\Psi$-asymptotic equivalence enables us to determine weaker sufficient conditions.

Another advantage of this generalized notion is that every component of the vectorsolution of some system may be particularly estimated, while in the case of the scalar function $\boldsymbol{\Psi}$ the estimate of the solution of the system is obtained in the whole, i.e. all components of the vector-solution have the same estimate.

The assertions of Remark 5 will be shown on a simple example.
Example. Consider the systems

$$
\begin{align*}
\mathbf{y}^{\prime} & =\left(\begin{array}{ll}
\lambda & 1 \\
0 & \lambda
\end{array}\right) \mathbf{y}  \tag{31}\\
\mathbf{x}^{\prime} & =\left(\begin{array}{ll}
\lambda & 1 \\
0 & \lambda
\end{array}\right) \mathbf{x}+\mathbf{R}(t) \mathbf{x} \tag{32}
\end{align*}
$$

The fundamental matrix of (31) has the form

$$
\mathbf{Y}=\mathrm{e}^{\lambda t}\left(\begin{array}{ll}
1 & t \\
0 & 1
\end{array}\right)
$$

Choosing the matrix functions

$$
\boldsymbol{\Psi}=\mathrm{e}^{\lambda t}\left(\begin{array}{ll}
t & 0 \\
0 & 1
\end{array}\right), \quad \boldsymbol{\Phi}=\mathrm{e}^{\lambda t}\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
$$

and the scalar functions $\boldsymbol{\Psi}_{0}=t \mathrm{e}^{\lambda t}, \boldsymbol{\Phi}_{0}=\mathrm{e}^{\lambda t}$ and the projections

$$
\mathbf{P}_{1}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right), \quad \mathbf{P}_{2}=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)
$$

we may easily verify that if the matrix $\mathbf{R}(t)$ satisfies the assumption (a) of Theorem 1 the other hypotheses of Theorem 2 are fulfilled as well.

Consequently, the systems (31) and (32) are $\boldsymbol{\Psi}$-asymptotically equivalent and also $\boldsymbol{\Psi}_{0}$-asymptotically equivalent, i.e. every solution of (32) satisfies

$$
\left|\mathrm{e}^{-\lambda t}\left(\begin{array}{cc}
t^{-1} 0 \\
0 & 1
\end{array}\right)[\mathbf{x}(t)-\mathbf{y}(t)]\right| \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
$$

and

$$
\left|t^{-1} \mathrm{e}^{-\lambda t}[\mathbf{x}(t)-\mathbf{y}(t)]\right| \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
$$

or

$$
\mathbf{x}(t)=\mathbf{y}(t)+\mathrm{e}^{\lambda t}\binom{0(t)}{0(1)} \quad \text { and } \quad \mathbf{x}(t)=\mathbf{y}(t)+\mathrm{e}^{\lambda t}\binom{0(t)}{0(t)}
$$

From this it is seen that the assertions about the estimates of the solutions are true.

Further, in the case of the matrix-functions $\Psi$ and $\Phi$ the condition

$$
\begin{equation*}
\int^{\infty}\left|\Phi^{-1}(t) \mathbf{R}(t) \Psi(t)\right| \mathrm{d} t<\infty \tag{33}
\end{equation*}
$$

(i.e. (a) of Theorem 1) applies if

$$
\begin{equation*}
\int^{\infty} t\left|\mathbf{R}_{1}(t)\right| \mathrm{d} t<\infty \quad \text { and } \quad \int^{\infty}\left|\mathbf{R}_{2}(t)\right| \mathrm{d} t<\infty \tag{34}
\end{equation*}
$$

where $\mathbf{R}_{1}$ and $\mathbf{R}_{2}$ are the columns of the matrix $\mathbf{R}$ because

$$
\boldsymbol{\Phi}^{-1} \mathbf{R} \Psi=\mathrm{e}^{-\lambda t}\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\left(\mathbf{R}_{1}, \mathbf{R}_{2}\right) \mathrm{e}^{\lambda t}\left(\begin{array}{ll}
t & 0 \\
0 & 1
\end{array}\right)=\left(t \mathbf{R}_{1}, \mathbf{R}_{2}\right)
$$

while in the case of scalar functions $\boldsymbol{\Psi}_{0}$ and $\boldsymbol{\Phi}_{0},(33)$ applies if

$$
\begin{equation*}
\int^{\infty} t\left|\mathbf{R}_{1}(t)\right| \mathrm{d} t<\infty \quad \text { and } \quad \int^{\infty} t\left|\mathbf{R}_{2}(t)\right| \mathrm{d} t<\infty . \tag{35}
\end{equation*}
$$

(35) follows from the equalities

$$
\mathbf{\Phi}_{0}^{-1} \mathbf{R} \Psi_{0}=\mathrm{e}^{-\lambda t} \mathbf{R}(t) \mathrm{e}^{\lambda t}=t\left(\mathbf{R}_{1}, \mathbf{R}_{2}\right)=\left(t \mathbf{R}_{1}, t \mathbf{R}_{2}\right)
$$

Consequently, the conditions (34) are weaker than (35).

## References

[1] R. Bellman: Stability Theory of Differential Equations. New York, 1953.
[2] E. A. Coddington, N. Levinson: Theory of Ordinary Differential Equations. New York, 1955.
[3] M. Greguš, M. Švec, V. Šeda: Ordinary Differential Equations. Bratislava, 1985. (In Slovak.)
[4] A. Hašcáák: Asymptotic and integral equivalence of multivalued differential systems. Hiroshima Math. J. 20 (1990), no. 2, 425-442
[5] A. Haščák, M.Švec: Integral equivalence of two systems of differential equations. Czechoslovak Math. J. 32 (1982), 423-436.
[6] M.Švec: Asymptotic relationship between solutions of two systems of differential equations. Czechoslovak Math. J. 24 (1974), 44-58.
[7] M. Svec: Integral and asymptotic equivalence of two systems of differential equations Equadiff 5. Proceedings of the Fifth Czechoslovak Conference on Differential Equations and Their Applications held in Bratislava 1981. Teubner, Leipzig, 1982, pp. 329-338.

Author's address: Jozef Miklo, Katedra matematiky Strojníckej fakulty STU, nám. Slobody 17, 81231 Bratislava, Slovakia.

