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Abstract. In this paper new generalized notions are defined: St-boundedness and <J>-
asymptotic equivalence, where * is a complex continuous nonsingular n x n matrix. The 
^-asymptotic equivalence of linear differential systems y' = A(i)y and x' = A(t)x + B(J)x 
is proved when the fundamental matrix of y' = A(£)y is ^-bounded. 
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The problem of the asymptotic relationship between solutions of two systems of 

differential equations was investigated by several authors, e.g. H.Weyl, N.Levinson, 

A. Wintner, R. Conti, M. Svec, A. Hascak, T. G. Hallam, etc. 

The aim of this paper is to study the so-called ^-asymptotic equivalence of two 

linear differential systems of the form 

(i) y' = A(t)y, 

(2) x' = A( t )x + B( t )x 

where A(£) and B(i) are n x n matrices whose elements are complex functions defined 

on the interval [0, oo) and integrable on compact subsets of [0,oo); x and y are n-

dimensional column vectors. Suppose that A and B are such that the existence 

of solutions of (1) and (2) on an interval [a, oo), a ^ 0 is guaranteed. So under a 

solution of a differential system we will understand a solution existing on an infinite 

interval [a, oo). 

In the papers [4-7] and in the monograph [3] it is assumed that * is a positive 

real continuous function. The notions of the \t-boundedness of a vector function and 

of the \t-asymptotic equivalence of two systems of differential equations are defined 
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there (see e.g. [3] p. 274-275 or [7] Definitions 1 and 2). In this paper these notions 

are generalized as follows: 

Def ini t ion 1. Let SE'(t) be a complex continuous nonsingular n x n matrix. An 

n x m complex matrix-function M(t) will be called ^-bounded on the interval [a, oo) 

iff the matrix * _ 1 ( t ) M ( t ) is bounded on [a, oo), i.e. 

(3) s u p | * - 1 ( t ) M ( f ) | < o o 

where | • | denotes a suitable matrix norm and * _ 1 denotes the inverse matrix to * , 

i.e. * * _ 1 = * - 1 * = E, where E is the unit matrix. 

Def ini t ion 2. Let Y(t) and X(t) be fundamental matrices of the systems (1) and 

(2), respectively and let * ( t ) be a complex continuous nonsingular matrix. The sys

tems (1) and (2) will be called <&-asymptotically equivalent iff for every fundamental 

matrix Y(i) of (1) there is a fundamental matrix X(t) of (2) such that 

(4) | ¥ - 1 ( t ) [ X ( t ) - Y ( t ) ] | - > 0 as t-*oo 

and conversely, for each fundamental matrix X(t) of (2) there is Y(t) of (1) such 

that (4) holds. 

Since every solution y(t) of (1) and x(t) of (2) may be represented in the form 

y(t) = Y( t )c and x(t) = X(t)c, where c is a suitable constant column vector, (4) 

implies 

(4') | ¥ - 1 ( t ) [ x ( t ) - y ( t ) ] | - > 0 as t -+ oo. 

So the systems (1) and (2) are ^-asymptotically equivalent iff for every solution 

y(t) of (1) there is a solution x(t) of (2) and conversely, for each solution x(t) of (2) 

there is a solution y(t) of (1) such that (4') hods. 

R e m a r k 1. If in the relation (4') * ( t ) means a positive continuous function on 

[a, oo), then the definition of the ^-asymptotic equivalence in [7] (or in [3] p. 274) 

is obtained. 

R e m a r k 2. Evidently, if the fundamental matrix of some system is ^-bounded, 

then every solution of the same system is ^-bounded. 

R e m a r k 3. Let *f (t) be a positive continuous real function on [a, oo). Then the 

definitions of ^-boundedness for a vector function in this paper and in [7] (Definition 

1) or in [3] p. 275 coincide. 



Now three new theorems will be presented. The integral will be the Lebesgue 

integral. 

Theorem 1. Let * ( i ) and * ( i ) be complex continuous nonsingular matrices on 

[a,oo) and iet the following hypotheses be satisfied: 

(a) J a ° 0 | * - 1 ( t ) B ( t ) * ( t ) | d t < o o , 

(b) the fundamental matrix Y(t) of (1) is ^-bounded on [a, oo), 

(c) there is a number K0 > 0 such that sup | * - 1 ( ' ) Y ( t ) Y - 1 ( s ) $ ( . s ) | < K0. 
a!js<t 

Then the fundamental matrix X(t) of (2) is ^-bounded on [a,oo). 

P r o o f . Using the method of variation of constants the solution x(t) and the 

fundamental matrix X(t) of (2) will be expressed in the form 

(5) x(t) = y(f) + J Y(t)Y"1(s)B(.S)x(s) ds, 

(6) X(t) = Y(t) + J Y(t)Y~] 0)B(s)X(s) d.s. 

Because according to the assumption the nonsingular matrices \I>(i) and 3>(t) exist, 

the relation (6) may be written in the form 

( 7 ) * - 1 ( i ) X ( « ) = * - 1 ( i ) Y ( t ) 

+ I * - 1 ( t ) Y ( i ) Y - 1 ( s ) $ ( s ) $ - 1 ( s ) B ( s ) * ( s ) * - 1 ( s ) X ( s ) d s . 

By (b) a positive constant K exists such that | * - 1 ( t ) Y ( t ) | < A', hence from (7) by 

hypothesis (c) the following inequality can be obtained: 

(8) | r ' ( ( ) X ( i ) | a ' + | A 0 | * - 1 ( s ) B ( s ) * ( s ) | | * - I ( s ) X ( s ) | d s . 

Using the Gronwall lemma for the inequality (8) we get 

| * - 1 ( i ) X < t ) | < A-exp(A'0 / | * " 1 0 ) B ( s ) * ( s ) | d s ) . 

From the assumption (a) it follows that there is a number t* ^ a such that 

K0 { | $ - 1 ( s ) B ( s ) * ( s ) | d s ^ ln2 

and therefore 

| * " 1 ( 0 X ( f ) | < A'exp(ln2) = IK, 
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i.e. fundamental matrix X(t) of (2) is ^-bounded. 

Prom (6) the following expression for the fundamental matrix Y(t) of (1) can be 

obtained: 

Y(<) = X(t) - J Y(t)Y-1(s)B(s)X(s) ds, 

which implies D 

Corollary 1. If a fundamental matrix X(t) of (2) is ^-bounded and the hypothe

ses (a) and (c) of Theorem 1 are satisfied, then the fundamental matrix Y(t) of (1) 

is * -bounded. 

Theorem 2. Let Y(t) be a fundamental matrix of (1). Let *(<) and .# ( t ) be 

complex continuous nonsingular matrices for t ~>. a >• 0. 

Suppose 

(i) the assumptions (a) and (b) of Theorem 1 are fulfilled 

(ii) there exist supplementary projections P i , P2 and constants Kj, > 0, Ki > 0 

such that 

sup | * - 1 ( t ) Y ( * ) P 1 Y - 1 ( s ) # ( s ) | <KU 

sup | * - - ( * ) Y ( t ) P a Y - 1 ( - ) # ( - ) | < K2; 
t ^ s^oo 

(iii) | * - 1 ( t ) Y ( t ) P 1 | - ^ 0 a s t ^ o o . 

Then the systems (1) and (2) are ^-asymptotically equivalent. 

P r o o f . Let Y(t) be a fundamental matrix of (1) which is ^-bounded by hy

pothesis, i.e. | ' J ' " 1 ( t )Y(t) | ^ K, K > 0. Consider the integral equation 

(9) X(*) = Y(*) + / Y(*)P, Y _ 1 (s)B(s)X(s) ds 

- J°°Y(t)ViY-1(s)B(s)X(s)ds 

for the matrix function X(t), P i , P 2 being the given supplementary projections, 

P 2 = I — P i where I denotes the n x n identity matrix and P1P1 = P i , P 2 P 2 = P 2 • 

If X(t) satisfies (9) then it is a matter of routine to verify that 

(10) X ' = A(*)X + B(*)X. 

The existence of a solution X of the equation (9) is not evident; the existence of 

such a solution will be proved using the method of successive approximations. 
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The successive approximations for (9) are defined to be the matrix-functions 
Xo, X_,..., given recursively by the formulae 

Xo(t) = Y(t), 

(11) Xm+1(t) = Y(t)+J Y(t)P1Y~1(s)B(s)Xm(s)ds 

-y°°Y(t)P2Y-1(s)B(s)Xm(s)ds, 

m = 0,1,2,..., where 6 > a is a number such that 

(12) (IU + K2) j°° |#--(_)B(t)*(_)| dt < | 

and Ki, K2 are numbers which fulfil (ii). 

It remains to prove the convergence of the sequence {X,n}. Let Gm, m = 0,1, 2,.. . 
be defined by 

G m ( t )=X m + 1 ( t ) -X m ( t ) , te[6,oo). 
Then (11) by subtraction yields 
(13) 

G0(t)= J Y(t)P1Y"1(s)B(s)Xo(s)ds- /°°Y(t)P2Y-1(s)B(s)X0(s)ds, 

Gm(t) = j Y(t)P1Y"1(s)B(s)Gm_1(s)ds 

- /"X>Y(t)P2Y-1(s)B(s)Gm_1(s)ds, m = l ,2. . . . . 

Since it is assumed that there are nonsingular matrices ^(t) and #(*), (13) yields 

(14,1) 

*-1(t)G0(t) = j *-1(t)Y(t)PiY-1(s)_?(s)_>-1(s)B(s)*(s)_>-1(*)X0(s)ds 
- j " _>-1(t)Y(t)P2Y-1(s)*(s)*-1(s)B(s)*(s)*'1(s)X0(s)ds, 

(14,2) 
#-1(t)Gm(t) 

= j *-1(t)Y(t)P1Y-1(s)#(s)c_-1(s)B(s)'_'(s)_>-1(s)G„.-i(-)ds 

- f"*-1(t)Y(t)P2Y-1(s)#(s)_>-1(s)B(s)vEr(s)*-1(s)Gm^1(s)ds 

for??i = 1,2,... 

1G7 



Next, the validity of the estimate 

(15) l*-1WGm(t)l < - £ - . m = 0,1,2,.. . 

for some K > 0 will be proved by induction. 
The equation (14,1) gives 

(16) 
|»-x( t)G0( t) | 

< J |*-1(<)Y(i)PiY-1( s)*( s) | |$-1(S)B(S)*(s) | |*-1(S)Xo(s) |ds 

+ y"OO|*-1(«)Y(i)P2Y-1(S)*(S)||*-1(S)B(s)*(5')||*-1(s)X0(S)|ds. 

Using (ii) and the fact that Y is ^-bounded, we have 

|«- l(*)Xo(t)| = |»-x(t)Y(t) | s= K, K > 0. 

From (16) it follows that 

|«--(t)Go(*)| < KiK [ |*-1(s)B(s)*(s) |ds 
(17) Jb 

+ K2K |*-1(s)B(s)»(s) |ds. 

Further it is evident that from (17) we can obtain 

| * - 1 ( * ) G o W K / i ( ^ i + ^2 ) | 0 0 | * - 1 (« )B(s )* ( s ) | d s 

and finally by (12) 

|#--(*)Go(«)| < \K. 
Consequently, (15) holds for m = 0. 

Assume that 

(18) |»-1(«)Gm_i(*)| < ~ , m = l ,2 , . . . 

From (14,2) it follows that 
(19) 

l*_1(t)Gm(i)l 

< J |»- 1 (0Y(0PiY- I ( . s )*(s) | |*- 1 (s)B(s)*(s) | |*- 1 (s)Gm_ 1 (s) |ds 

+ | 0 0 | * - 1 ( t )Y( i )P 2 Y- 1 ( S )*( S ) | |$ - 1 ( S )B( . S )*(s) | |* - 1 (s )G m _ 1 ( S ) |d S . 
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Using (ii) and (18) we obtain from (19) that 

| * - 1 ( t ) G m ( i ) | 

^Ki^J \^'1(s)B(s)^(s)\ds + K2~ J |*-1(5)B(s)*(s)|ds 

and evidently 

|*--(t)G. J,(t) | <: ^(K1+K2) fX \^-1(s)B(s)^(s)\ds <_ 
i m Jb 

if finally (12) is used. So (15) is proved. Prom (15) it follows that 

(20) [Gra(f)| <. |»(*)»--(*)G....(i)| < l*WI |*- 1 («)G m (t) | < | * ( * ) | - - ~ . 

Consider the series 

(21) f^\Gm(t)\='£\Xm+1(t)-Xm(t)\. 
m=0 m=0 

(20) shows that the series (21) is majorized by the convergent number series 

(22) A1*(*)| £ ^ = l*(t)|Jr 
m=0 

and therefore the series (21) is uniformly convergent on every compact subset of the 
interval [6, oo). Thus the series 

X 0 ( t ) + £ [ X m + 1 ( t ) - X m ( t ) ] 
m=0 

is absolute and uniformly convergent on every compact subset of the interval [6, oo); 
consequently the partial sum 

i t - i 

(23) Xo(t)+ VJ[X r a + 1(t)-X r a(t)]=X f c(t) 
,71 = 0 

tends uniformly on every compact subset of interval [6, oo) to a continuous limit 
function X satisfying 

(24) |X(*)K 2A'|*(t)| and \^~l(t)X(t)\ ^2K 
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[(22) and (23) imply (24)]. This means that the limit X(t) is ^-bounded. 
Clearly, | * " 1 ( X - X m ) | = | * - 1 X - * _ 1 X m | ^ I*"1! | X - X m | and also * - J X m 

converges uniformly to a continuous function * _ 1 X on every compact subset of the 
interval [6,oo). 

It will be shown that X satisfies the integral equation (9) and therefore it is a 
solution of (10), i.e. X is the fundamental matrix of (2). 

It is necessary to prove that 

(25) lim [ / Y(t)PiY-1(s)B(s)Xm(s)ds- f ° Y(t)P2Y"1(s)B(s)Xm(s)ds] 
m-*oo L Jb Jt 

= / Y(t)PiY-1(s)B(s)X(s)ds- /°°Y(t)P2Y-1(s)B(s)X(s)ds. 

Clearly, 

|U| = | / Y(t)P1Y-1(s)B(s)Xm(s)ds- f Y(f)P2Y"1(s)B(s)Xm(s)ds 

- J Y(t)P, Y-1(s)B(s)X(s) ds + J" Y(t)P2Y"1(s)B(s)X(s) ds| 

< |«(*)| 
x [ f |*-1(t)Y(t)P1Y-1(s)#(s)| |*-1(s)B(s)*(s)|!*-1(s)[X(s)-Xm(s)] |ds 

+ /0 0 |*-1( t)Y(t)P2Y-1(s)*(s) | |*-1(s)B(s)*(s) | |*-1(s)[X(s)-Xm(s)] |ds] . 

Prom (24) it follows that 

(25,1) | * " 1 [ X - X m ] K 4 A ' . 

The assumption (ii), (12) and (25,1) give 

|UUl*L>(t)|[ * ' / t | * - 1 ( s ) [X(s) -X m ( s ) ] |ds 
L2(Ki + h2) JQ 

+ \KK2 /°° |#-1(s)B(s)*(s) |ds] . 

Let e > 0 be chosen arbitrarily. Let tx > b be such that 

y | * " 1 ( s ) B ( s ) * ( s ) | d s < ^ - . 

Such a ti exists by the assumption (b) the Theorem 1. 
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On the interval [6, *i] * ! X m converges to * ] X uniformly. Hence for e > 0 

there is m0(e) such that for each m > m0(e) 

| * - l ( « ) [ X ( s ) - X m ( S ) ] | < " ^ ^ y S€[b,tl]. 

But then |U| ^ |* ( t ) | e for m > m0(e). The validity (25) is proved. Also X is the 

solution of (9). 

It may be verified that if X(t) is a *-bounded fundamental matrix of (2), then 

there exists a ^-bounded fundamental matrix Y(t) of (1), because by virtue of (9) 

Y(t) may be expressed in the form 

Y(t) =X(t)- J Y ( t ) P i Y - 1 ( f l ) B ( s ) X ( s ) d s + I Y ( t ) P 2 Y _ 1 ( s ) B ( s ) X ( s ) d s . 

To establish the ^-asymptotic equivalence of (1) and (2) it remains to prove that 

| * - 1 ( t ) f X ( 0 - Y ( i ) ] | - + 0 as M o o . 

From (9) it may be obtained that 
(26) 

•-»(t)pC(t)-Y(t)] 

= J * - 1 ( t ) Y ( t ) P 1 Y - 1 ( s ) * ( s ) * - 1 ( s ) B ( s ) * ( s ) * - 1 ( s ) X ( s ) d s 

- I * - 1 ( « ) Y ( t ) P 2 Y - 1 ( s ) * ( s ) $ - 1 ( s ) B ( s ) * ( s ) * - 1 ( s ) X ( s ) d 5 . 

Denoting by Ii and I2 the first and the second integral in (26), the following inequality 

is valid: 

(27) | * - - ( t ) [ X ( t ) - Y ( t ) ] | < | I i | + H.|. 

Assume that an arbitrary e > 0 is given. By the hypothesis (i) part (a) a number 

t* > a may be chosen such that 

(27,1) ^ ° ° | * - | ( 5 ) B ( S ) * ( s ) | d . s < ^ - . 
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The assumption (ii) and (24) give 

(28) 1 - lK / | * - 1 ( O Y ( < ) P 1 Y - 1 ( s ) $ ( s ) | | $ - 1 ( s ) B ( s ) * ( s ) | | * - 1 ( s ) X ( s ) | d s 

<2K\*-1(t)Y(t)P1\J
t | P 1 Y - 1 ( s ) $ ( s ) | | * - 1 ( s ) B ( s ) * ( s ) | d s 

+ 2KKi f | # " 1 ( s ) B ( s ) * ( s ) | d s 

s= ^ - ' ( O Y W P ^ A ' I | P 1 Y - 1 ( s ) * ( s ) | | $ - 1 ( s ) B ( s ) * ( s ) | d s 

+ 2KKl f i * " 1 ( s ) B ( s ) * ( s ) | d s . 

The hypothesis (iii) implies that the limit of the first term on the right hand side 

of the inequality (28) for t —¥ oo equals 0. Prom this and from (27,1) it follows that 

lim |I,. | = 0. 

The second integral satisfies 

\h\^j | * - 1 ( < ) Y ( « ) P 2 Y - 1 ( s ) # ( s ) | | * - 1 ( s ) B ( s ) * ( s ) | | * - 1 ( * ) X ( s ) | d s . 

Using (i), (ii) and (24) we obtain 

\I2\<:2KK2 [ | # " 1 ( s ) B ( s ) * ( s ) | d s - + 0 as t -* oo 

and so (27) implies that ^-'(fJfXf.t) - Y(t)] | -> 0 as f -» oo. 

Thus the ^-asymptot ic equivalence of the systems (1) and (2) is proved. • 

R e m a r k 4. Assume that a positive continuous function *o( t ) is such that the 

elements of the matrix <t?(t) are majorized by \?o(*)- Then the matrix ^-asymptotic 

equivalence which is defined in this paper implies the * 0 -asymptot ic equivalence of 

(1) and (2), i.e. the "scalar" asymptotic equivalence in the sense of the definition in 

[3] or [7]. 

Theorem 3. Let Y(t) be a fundamental matrix of (1). Let M j and Nj be the 

sets of all i&j-bounded solutions of the systems (1) and (2), respective],/. Let there be 

supplementary projections P i and P 2 , positive numbers K\ and K2 and nonsingular 

continuous complex matrices \Pj(0 and &j(t) on the interval [a,oo) such that the 

following conditions are fulfilled. 

(i) / o ° ° | # 7 1 ( t ) B ( f ) # i ( t ) | d f < o o J 
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(ii) sup | * J 1 ( t ) Y ( t ) P 1 Y - 1 ( s ) * j ( s ) | < / r 1 , 
a<Cs!Jt 

sup | * J 1 ( . ) Y ( < ) P 2 Y - 1 ( * ) * i ( s ) | < K2, 
tsCssCoo 

(hi) I ^ J ^ t J Y ^ J P i l -> 0 as t -4 co. 

T ien for every solution y(t) 6 M j there is a solution x(t) e N j and the sets M j 

and N j are <J>j-asymptotic equivalent, i.e. 

| ¥ J x ( t ) [x ( t ) - y ( f ) ] | - > 0 as t - > o o . 

P r o o f . If the solution x(f) of (2) is considered in the form 

(29) x(t) = y(t) + J Y ( ( ) P i Y " 1 (s)B(s)x(s) ds - J " Y ( t ) P 2 Y " 1 (s)B(s)x(s) ds 

and <£> and # are replaced by * j and 3?j and successive approximations for (29) are 

given recursively by the formulae 

( < ) = У ( * ) , 

(30) J Y(t)P..ү--( g m + l ( í ) = У ( * ) + / Y ( ť ) P l Y - Ҷ s ) B ( s ) g m ( Ä ) d s 

Y ( ť ) P 2 ү - Ҷ s ) B ( s ) g m ( s ) d s , 

and if the limit of (30) is denoted by x(t), then Theorem 3 can be proved in the same 

way as Theorem 2 was. • 

R e m a r k 5. In the concrete cases the new generalized notion of ^-asymptotic 
equivalence enables us to determine weaker sufficient conditions. 

Another advantage of this generalized notion is that every component of the vector-
solution of some system may be particularly estimated, while in the case of the scalar 
function SP the estimate of the solution of the system is obtained in the whole, i.e. 
all components of the vector-solution have the same estimate. 

The assertions of Remark 5 will be shown on a simple example. 

E x a m p l e . Consider the systems 

Ho >• 
A 1 

0 A, 
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The fundamental matrix of (31) has the form 

Choosing the matrix functions 

t(t ° \ «_.J..i"- o 
* = e lo i)> * = e Vo i 

and the scalar functions \£o = text, $ 0 = eAt and the projections 

*-n- *-G? 
we may easily verify that if the matrix R(t) satisfies the assumption (a) of Theorem 
1 the other hypotheses of Theorem 2 are fulfilled as well. 

Consequently, the systems (31) and (32) are ^-asymptotically equivalent and also 
Sto-asymptotically equivalent, i.e. every solution of (32) satisfies 

, ( j 1 J ) W - ) - У ( * ) ] | - * 0 as ť 

and 
|* - 1e_*'[x(t) - y(i)]|-+0 as t -> oo 

or 
x(t) = y ( t ) + e - Q and x(t) = y (.) + e " Q . 

From this it is seen that the assertions about the estimates of the solutions are 
true. 

Further, in the case of the matrix-functions * and $ the condition 

(33) f |#" 1 (t)R(t)*(t) |dt <oo 

(i.e. (a) of Theorem 1) applies if 

(34) / t |R 1 ( t) |d i<oo and f |R 2 ( t) |dt<oo 

where R t and R2 are the columns of the matrix R because 

• - - R » - e - M ( J J ) ( R 1 , R 2 ) e ^ ( j ^ - ( f R i . R a ) 
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while in the case of scalar functions * 0 and * 0 , (33) applies if 

(35) J t|Ri.(t)|dt<oo and f°° t\K2(t)\ dt < oo. 

(35) follows from the equalities 

^ o ' ^ o = e - u R ( t V = t(Ri,Ra) = (<Ri,*R2). 

Consequently, the conditions (34) are weaker than (35). 
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