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Matematický časopis 21 (1971), No. 2 

BOUNDEDNESS OF SOLUTIONS 
OF NON-LINEAR DIFFERENTIAL EQUATION SYSTEMS 

PAVEL SOLTES, Kosice 

There is a theorem in [1] concerning boundedness of solutions of a non-linear 
differential equation of order two 

x" + a(t)f(x)) = 0 

and a generalization of this theorem to a system 

8F 

xi + di(t) = 0, % = 1, 2, . . . n . 

dxi 

I n [2] this result is generalized to the system 

n 

\* 8F 

x[ + a,i(t) \ biik(t)xk + at(t) —— = 0, i = 1, 2, . . . , n, 
/ f dxi 
k=\ 

where the function F is, among other conditions, assumed to be a function 
of x\, ..., xn and therefore independent of t. I n [3] some results are proved 
concerning boundedness, oscillatoriness and extension of solutions of several 
types of nonlinear differential equations of order two. 

The aim of the present paper is the investigation of boundedness of solutions 
of non-linear differential equation systems. Some results are given which are 
generalizations of those appearing in [1], [2] and [3]. 

Consider a non-linear differential equation system of the form 
(1) x[ + fi(t, xi, ..., xn) = 0, i = 1, 2, . . . , n , 

where fi(t,x\, ...,xn) and — are defined and continuous for t ^ to ^ 0, 
dt 

n 

2 \xi\ < oo. Suppose further t h a t fi(t, x\, ..., xn) are such t h a t 
i = l 

n 

dFi 
= 0 for k =(= i, k = 1, 2, . . . , n , 

dxjc 
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where Ft (t,xu..., xn) = \ /< (t,xi,..., x^i, s, xM,..., xn) ds. Let F(t,x) = 
6 

n 
= F(t, XX, ..., Xn) = ^ FiV* x± > • • •> xn)-

tV-1 

Theorem 1. Suppose that for every contimwisly differentiate vector function 
x(t) = (xi(t), ...,xn(t)) which is defined on the interval (to, t), t ^ oo and ^tn-
bounded for t-> L, there exists a sequence {tk}^i > suc^ f^at 

8F(t, x(t)) 8F(t, x(tk)) t ^ t ^ t 
\Z) 5= , fo s= t s tk 

8t 8t 

and 

(3) l i m E ( < o , x ( ^ ) ) = E ; 

where F ^ oo i8 independent of x(t). 
Then every solution x(t) of the system (1) ,which satisfies the relation 

(4) i | |x'ao)| |2+T(lo,x(^0))<E, 

is bounded on its domain (to, oo). 
(|| . || stands for the Euclidean norm). 

Proof . Suppose that a vector function x(t) is a solution of the system (I), 
satisfies the relation (4) and is nevertheless unbounded for t-> L, where 
(to, t) is an interval on which this solution is defined. This means that there 
exists a sequence {tk}%=1, h-> L for k -> oo such that lim | |x(^)| | = -j- oo. 

Jc-+co 

By multiplying the i-th equation of the system (1) by the function x\(t), 
summing over i = 1, 2, . . . , n and then integrating over the interval (t0, t), 
where t e (to, i). We get 

t n 
i ll*'OT + / 2HS, X1(S),...,Xn(s))x'i(s) ds = \ ||x'(<0)||-

to i=l 

and therefore, since 

n n n 

dF dF V /N7 8FA , 8F \* 
I XM = ~~ + / /&(!, xi, ..., xn)x'k , 

92 

dt 8t /_, \/f
 8xk) 8t 

i . l í-1 * - l 

(5) \ | |x'(ř)||2 + F(t, x(t)) = i | |x '(í 0) | | 2+T( lo, x(ťb)) + 
f dF(s, x(s)) 

ds 
8s 



From this, taking into account (2), we get 

F(tk, x(tk)) ^ \ \\*'{kW + F(t0, x(t0)) + 
*aF(s.x(ť fc) 

ds = 
дs 

= \ V(toW + F(to, x(to)) + F(tk, x(tk)) - F(t0, x(tk)) , 

or 

F(t0,x(tk)) ^ \\\x'(toW+F(to,x(t0)), 

which means that for k -> oo we have 

F ^ ±\\x'(toW+F(to,x(to)), 

which contradicts the assumption t h a t x(t) satisfies the relation (4). 
I t is now necessary to prove that t = + oo, or t h a t every solution satisfying 

the condition (4) can be extended to (to, oo). 

Let t < oo. I t is enough to prove t h a t there exist finite limits lim x(t) 
tM-

and limx'(£). As x(t) is bounded on (to, t), clearly every component xt(t) 
tM-

of the vector x(t) is bounded. If the lim x(t) does not exist, the same must 
tM-

be true for at least one component limit lim xt(t). By the corresponding Lemma 
t-*t-

in [3] lim sup x'^t) = + oo and l i m i n f x ^ ) = — oo, so tha t there exists 
<->t- tM-

a sequence {^}^=i such that tk -> L for k -> oo and lim x[(tk) = + oo. 
&->oo 

For t = tk we get from (1) 

tk 

x'i(tk) = x'i(to) — \ ft(s, xi(s), ..., xn(s)) ds 

to 

and therefore 

tk 

lim J ft(s, xi(s), ..., xn(s)) ds = — oo . 
&->oo to 

But this contradicts the assumption tha t t < oo, as x(t) = (x\(t), ...,xn(t)) 
is bounded for te(to, t) and the functions ft(t, x\, ..,. xn) are continuous 

n 

fort^to^ 0, ^ \xi\ < °°- This completes the proof. 

R e m a r k 1. Evidently if F = + oo, then every solution of (1) is bounded 
on (to, oo). 
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Theorem 2 . Suppose that for every t ^ to ^ 0, ^ |#.| < °o we Aa#e 

3T(£, x) 
(6) ^ 0 . 

If for every sequence {tk}^Li suc^ ll^ h-> °o for k -> oo and every sequence 
{x ( t )}j=1, x(A) = (x[k), x£\ ..., x^) such that | | x w | | ^ oo for k-> oo we have 

(7) l i m ^ . x W ) = T, 
&-»00 

then every solution of (I) which satisfies the condition 

(8) i | | x ^ o ) | | 2 + ^ o , x ( f 0 ) ) < ^ , 

is bounded on (to, oo). 
P r o o f : If the solution x(t) satisfies the condition (8) and is defined on 

(k, oo), the proof is simple. Using (5) and (6) we get 

(9) \ ||x'(OII2 + F{t, x(t)) <; 1 ||x'(<0)||
2 + E(jo, x(*o)) . 

If x(t) were unbounded for t^ oo, there would exist a sequence {tk}k=1 

such tha t tk -> oo for k-^ GO and lim ||x(^)|| = oo. By (9) and (7) we get 
yfc-»oo 

F £ i\\x'(toW+F(t0,x(to)), 

which contradicts the assumption (8). 
Now let x(t) be a solution of (1) satisfying the condition (8) which is defined 

on (to, i), t < oo and suppose that for £-> t-x(t) is unbounded. In that case 
there exists a sequence {tk}k=1, tk-> t- such that for &-> oo, tk->i~ and 
lim ||X(£A;)|| = + oo. Let {ik}k=1 be any sequence such that 
k->oo 

tk ^ h (k = 1, 2, . . . , n, . . . ) , ?#-> oo for k-> co . 

By (6) and (9) 

F(h, x(tk)) ^ F(tk, x(tk)) ^ J ||x'(*o)||2 + F(t0, x(t0)) , 

which again contradicts the assumption (8). 
The proof tha t any solution satisfying the condition (8) can be extended 

to (to, oo) is completely analogous to that of Theorem 1. 

Theorem 3. In addition to the hypotheses of Theorem 2, suppose thatF(t, x) ;> 0 
n 

for t ^ t0 S 0, 2 N < °0-
i_l 

Then any solution of (1) which satisfies the condition (8) as well as the first 
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derivative of any solution, are bounded on their domain which is (to, oo) if the 
said solution satisfies the condition (8). 

P roof . The boundedness of a solution satisfying (8) is ensured by Theo
rem 2. 

n 
In view of the assumption F(t, x) ^ 0 for t ^ to ^ 0, 2 \xi\ < °°, w e ge^ 

i=i 
from (9) 

\\\x\tW^ \\\*\hW + F(to,x(to)), 

which means that the first derivative of any solution is bounded on its domain. 

Consider the system 

(10) x\ + (1 + <pi (t))fi(t,xu ...,xn) = 0 (i = 1, 2,...,n) , 

where fi(t, xi, . . . , xn) are the same functions as in (1), while cpi (t) and <pl (t) 
are defined and continuous for all £ 2̂  fo != 0. 

Theorem 4. In addition to the hypotheses of Theorem 1 suppose that 

(11) 1 +<Pi{t) ^k>0, cpl(t) ^ 0 

for every t ^ to ^ 0 and i = 1, 2, . . . , n. 

Then any solution of (10) which satisfies the condition 

(12) \ > — — + F(to, x(to)) < F 
Z_s 1 + cpi(t0) 
i=i 

is bounded on (to, oo). 

Proof . Suppose tha t x(t) = (x\(t), ..., xn(t)) is again a solution of (10), 
defined on (to, i) which satisfies the condition (12) and is not bounded for 
£ - > L . 

By (10) 

n t n t 

#J(s)a;-(s) V~* f , 
— ds + > fi(s, Xi(s), ..., xn(s))Xi(s) ds = 0 , 

1 + <pi(s) Z_-„ 
1=1 to * - l to 

where t e (to, t). Moreover, 

n t 

^(s)<p'i(s) 
П П t 

(13) ł > T T ^ ) + ł 

i - 1 * ѓ = l t{ 

às + F(t, x(í)) = 
[i + <M«)]2 
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ť 

'*"-* г 8F{s,x{s)) 
I > —-—-+í , (řo,x(ř 0 ) ) + 

^ 1 + g?ť(řo) øв 
ds , 

or 
n t 

^ V *?(ío) . „ * 8F(s,x(s)) 
(14) F(t, x(t)) <\ y — + F(t0, x(ř0)) + 

Z_, 1 + ^Í(ÍO) 
i.l ť„ 

ds 

from which similarly as in the proof of Theorem 1 we get 
n 

%i (fa 

d8 , 

F ^ \ > ; + j ( t 0 , x ( f e ) ) , 
' 1 + 9Wo) 

i=l 

which contradicts the assumption (12). 
The proof that any solution can be extended to <7o, oo) is analogous to that 

of Theorem 1. 

Theorem 5. Suppose that, in addition to the hypotheses of Theorem 2, (11) 
holds. Then any solution of (10) satisfying (12) is bounded on (to, oo). 

P r o o f . The theorem can be proved using the relation (14). By using (6), 
we get 

F(t, x(t) S \ > — + F(fa, x(to)) , 
Z-v 1 + y*(*o) 

i=l 

which, by (7) contradicts the assumption (12). 
Evidently the following theorem also holds: 

Theorem 6. Suppose that, in addition to the hypotheses of Theorem 3, the 
functions <pi(t) satisfy the condition (11). Then every solution of (10) ivhich 
satisfies the condition (12) is bounded on {to, oo). 

// in addition to this for every i and all t ^ fa <pi(t) < oo, then also the first 
derivative of any solution is bounded on its domain. 

Theorem 7. Suppose that the hypotheses of Theorem 3 are valid and that 
F = + oo in (7). If for all t^ fa ^ 0, i = 1, 2, . . . , n 

oo 

(15) 0 < a ^ 1 + <pi(t)^ /?< oo, J | ^ ( f ) | d / < oo, 

then every solution of (10) and its first derivative are bounded "on <jo, oo). 
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Proof. Suppose that a vector function x(t) is a solution of (10), is defined 
on (to, i) and that lim sup ||x(i)|| = + oo. 

t^t 
Using (13), (6) and the assumption F(t, x) ^ 0, we get 

n n 

Z , i + <pi(t) Z . 
ť=i ť=i 

^ 2 ( < o ) 

1 + <Pi(to) 
+ T(řo,x(ř0)) + 

and therefore 

where 

Further 

n t 

+ ł *?(*) 
[1 + <Pi(s)f 

\<Pi(s)\ <is 

ť = l t0 

Цx'(í)lř < ЏK 

t П 

°+У«*\ІLx' (s) \<PІ(s)\ ds , 

í0 І - l 

K0=ł 
* j 2 ( < o ) 

1 + <Pí(k) 
+ T(řo,x(ř0)) 

i_l 

x'(í)||2á2i3Ko + ^ - ||x'(a)||- > \<pl(s)\ás. 

ť=l 

Using Bellman's lemma [4] we get 

t n 

[Щ"H ||x'(*)||- < 2/5K0exp | — \ \<p'.(s)\ d S | < Ki < oo , 

to 1 = 1 

so that x'(t) is bounded. 

We have still to prove that x(t) is also bounded. This can be done by using 
(13) again. We get 

n t 

*?(s) 
F(t, x(ř)) < Ko + \ •I [1 + <Pi(s)f 

\<f'i(s)\ ds 
ť - 1 t0 
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and therefore 
n t 

F(t, x(t)) <,Ko + -^~ 
2a2 

i=l t{ 

\(p[(s)\ ds <; K2 < oo 

for all t e (to, t). Suppose that {tk}k=1 is a sequence such that l&-> L for k-> oo 
and lim ||x(fe)|| = + oo. 

k=l 

For this sequence we obtain, using the last inequality, a result which contra
dicts (7) with _F = -f- oo. This completes the proof. 

Theorem 8. Suppose that the hypotheses of Theorem 7 are all valid except 

(15). If 
00 

lim <pt(t) = 0, J \q>'.(t)\ dt<co, i = 1, 2, . . . , n , 
t-*oo <0 

£Aen there exists h, such that ^ ^ 0 ^ 0 and every solution of the system (10) 
is bounded on (h, oo). 

P roof . The proof of this theorem is evident and rests on that of Theorem 7. 
Namely the condition lim (pi(t) = 0 ensures the existence of h ^ k such that 

t->00 

for * £ h 

J ^ l + (pi(t) <, I • 

Therefore the condition (15) is also satisfied and the conclusion of the theorem 
holds. 

R e m a r k 2. From this proof it is evident that in Theorems 4, 5 and 6 the 
condition (11) can be replaced by the following condition: 

lim q>i(t) = 0, q>'.(t) ^ 0, t ^ T £ t0, i = 1, 2, . . . , n. 
t-»oo 

In tha t case in (12) we substitute for to a number li such that h ^ T and that 
for t ^ li is 1 + (pi(t) ^ k > 0, i = 1, . . . , n. 

Let us now investigate the boundedness of solutions of the system 

(16) x[ +fi(t,x1} ...,xn) = ct(t), i = ] , . . . , n , 

where ft(t, x\, ..., xq) are again the same as in (1) while ci(t), c[(t) are defined 
and continuous for all t ^ to ^ 0. Under such conditions the following theorem 
holds: 

Theorem 9. Suppose that the hypotheses of Theorem 7 are valid with the 
exception of (15). If the vector c(t) = (ci(£), . . . , cn(t)) is such that 

J ||c(ř)|| dř < co , 
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then every solution of (16), together with its first derivative is bounded on the 
interval (to, oo). 

Proof. By multiplying the system (16) by x[{t), i = 1, 2, ..., n, where Xi{t) 
are the components of a solution x{t) of the system (16), summing over i and 
integrating from to to t {t e {to, t), where <fo, i) is the interval of definition 
of x{t)) we get 

2 |x'(ŕ)||2 + F(t, x(t)) = | | |x'(ř0)| |2 + F(t0, x(ío)) + 

+ 

and therefore 

t П t 

- дF(s, x(s)) 
ds + 

дs 
i=\ І, 

Ci(s)*í(s) ds 

t П 

(17) i||x'(0||2 + F(t, x(t)) ^ Ko + j 2 MV.OOI ds . 

to i=l 

Now suppose that x{t) is an arbitrary solution of (16). Then from (17) we get 

t n 4l|x'(ť)||- á Ko + f J \<H{*)*'M ds , 
to i=l 

which means 
t 

'(í)|| ú \ ||X'(Í)H2 + \ú KO + * + f ||C(8)|| . ||x'(«)|| ds , 
tí 

'(t)\\ í Kx exp / ||c(*)|| ds , 

IIX „ „ _ . . . . 
to 

and therefore 
t 

Hx' •//',, -
to 

where FTi = Ko + | • 
Thus x'{t) is bounded and there exists a constant K such that, for all t e 

e<h,~t), \\*'{t)\\ ^ K. 
From (17) we also get 

t n n t 

F(t, x(t)) <; Ko + I ( 2 *?(*)? (I c?(«))» dS = Ko + j \\C(8)\\ . \\x'(s)\\ ds , 
to i = l 1=1 to 

and therefore 

F(t, x(t) ^ K0 + K j ||e(a)|| ds , 
ti 

which means that for all te(to,t~> F(t,x(t)) is a bounded function. Thus, 
since in (7) F is equal to + oo, ||x(£)|| is bounded. 
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If I < co, then it is easy to prove that the solution x(t) can be extended 
to (to, oo). This completes the proof. 

R e m a r k 3. I t is possible to generalize Theorems 1 — 9 by investigating, 
instead of the systems (1), (10) and (16), the following systems: 

(18) x- + ^ bitk(t)xk + f(t, xi,...,xn) = 09 
k=i 

(19) x[ + (1 + Vi(t)) f bi§k(t)xk + (1 + <pi(t))fi(t, xu...,xn) = 0, 
k=l 

n 

(20) x\ + 2 hki^'k +fi{t,XX,..., Xn) = Ci(t), 
k=l 

where it is further supposed that for any t ^ to ^ 0,^\xi\ < co, bitk(t) is a con-
i=i 

n 

tinuous function and 2 bi^(t)xiXk ^ 0. 
i,k=l 

As an example, we shall prove the following: 

Theorem la. Suppose that the hypotheses of Theorem 1 are valid and that 
for all t ^ to ^ 0 

n 

2 bi,k(t)xtXk ^ 0. 
i,fc=i 

Then every solution of (18) which satisfies the condition (4) is bounded on its 
domain. 

Proof . By multiplying the i-th equation of (18) by x[(t), summing and 
integrating we get 

t n 

iw*'{t)\\2 + / 1 &..*(«)*;(*)*;(«) ds+F(t, X(t)) = 
t0 i,к=l 

1 è||x'(ío)ll2+T(!o,x(ío)) + 
r ðF(s, x(s)) 

ds 

Thus 

where 

to 

t 

8F(s,x(s)) 
h\\x'(t)\\2 + F(t, x(t)) SK0+\ + — ás 

OS 

Ko=\\\x'(toW + F(to,x(t0)). 

From here on the proof is similar to tha t of Theorem 1. 
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R e m a r k 4. We shall now show how some results of [3] concerning the 
bounds of solutions of non-linear equations of order 2 can be generalized 
to systems. 

Theorem lb. Suppose that, in addition to the hypotheses of Theorem 1, the 
following conditions hold: 

a) gi(xi, ..., xn, yi, ..., yn), i = 1, 2, . . . , n are continuous for every x = 
= (xi,...,xn) and y = (yi, ..., yn) and there exist nonnegative constants fa 
such that 

gt(xi, ...,xn,yi, ..., yn)yi ^ % ? 

for all x and y; 
b) ai(t), bi(t) are continuous nonnegative functions for t ^ t0 ^ 0 and 2fabi(t) ^ 

;> «;(«). 

Then every solution of the system 

(21) a{(t)xl + bi(t)gt(xi, ..., xn,x[, ...,x'n) +fi(t,xi, ...,xn) = 0, 

which satisfies the inequality 
n 

(22) K0 = J ^ at(t0)x?(t0) + F(t0, x(t0)) < F , • 
i=l 

is bounded on its domain. 
Proof . By multiplying the i-th equation of (21) by x[(t), summing and 

integrating from t0 to t, t e (t0, t), where <7o, i) is the domain of the solution 
x(t) = (xi(t), . . . , xn(t)). We obtain 

rc t n t 

i \ ai(s) —-x^s) d8 + \ \ bi(s)gt(xi, ..., xn, x[, ..., x'^x'^s) d8 + 

*=1 to 1=1 to 

n t 

+ ^ j fi{8,Xi{8), . . ., Xn(s))x'{(s) ds = 0 . 
i=l to 

Since fi(t, xi, ..., xn)^re the same as in (1), we have 

n t 

<*i(tp?(t) + 
i - 1 j - l t. 

Í 2 ai(t)^(t) + 2 j [h(s)gt(xi, . . ., Xn , Xx , . . . , XJX^S) 
i - 1 í„ 

ia^x^s)] ds + F(t, x(t)) = i 2 «i(loK2(ío) + 

+ E(ío,x(ř0)) + 

г = l 

ЄE(s, x(в)) 
d s . 
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Taking into account assumptions a) and b), we have 

8F(s, x(s)) 
y af(ť).c;s(í) + F(t, x(t)) á Ko + 

i=l 
дs 

ds . 

and from here on the proof proceeds similarly as in Theorem V 
Clearly this theorem is a generalization of our Theorem 1 as well as of 

Theorem (1) in [3]. Moreover, by adding to the hypotheses of any theorem dealing 
with the boundedness of solutions of (1) and their derivatives the assumptions 
a) and b) and substituting the condition (22) for (4) we obtain a valid theorem 
which, however, states that the solutions, and sometimes their derivatives, 
are bounded on their interval of definition. 

Analogously the theorem concerning the boundedness of the solution of (16) 
can be generalized to solutions of the system 

ai(t)xt + bt(t)gi(xi, ..., xn, x[, ..., xn) + f(t, xi, ...,xn) = c m , 

where i = 1, . . . , n. 
The following theorem is a generalization of Theorem 3 in [1]. 

Theorem 10. Suppose that F(x) = F(xi, ..., xn) satisfies the hypotheses 
of Theorem 3 in [V|, i. e. that it is a continuous, twice differentiable function and 

min F(x\, ..., xn) = m(r) -> oo, for r-> GO . 

Suppose further that at(t) > 0, a-(t) ^ 0, gi(yi, ...,yn) > 0 are defined and 

SGi 
continuous for t ^ to ^ 0, ^ \yt\ < GO? i = I, ..., n. If =--- 0, i #= k 

i=i ' fyk 

Vi 

i, k = 1, ...,n, where Gi(y\, ...,yn) = 

I 

then every solution x(t) of the system 

gi(y\, •.., yi-i, s, yt+i, ..., yn) 
ås 

8F 

(23) x[ + a{(t) — gt(xx, ..., xn) = 0, i = 1, . . . , n 
CXi 

is bounded on its domain. 

X'S) 
Proof . By multiplying the i-th equation of (23) by , gt(x') = 

ai(t)gi(x') 

= gi(x[, ..., xn), summing and integration we get 
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t n 

í \ * X"ÍXÍ 

J /—é<*>i(*)g&\> • • • > * * ) 
t0 ?:=i 

г ds + T(x(ř)) = T(x(í0)) 

which gives us the relation 

t n 

Gt(x'(s)) ds + F(x(t)) = F(x(t0)) , 
a(s) ds 

to i=l 

where x'(s) = (x[(s), ..., xn(s)). Therefore 
n n 

(24) > Gt(x'(t)) + F(x(t)) ^ F(x(to)) + > — — Gt(x'(t0)) = K0 , 
/ , at(t) Z.-/ ai(to) 

so that 

(25) F(x(t)) £ K0 , 

and consequently, ||x(£)|| < oo for every t in the interval of definition of x(t). 

Theorem 11. Suppose that, under the assumptions made in Theorem 10, 
<H(t) ^ kfor t ^ l0 ^ 0 and i = 1 ,2 , . . . , n. If 

min G(y\, . . . , yn) -> oo for r -> oo , 
|yl=r 

n 

where G(y) = G(yi, . . . , yn) = ][ Oi(yi, . . . , yn) -^w every solution of (23) 
i=i 

and its first derivative are bounded on <lo, oo). 

P r o o f Let x(t) be a solution of (23) which is defined on <fo, *)- The bounded-
ness of its first derivative can be deduced from (24) and (25). In fact 

\ 
n 

> — Gt(x'(t)) £ Ko - F(x(t)) , 
/ < <h(t) 
i=i 

so that 

G(x'(t)) £ k(K0 - F(x(t))) , 

which means that for all t e <£o, i) we have 

G(x'(t)) g k(\K0\ + \Ko\) 

and therefore ||x'(£)|| < oo. 
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I t remains to be proved t h a t t = + oo or that any solution can be extended 
to (to, oo). To do this we shall show that if t < oo, then there exist finite limits 
lim x(t) and Km x'(t). 
t-^t t-it 

If lim x(t) does not exist, then for at least one i lim Xi(t) does not exist. 
tM tM 

In this case, however, according to the lemma in [3], lim sup x[(t) = + oo 
t->7-

and lim inf x[(t) = — oo. This contradicts the assumption that x'(t) is bounded. 
t^i-

Suppose now that lim x'(t) does not exist. Using the same lemma as before, 
tM-

we conclude that lim sup x'[(t) = + oo and lim inf x'l(t) = — oo for at least 
tM- tM-

one i. Consider this i and tire corresponding xt(t). If lim sup x'^(t) = + GO, 

then there exists a sequence {tk}k^, such that for k-> oo, tjc->t- and 
lim x'l(tjc) = + oo. For this sequence we get (using (23)) 
Äľ-^-00 

lim 
JC-+OЭ 

дF(x(tk)) 

««(!*) — яMh),..., xn(h)) = — oo , 

which contradicts the assumptions t h a t ai, BFjdXi and gi are continuous, 
t < oo, ||x(£)|| < oo and ||x'(£)|| < oo. Thus we have proved that there exist 
finite limits lim x(£) and lim x'(£) and completed the proof. 

t->7- tM-

A further generalization of this theorem and of Theorem 18 in [3] is the 
following theorem which deals with boundedness of solutions of the system 

(26) x\ +fi(t,xi, ...9xn)gi{x19 ...,x'n) = 0 , i = 1, ...,n, 

where fi(t,x\, ...,xn) are the same functions as those in (1) and where 
gi(yi, ...,yn) and Gi(y\, ...,yn) satisfy the assumptions of Theorem 10. 

Theorem 12. Assuming the validity of the hypotheses of Theorem 1, any solu
tion of (26) which satisfies the inequality 

(27) Ko = G(x'(to)) + F(to, x(t0)) < F , 

is bounded on its domain. 
Proof . From (26) we get 

// / 

g\\X\ ? • • • > %n) 

and therefore 

+ fi(t, xx, ...,xn)x'i = 0 

(28) 0(x'(t)) + F(t, x(t)) = O(x'(t0)) + F(t0, x(t0)) + 
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f 8F(s, xQ)) j 

J ^ 
to 

From here on the proof is analogous to that of Theorem 1. 
R e m a r k 5. Theorem 2 will also hold for solutions of (26) if for condition (8) 

we substitute (27) with F defined by the relation (7). 

Theorem 13. Suppose that G(y) = G(y±, . . . , yn) satisfies the conditions of 
Theorem 11 and that the assumptions of Theorem 3 are valid. Then every solution 
of (26) satisfying the condition (27) and its first derivative are bounded on <£n> °o). 

Proof. That the solution itself is bounded is evident from Remark 5. 
From (28) we get 

Q{x'{t)) ^ G(x'(t0))+F(to,x(t0)), 

which means that G(x'(t)) is a bounded function of t and therefore ||x'(£)|| 
is also bounded. 

The proof tha t a solution satisfying (27) can be extended to <£o, oo) is ana
logous to the corresponding part of the proof of Theorem 11. This completes 
the proof. 
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