## Czechoslovak Mathematical Journal

## Satoshi Tanaka <br> Existence of positive solutions for a class of higher order neutral functional differential equations

Czechoslovak Mathematical Journal, Vol. 51 (2001), No. 3, 573-583
Persistent URL: http://dml.cz/dmlcz/127670

## Terms of use:

© Institute of Mathematics AS CR, 2001

Institute of Mathematics of the Czech Academy of Sciences provides access to digitized documents strictly for personal use. Each copy of any part of this document must contain these Terms of use.


This document has been digitized, optimized for electronic delivery and stamped with digital signature within the project DML-CZ: The Czech Digital Mathematics Library http://dml.cz

# EXISTENCE OF POSITIVE SOLUTIONS FOR A CLASS OF HIGHER ORDER NEUTRAL FUNCTIONAL DIFFERENTIAL EQUATIONS 

Satoshi Tanaka, Matsuyama

(Received August 10, 1998)

Abstract. The higher order neutral functional differential equation

$$
\begin{equation*}
\frac{\mathrm{d}^{n}}{\mathrm{~d} t^{n}}[x(t)+h(t) x(\tau(t))]+\sigma f(t, x(g(t)))=0 \tag{1}
\end{equation*}
$$

is considered under the following conditions: $n \geqslant 2, \sigma= \pm 1, \tau(t)$ is strictly increasing in $t \in\left[t_{0}, \infty\right), \tau(t)<t$ for $t \geqslant t_{0}, \lim _{t \rightarrow \infty} \tau(t)=\infty, \lim _{t \rightarrow \infty} g(t)=\infty$, and $f(t, u)$ is nonnegative on $\left[t_{0}, \infty\right) \times(0, \infty)$ and nondecreasing in $u \in(0, \infty)$. A necessary and sufficient condition is derived for the existence of certain positive solutions of (1).
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## 1. Introduction

In this paper we consider the higher order neutral functional differential equation

$$
\begin{equation*}
\frac{\mathrm{d}^{n}}{\mathrm{~d} t^{n}}[x(t)+h(t) x(\tau(t))]+\sigma f(t, x(g(t)))=0 \tag{1}
\end{equation*}
$$

where $n \geqslant 2$ and $\sigma=+1$ or -1 . It is assumed throughout this paper that
(a) $t_{0}>0, \tau:\left[t_{0}, \infty\right) \longrightarrow \mathbb{R}$ is continuous and strictly increasing in $t \in\left[t_{0}, \infty\right)$, $\tau(t)<t$ for $t \geqslant t_{0}$, and $\lim _{t \rightarrow \infty} \tau(t)=\infty$;
(b) $h:\left[\tau\left(t_{0}\right), \infty\right) \longrightarrow \mathbb{R}$ is continuous;
(c) $g:\left[t_{0}, \infty\right) \longrightarrow \mathbb{R}$ is continuous, $g(t)>0$ for $t \geqslant t_{0}$ and $\lim _{t \rightarrow \infty} g(t)=\infty$;
(d) $f:\left[t_{0}, \infty\right) \times(0, \infty) \longrightarrow \mathbb{R}$ is continuous, $f(t, u) \geqslant 0$ for $(t, u) \in\left[t_{0}, \infty\right) \times(0, \infty)$, and $f(t, u)$ is nondecreasing in $u \in(0, \infty)$ for each fixed $t \in\left[t_{0}, \infty\right)$.
By a solution of (1) we mean a function $x(t)$ which is continuous and satisfies (1) on $\left[t_{x}, \infty\right)$ for some $t_{x} \geqslant t_{0}$.

There has been an increasing interest in studying the existence of positive solutions of higher order neutral differential equations. We refer the reader to [1]-[17], [19]-[21]. In particular, the following result is known:

Theorem 0. Let $k \in\{0,1,2, \ldots, n-1\}$. Suppose that one of the following conditions (i)-(iii) holds:
(i) $|h(t)|[\tau(t) / t]^{k} \leqslant \lambda<1$ and $h(t) h(\tau(t)) \geqslant 0([17])$;
(ii) $h(t) \equiv 1$ and $\tau(t)=t-\tau(\tau>0)([11])$;
(iii) $1<\mu \leqslant h(t)[\tau(t) / t]^{k} \leqslant \lambda<\infty([17])$.

Then (1) has a solution $x(t)$ satisfying

$$
\begin{equation*}
0<\liminf _{t \rightarrow \infty} \frac{x(t)}{t^{k}} \leqslant \limsup _{t \rightarrow \infty} \frac{x(t)}{t^{k}}<\infty \tag{2}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
\int_{t_{0}}^{\infty} t^{n-k-1} f\left(t, a[g(t)]^{k}\right) \mathrm{d} t<\infty \quad \text { for some } a>0 \tag{3}
\end{equation*}
$$

However, very little is known about the existence of a solution $x(t)$ of (1) satisfying (2) in other cases, such as

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} h(t)\left[\frac{\tau(t)}{t}\right]^{k}<1<\limsup _{t \rightarrow \infty} h(t)\left[\frac{\tau(t)}{t}\right]^{k} \tag{4}
\end{equation*}
$$

The condition (4) seems to be natural and important. Nevertheless, it is not difficult to construct an example illustrating that, while (4) is satisfied, (1) has no solution $x(t)$ with the property (2). Thus we need a condition different from (4).

In this paper we consider the following case:

$$
\left\{\begin{array}{l}
h(t)\left[\frac{\tau(t)}{t}\right]^{k}>-1  \tag{5}\\
h(\tau(t))\left[\frac{\tau(\tau(t))}{\tau(t)}\right]^{k}=h(t)\left[\frac{\tau(t)}{t}\right]^{k}, \quad t \geqslant \tau^{-1}\left(t_{0}\right),
\end{array}\right.
$$

where $\tau^{-1}(t)$ is the inverse function of $\tau(t)$ and $k \in\{0,1, \ldots, n-1\}$. We note here that if (5) holds, then there are constants $\mu$ and $\lambda$ such that

$$
\begin{equation*}
-1<\mu \leqslant h(t)\left[\frac{\tau(t)}{t}\right]^{k} \leqslant \lambda, \quad t \geqslant t_{0} \tag{6}
\end{equation*}
$$

(As a general result it is verified that, under the hypothesis (a) on $\tau(t)$, if a continuous function $\varphi(t)$ on $\left[t_{0}, \infty\right)$ satisfies $\varphi(t)>-1$ and $\varphi(\tau(t))=\varphi(t)$ for $t \geqslant \tau^{-1}\left(t_{0}\right)$, then there are constants $\mu$ and $\lambda$ such that $-1<\mu \leqslant \varphi(t) \leqslant \lambda$ for $t \geqslant t_{0}$.) In the case of $k \in\{0,1,2, \ldots, n-1\}$, we easily see that

$$
x(t)=\frac{b t^{k}}{1+h(t)[\tau(t) / t]^{k}} \quad(b>0)
$$

satisfies (2) and is a solution of the unperturbed equation

$$
\frac{\mathrm{d}^{n}}{\mathrm{~d} t^{n}}[x(t)+h(t) x(\tau(t))]=0
$$

and so it is natural to expect that, if $f$ is small enough in some sense, (1) has a solution $x(t)$ which behaves like the function $b t^{k}\left[1+h(t)[\tau(t) / t]^{k}\right]^{-1}$ as $t \rightarrow \infty$. In fact, the following theorem will be proved.

Theorem 1. Let $k \in\{0,1,2, \ldots, n-1\}$. Suppose that (5) holds. Then (1) has a solution $x(t)$ satisfying

$$
\begin{equation*}
x(t)=\left[\frac{b}{1+h(t)[\tau(t) / t]^{k}}+o(1)\right] t^{k} \quad \text { as } t \rightarrow \infty \quad \text { for some } b>0 \tag{7}
\end{equation*}
$$

if and only if (3) holds.
In particular, for the case $k=0$, Theorem 1 gives the following
Corollary 1. Suppose that

$$
\begin{equation*}
h(t)>-1 \quad \text { and } \quad h(\tau(t))=h(t), \quad t \geqslant \tau^{-1}\left(t_{0}\right) . \tag{8}
\end{equation*}
$$

Then (1) has a solution $x(t)$ satisfying

$$
x(t)=\frac{b}{1+h(t)}+o(1) \quad \text { as } t \rightarrow \infty \quad \text { for some } b>0
$$

if and only if

$$
\int_{t_{0}}^{\infty} t^{n-1} f(t, a) \mathrm{d} t<\infty \quad \text { for some } a>0
$$

Remark 1. Pairs of functions

$$
\begin{array}{ll}
\tau(t)=t-2 \pi, & h(t)=1+\frac{3}{2} \sin t \\
\tau(t)=\gamma t, & h(t)=1+\frac{3}{2} \sin \left(2 \pi[\log \gamma]^{-1} \log t\right) \quad(0<\gamma<1) \\
\tau(t)=t^{1 / e}, & h(t)=1+\frac{3}{2} \sin (2 \pi \log (\log t)) \quad\left(t_{0}>1\right)
\end{array}
$$

give typical examples satisfying (8).

Now let us consider the special case $\tau(t)=\gamma t(0<\gamma<1)$ :

$$
\begin{equation*}
\frac{\mathrm{d}^{n}}{\mathrm{~d} t^{n}}[x(t)+h(t) x(\gamma t)]+\sigma f(t, x(g(t)))=0 \tag{9}
\end{equation*}
$$

Applying Theorem 1 to equation (9), we obtain the following result.
Corollary 2. Let $k \in\{0,1,2, \ldots, n-1\}$ and $0<\gamma<1$. Suppose that

$$
h(t)>-\gamma^{-k} \quad \text { and } \quad h(\gamma t)=h(t), \quad t \geqslant \gamma^{-1} t_{0}
$$

Then (9) has a solution $x(t)$ satisfying

$$
x(t)=\left[\frac{b}{1+\gamma^{k} h(t)}+o(1)\right] t^{k} \quad \text { as } t \rightarrow \infty \quad \text { for some } b>0
$$

if and only if (3) holds.

## 2. Proof of Theorem 1

First we prove the "only if" part of Theorem 1. The following lemma is a more general result.

Lemma 1. Let $k \in\{0,1,2, \ldots, n-1\}$. Suppose that $h(t)[\tau(t) / t]^{k}$ is bounded on $\left[t_{0}, \infty\right)$. If there exists a solution $x(t)$ of (1) which satisfies (2), then (3) holds.

Proof. Put $y(t)=x(t)+h(t) x(\tau(t))$. We get

$$
\begin{equation*}
\frac{y(t)}{t^{k}}=\frac{x(t)}{t^{k}}+h(t)\left[\frac{\tau(t)}{t}\right]^{k} \frac{x(\tau(t))}{[\tau(t)]^{k}} \tag{10}
\end{equation*}
$$

which implies that $y(t) / t^{k}$ is bounded. From (1) we have

$$
\begin{equation*}
\sigma y^{(n)}(t)=-f(t, x(g(t))) \leqslant 0 \quad \text { for all large } t \tag{11}
\end{equation*}
$$

We see that $y^{(i)}(t)(i=0,1,2, \ldots, n-1)$ are eventually monotonic and that $\lim _{t \rightarrow \infty} y^{(i)}(t)(i=0,1,2, \ldots, n-1)$ exist in $\mathbb{R} \cup\{-\infty, \infty\}$. Since $y(t) / t^{k}$ is bounded, we find that $\lim _{t \rightarrow \infty} y^{(k)}(t)=c$ for some $c \in \mathbb{R}$ and $\lim _{t \rightarrow \infty} y^{(i)}(t)=0$ for $i=k+1, \ldots, n-1$. Repeated integration of (11) yields

$$
y^{(k)}(t)=c+(-1)^{n-k-1} \sigma \int_{t}^{\infty} \frac{(s-t)^{n-k-1}}{(n-k-1)!} f(s, x(g(s))) \mathrm{d} s
$$

for all large $t$. Consequently, we obtain

$$
\int_{T}^{\infty} s^{n-k-1} f(s, x(g(s))) \mathrm{d} s<\infty
$$

for some $T \geqslant t_{0}$. By virtue of (2) and the monotonicity of $f$, we conclude that (3) holds.

Now we show the "if" part of Theorem 1.
Let $k \in\{0,1,2, \ldots, n-1\}$. Suppose that (5) holds. Take a sufficiently large number $T \geqslant \tau\left(t_{0}\right)$ such that

$$
h(T)[\tau(T) / T]^{k}=\max \left\{h(t)[\tau(t) / t]^{k}: t \in\left[t_{0}, \infty\right)\right\}
$$

and

$$
T_{*} \equiv \min \{\tau(T), \inf \{g(t): t \geqslant T\}\} \geqslant t_{0}(>0)
$$

Let $C\left[T_{*}, \infty\right)$ denote the Fréchet space of all continuous functions on $\left[T_{*}, \infty\right)$ with the topology of uniform convergence on every compact subinterval of $\left[T_{*}, \infty\right)$. Let $\eta \in C[T, \infty)$ with $\eta(t) \geqslant 0$ for $t \geqslant T$ and $\lim _{t \rightarrow \infty} \eta(t)=0$. We consider the set $Y$ of all functions $y \in C\left[T_{*}, \infty\right)$ which are nonincreasing on $[T, \infty)$ and satisfy

$$
y(t)=y(T) \quad \text { for } t \in\left[T_{*}, T\right], \quad 0 \leqslant y(t) \leqslant \eta(t) \quad \text { for } t \geqslant T .
$$

It is easy to see that $Y$ is a closed convex subset of $C\left[T_{*}, \infty\right)$.
The next result follows from the Proposition in [18].
Lemma 2. Suppose that (2) holds. Let $\eta \in C[T, \infty)$ with $\eta(t) \geqslant 0$ for $t \geqslant T$ and $\lim _{t \rightarrow \infty} \eta(t)=0$. For this $\eta$, define $Y$ as above. Then there exists a mapping $\Phi: Y \longrightarrow C\left[T_{*}, \infty\right)$ which has the following properties:
(a) For each $y \in Y, \Phi[y]$ satisfies

$$
\lim _{t \rightarrow \infty} \Phi[y](t)=0
$$

and

$$
\Phi[y](t)+h(t)\left[\frac{\tau(t)}{t}\right]^{k} \Phi[y](\tau(t))=y(t), \quad t \geqslant T
$$

(b) $\Phi$ is continuous on $Y$ in the $C\left[T_{*}, \infty\right)$-topology, i.e., if $\left\{y_{j}\right\}_{j=1}^{\infty}$ is a sequence in $Y$ converging to $y \in Y$ uniformly on every compact subinterval of $\left[T_{*}, \infty\right)$, then $\Phi\left[y_{j}\right]$ converges to $\Phi[y]$ uniformly on every compact subinterval of $\left[T_{*}, \infty\right)$.

We first prove the "if" part of Theorem 1 for the case $k=0$.

Pro of of the "if" part $(k=0)$. Put

$$
\eta(t)=\int_{t}^{\infty} \frac{(s-t)^{n-1}}{(n-1)!} f(s, a) \mathrm{d} s, \quad t \geqslant T
$$

We use Lemma 2 for this $\eta$. In view of (6), we can take constants $b>0, \delta>0$ and $\varepsilon>0$ such that

$$
0<\delta+\varepsilon \leqslant \frac{b}{1+h(t)} \leqslant a-\varepsilon, \quad t \geqslant T_{*} .
$$

We denote the function $\Psi[y](t)$ by

$$
\Psi[y](t)=\frac{b}{1+h(t)}+(-1)^{n-1} \sigma \Phi[y](t), \quad t \geqslant T_{*}, \quad y \in Y
$$

Define a mapping $\mathcal{F}: Y \longrightarrow C\left[T_{*}, \infty\right)$ as follows:

$$
(\mathcal{F} y)(t)= \begin{cases}\int_{t}^{\infty} \frac{(s-t)^{n-1}}{(n-1)!} f_{0}(s, \Psi[y](g(s))) \mathrm{d} s, & t \geqslant T \\ (\mathcal{F} y)(T), & t \in\left[T_{*}, T\right]\end{cases}
$$

where

$$
f_{0}(t, u)= \begin{cases}f(t, a), & u \geqslant a \\ f(t, u), & \delta \leqslant u \leqslant a \\ f(t, \delta), & u \leqslant \delta\end{cases}
$$

It is easy to see that $\mathcal{F}$ maps $Y$ into itself.
From Lemma 2 it follows that the mapping $\Psi$ is continuous on $Y$, and the Lebesgue dominated convergence theorem shows that $\mathcal{F}$ is continuous on $Y$.

Since

$$
\left|(\mathcal{F} y)^{\prime}(t)\right| \leqslant \int_{T}^{\infty} s^{n-2} f(s, a) \mathrm{d} s, \quad t \geqslant T, \quad y \in Y
$$

the mean value theorem implies that $\mathcal{F}(Y)$ is equicontinuous on $[T, \infty)$. Since $\left|(\mathcal{F} y)\left(t_{1}\right)-(\mathcal{F} y)\left(t_{2}\right)\right|=0$ for $t_{1}, t_{2} \in\left[T_{*}, T\right]$, we conclude that $\mathcal{F}(Y)$ is equicontinuous on $\left[T_{*}, \infty\right)$. Obviously, $\mathcal{F}(Y)$ is uniformly bounded on $\left[T_{*}, \infty\right)$. Hence, by the Ascoli-Arzela theorem, $\mathcal{F}(Y)$ is relatively compact.

Consequently, we are able to apply the Schauder-Tychonoff fixed point theorem to the operator $\mathcal{F}$ and conclude that there exists an element $\widetilde{y} \in Y$ such that $\widetilde{y}=\mathcal{F} \widetilde{y}$. Set $x(t)=\Psi[\widetilde{y}](t)$. Lemma 2 implies that $x(t)$ satisfies (7) with $k=0$ and hence there exists a number $\widetilde{T} \geqslant T$ such that $\delta \leqslant x(g(t)) \leqslant a$ for $t \geqslant \widetilde{T}$. Then we have
$f_{0}(t, x(g(t)))=f(t, x(g(t)))$ for $t \geqslant \widetilde{T}$. Using Lemma 2 and (5), we observe that

$$
\begin{align*}
x & (t)+h(t) x(\tau(t))  \tag{12}\\
= & \frac{b}{1+h(t)}+\frac{b h(t)}{1+h(\tau(t))}+(-1)^{n-1} \sigma[\Phi[\widetilde{y}](t)+h(t) \Phi[\widetilde{y}](\tau(t))] \\
& =b+(-1)^{n-1} \sigma \widetilde{y}(t) \\
& =b+(-1)^{n-1} \sigma \int_{t}^{\infty} \frac{(s-t)^{n-1}}{(n-1)!} f(s, x(g(s))) \mathrm{d} s, \quad t \geqslant \widetilde{T}
\end{align*}
$$

By differentiation of (12), we see that $x(t)$ is a solution of (1). The proof is complete.

The following lemma will be used in the proof of the "if" part of Theorem 1 for the case $k \neq 0$.

Lemma 3. Let $\ell \in \mathbb{N}$ and let $T>0$. Suppose that $u \in C[T, \infty)$ is nonnegative and nonincreasing on $[T, \infty)$ and $c$ is a number such that $c \geqslant u(T) T[(\ell-1)!]^{-1}$. Then the function

$$
U(t)=c t^{-1}+t^{-\ell} \int_{T}^{t} \frac{(t-s)^{\ell-1}}{(\ell-1)!} u(s) \mathrm{d} s
$$

satisfies $-2 c T^{-2} \leqslant U^{\prime}(t) \leqslant 0$ for $t \geqslant T$.
Proof. We note that

$$
\begin{align*}
-c(\ell-1)!-\int_{T}^{t} u(s) \mathrm{d} s+t u(t) & \leqslant-c(\ell-1)!-u(t)(t-T)+t u(t)  \tag{13}\\
& =u(t) T-c(\ell-1)!\leqslant 0, \quad t \geqslant T
\end{align*}
$$

If $\ell=1$, then we find by (13) that

$$
\begin{aligned}
U^{\prime}(t) & =-c t^{-2}-t^{-2} \int_{T}^{t} u(s) \mathrm{d} s+t^{-1} u(t) \\
& =t^{-2}\left[-c-\int_{T}^{t} u(s) \mathrm{d} s+t u(t)\right] \leqslant 0, \quad t \geqslant T
\end{aligned}
$$

and

$$
\begin{aligned}
U^{\prime}(t) & \geqslant-c t^{-2}-t^{-2} \int_{T}^{t} u(s) \mathrm{d} s \geqslant-c T^{-2}-t^{-2} u(T)(t-T) \\
& \geqslant-c T^{-2}-t^{-2} c T^{-1} t \geqslant-2 c T^{-2}, \quad t \geqslant T
\end{aligned}
$$

Now we assume that $\ell \geqslant 2$. We see that

$$
\begin{aligned}
U^{\prime}(t) & =-c t^{-2}-\ell t^{-\ell-1} \int_{T}^{t} \frac{(t-s)^{\ell-1}}{(\ell-1)!} u(s) \mathrm{d} s+t^{-\ell} \int_{T}^{t} \frac{(t-s)^{\ell-2}}{(\ell-2)!} u(s) \mathrm{d} s \\
& =t^{-\ell-1}\left[-c t^{\ell-1}-\ell \int_{T}^{t} \frac{(t-s)^{\ell-1}}{(\ell-1)!} u(s) \mathrm{d} s+t \int_{T}^{t} \frac{(t-s)^{\ell-2}}{(\ell-2)!} u(s) \mathrm{d} s\right] \\
& \equiv t^{-\ell-1} V(t), \quad t \geqslant T .
\end{aligned}
$$

Since

$$
\begin{aligned}
\int_{T}^{t} \frac{(t-s)^{\ell-1}}{(\ell-1)!} u(s) \mathrm{d} s & \leqslant u(T) \int_{T}^{t} \frac{(t-s)^{\ell-1}}{(\ell-1)!} \mathrm{d} s \\
& =u(T) \frac{(t-T)^{\ell}}{\ell!} \leqslant c T^{-1} \ell^{-1} t^{\ell}, \quad t \geqslant T
\end{aligned}
$$

we obtain

$$
U^{\prime}(t) \geqslant-c t^{-2}-c T^{-1} t^{-1} \geqslant-2 c T^{-2}, \quad t \geqslant T
$$

We claim that $V(t) \leqslant 0$ for $t \geqslant T$. In view of the equality

$$
-\ell(t-s)+(\ell-1) t=(\ell-1) s-(t-s)
$$

we can rewrite $V(t)$ as

$$
\begin{aligned}
V(t) & =-c t^{\ell-1}+\int_{T}^{t} \frac{(t-s)^{\ell-2}}{(\ell-1)!} u(s)[-\ell(t-s)+(\ell-1) t] \mathrm{d} s \\
& =-c t^{\ell-1}+\int_{T}^{t} \frac{(t-s)^{\ell-2}}{(\ell-2)!} s u(s) \mathrm{d} s-\int_{T}^{t} \frac{(t-s)^{\ell-1}}{(\ell-1)!} u(s) \mathrm{d} s
\end{aligned}
$$

Then we find that

$$
\begin{aligned}
V^{(i)}(t)= & -c \frac{(\ell-1)!}{\ell-1-i)!} t^{(\ell-1-i}+\int_{T}^{t} \frac{(t-s)^{\ell-2-i}}{(\ell-2-i)!} s u(s) \mathrm{d} s \\
& -\int_{T}^{t} \frac{(t-s)^{\ell-1-i}}{(\ell-1-i)!} u(s) \mathrm{d} s, \quad t \geqslant T, \quad 0 \leqslant i \leqslant \ell-2
\end{aligned}
$$

and

$$
V^{(\ell-1)}(t)=-c(\ell-1)!+t u(t)-\int_{T}^{t} u(s) \mathrm{d} s, \quad t \geqslant T
$$

From (13) it follows that $V^{(\ell-1)}(t) \leqslant 0$ for $t \geqslant T$ and hence

$$
V^{(\ell-2)}(t) \leqslant V^{(\ell-2)}(T)=-c(\ell-1)!T \leqslant 0, \quad t \geqslant T .
$$

In exactly the same way, we conclude that

$$
V^{(i)}(t) \leqslant 0, \quad t \geqslant T, \quad 0 \leqslant i \leqslant \ell-2 .
$$

Consequently, $V(t) \leqslant 0$ for $t \geqslant T$ as claimed. This shows that $U^{\prime}(t) \leqslant 0$ for $t \geqslant T$. The proof is complete.

We now show the "if" part of Theorem 1 for the case $k \neq 0$.
Pro of of the "if" part $(k \neq 0)$. Put

$$
\varphi(t)=\int_{t}^{\infty} \frac{(s-t)^{n-k-1}}{(n-k-1)!} f\left(s, a[g(s)]^{k}\right) \mathrm{d} s, \quad c=\frac{\varphi(T) T}{(k-1)!}
$$

and

$$
\eta(t)=c t^{-1}+t^{-k} \int_{T}^{t} \frac{(t-s)^{k-1}}{(k-1)!} \varphi(s) \mathrm{d} s
$$

Then $\eta(t) \geqslant 0$ for $t \geqslant T$ and $\lim _{t \rightarrow \infty} \eta(t)=0$, and we use Lemma 2 for this $\eta$. By using (6), there are constants $b>0, \delta>0$ and $\varepsilon>0$ such that

$$
0<\delta+\varepsilon \leqslant \frac{b}{1+h(t)[\tau(t) / t]^{k}} \leqslant a-\varepsilon, \quad t \geqslant T_{*} .
$$

We introduce the function $\Psi[y](t)$ by

$$
\Psi[y](t)=t^{k}\left[\frac{b}{1+h(t)[\tau(t) / t]^{k}}+(-1)^{n-k-1} \sigma \Phi[y](t)\right], \quad t \geqslant T_{*}, \quad y \in Y
$$

and define the mapping $\mathcal{F}: Y \longrightarrow C\left[T_{*}, \infty\right)$ as follows:

$$
(\mathcal{F} y)(t)=\left\{\begin{array}{l}
c t^{-1}+t^{-k} \int_{T}^{t} \frac{(t-s)^{k-1}}{(k-1)!} \\
\quad \times \int_{s}^{\infty} \frac{(r-s)^{n-k-1}}{(n-k-1)!} f_{k}(r, \Psi[y](g(r))) \mathrm{d} r \mathrm{~d} s, \quad t \geqslant T \\
(\mathcal{F} y)(T), \quad t \in\left[T_{*}, T\right]
\end{array}\right.
$$

where

$$
f_{k}(t, u)= \begin{cases}f\left(t, a[g(t)]^{k}\right), & u \geqslant a[g(t)]^{k}, \\ f(t, u), & \delta[g(t)]^{k} \leqslant u \leqslant a[g(t)]^{k}, \\ f\left(t, \delta[g(t)]^{k}\right), & u \leqslant \delta[g(t)]^{k} .\end{cases}
$$

Lemma 3 implies that

$$
-2 c T^{-2} \leqslant(\mathcal{F} y)^{\prime}(t) \leqslant 0, \quad t \geqslant T, \quad y \in Y
$$

Then $(\mathcal{F} y)(t)$ is nonincreasing on $[T, \infty)$ and hence $\mathcal{F}$ maps $Y$ into itself. In a fashion similar to the case $k=0$, we see that $\mathcal{F}$ is continuous on $Y$ and $\mathcal{F}(Y)$ is relatively compact. Then the Schauder-Tychonoff fixed point theorem shows that $\widetilde{y}=\mathcal{F} \widetilde{y}$ for some $\widetilde{y} \in Y$. We set $x(t)=\Psi[\widetilde{y}](t)$. Since $\lim _{t \rightarrow \infty} \Phi[\widetilde{y}](t)=0$, we find that $x(t)$ satisfies (7) and $\delta[g(t)]^{k} \leqslant x(g(t)) \leqslant a[g(t)]^{k}$ for $t \geqslant \widetilde{T}$, where $\widetilde{T} \geqslant T$ is sufficiently large, so that $f_{k}(t, x(g(t)))=f(t, x(g(t)))$ for $t \geqslant \widetilde{T}$. In view of (5) and Lemma 2, we find that

$$
\begin{aligned}
x(t) & +h(t) x(\tau(t)) \\
= & \frac{b}{1+h(t)[\tau(t) / t]^{k}} t^{k}+\frac{b h(t)}{1+h(\tau(t))[\tau(\tau(t)) / \tau(t)]^{k}}\left[\frac{\tau(t)}{t}\right]^{k} t^{k} \\
& +(-1)^{n-k-1} \sigma\left[\Phi[\widetilde{y}](t)+h(t)[\tau(t) / t]^{k} \Phi[\widetilde{y}](\tau(t))\right] t^{k} \\
= & b t^{k}+(-1)^{n-k-1} \sigma \widetilde{y}(t) t^{k} \\
= & b t^{k}+(-1)^{n-k-1} \sigma c t^{k-1} \\
& +(-1)^{n-k-1} \sigma \int_{T}^{t} \frac{(t-s)^{k-1}}{(k-1)!} \int_{s}^{\infty} \frac{(r-s)^{n-k-1}}{(n-k-1)!} f_{k}(r, x(g(r))) \mathrm{d} r \mathrm{~d} s
\end{aligned}
$$

for $t \geqslant \widetilde{T}$. Differentiation of the above equality implies that

$$
\frac{\mathrm{d}^{n}}{\mathrm{~d} t^{n}}[x(t)+h(t) x(\tau(t))]=-\sigma f_{k}(t, x(g(t)))=-\sigma f(t, x(g(t))), \quad t \geqslant \widetilde{T}
$$

Consequently, $x(t)$ is a solution of (1). This completes the proof.
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