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Abstract. The McShane and Kurzweil-Henstock integrals for functions taking values
in a locally convex space are defined and the relations with other integrals are studied.
A characterization of locally convex spaces in which Henstock Lemma holds is given.
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1. Introduction

The aim of this paper is to study the McShane and the Kurzweil-Henstock integrals

for functions defined on a bounded interval of the real line and taking values in
a locally convex space. It is known that for Banach valued functions, Henstock

Lemma may fail to be true. Banach spaces for which this lemma holds have been
characterized by Skvortsov and Solodov in [14] and by Di Piazza and Musia l in [3].

Nakanishi in [10] and Sakurada and Nakanishi in [11] extended the McShane and
the Kurzweil-Henstock integrals to functions taking values in vector spaces called

(UCs-N) spaces. The Banach spaces, the Fréchet spaces and the strict inductive
limits of Fréchet spaces can be defined as complete (UCs-N) spaces. In particular,

they proved that if f : [a, b] → X is a McShane or Kurzweil-Henstock integrable
function and X is a Hilbertian (UCs-N) space endowed with nuclearity, Henstock

Lemma holds. It is natural to ask for which locally convex spaces the lemma is true.

We define (see § 3) the McShane and the Kurzweil-Henstock integrals for functions
taking values in a locally convex space and study their properties.
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In § 4 we establish that the McShane integral lies between the Bochner and the

Pettis integral.

The main result of the paper is that in a Fréchet space Henstock Lemma holds
true if and only if the space is endowed with nuclearity (Theorem 4).

2. Definitions and notation

Let X be a Hausdorff locally convex topological vector space (briefly a locally
convex space) with its topology T and topological dual X∗. P(X) denotes a family

of T -continuous seminorms on X so that the topology is generated by P(X). For
p ∈ P(X), let Vp = {x ∈ X : p(x) 6 1}, so that V 0

p , the polar of Vp in X∗, is a

weak∗-closed, absolutely convex equicontinuous set in X∗.

For a set E of the real numbers |E|, χE and ∂(E) denote respectively the Lebesgue
outer measure, the characteristic function and the boundary of E. A set E ⊂ �

is

called negligible if |E| = 0. F denotes the family of all Lebesgue measurable subsets
of [0, 1]. The word “measurable” as well as the expression “almost everywhere”

(abbreviated as a.e.) always refer to the Lebesgue measure. An interval is a compact
subinterval of

�
. A collection of intervals is called nonoverlapping if their interiors are

disjoint. The symbol I denotes the family of all subintervals of [0, 1]. A partition P

in [0, 1] is a collection {(Ii, ti) : i = 1, . . . , s}, where I1, . . . , Is are nonoverlapping

subintervals of [0, 1] and t1, . . . , ts ∈ [0, 1]. Given a set E ⊂ �
, we say that P is

(i) a partition in E if
s⋃

i=1

Ii ⊂ E;

(ii) a partition of E if
s⋃

i=1

Ii = E;

(iii) a Perron partition if ti ∈ Ii, i = 1, . . . , s.

Given f : [0, 1] → X and a partition P = {(I1, t1), . . . , (Is, ts)} in [0, 1], we set

σ(f, P) =
s∑

i=1

|Ii|f(ti).

A gauge δ on E ⊂ [0, 1] is a positive function on E. For a given gauge δ on E a

partition P = {(Ii, ti) : i = 1, . . . , s} in [0, 1] is called δ-fine if Ii ⊂
(
ti − δ(ti), ti +

δ(ti)
)
.

A function f : [0, 1] → X is called weakly-measurable if the function x∗f is mea-
surable for every x∗ ∈ X∗.

We recall the following definitions (see [2, Definition 2.4]).

Definition 1. A function f : [0, 1] → X is said to be strongly (or Bochner)
integrable if there exists a sequence (fn)n of simple functions such that
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(i) fn(t) → f(t) a.e., i.e. f is strongly measurable;

(ii) p
(
f(t)−fn(t)

)
∈ L1([0, 1]) for each n ∈ � and p ∈ P(X), and for all p ∈ P(X)

lim
n→∞

∫ 1

0
p
(
f(t)− fn(t)

)
dt = 0;

(iii)
∫

A
fn converges in X for each measurable subset A of [0, 1].

In this case we put (B)
∫

A f = lim
n→∞

∫
A fn.

Definition 2. A function f : [0, 1] → X is said to be integrable by seminorm
if for any p ∈ P(X) there exist a sequence (f p

n)n of simple functions and a subset

Xp
0 ⊂ [0, 1] with |Xp

0 | = 0, such that
(i) lim

n→∞
p
(
fp

n(t)−f(t)
)

= 0 for all t ∈ [0, 1]\Xp
0 , i.e. f is measurable by seminorms;

(ii) p
(
f(t)−fp

n(t)
)
∈ L1([0, 1]) for each n ∈ � and p ∈ P(X), and for all p ∈ P(X)

lim
n→∞

∫ 1

0
p
(
f(t)− fp

n(t)
)
dt = 0;

(iii) for each measurable subset A of [0, 1] there exists an element yA ∈ X such that

lim
n→∞

p
(∫

A fp
n(t)− yA

)
= 0 for every p ∈ P(X).

We then put
∫

A f = yA.

Clearly a Bochner integrable function is integrable by seminorms, and the two
definitions coincide in a Banach space.

Definition 3. A function f : [0, 1] → X is said to be Pettis integrable if x∗f is
Lebesgue integrable on [0, 1] for each x∗ ∈ X∗ and if for every measurable set E ⊂
[0, 1] there is a vector ν(E) ∈ X such that x∗

(
ν(E)

)
=

∫
E x∗f(t) dt for all x∗ ∈ X∗.

The set function ν : F → X is called the indefinite Pettis integral of f . It is

known that ν is a countably additive vector measure, continuous with respect to the
Lebesgue measure (in the sense that if |E| = 0 then ν(E) = 0).

3. McShane and Kurzweil-Henstock integrals

From now on X will be a complete locally convex space.

Definition 4. A function f : [0, 1] → X is said to be McShane integrable (re-
spectively, Kurzweil-Henstock integrable) (briefly McS-integrable (KH-integrable))

on [0, 1], if there exists a vector w ∈ X with the following property: given ε > 0
and p ∈ P(X) there exists a gauge δp on [0, 1] such that for each δp-fine partition

(Perron partition) P = {(Ii, ti) : i = 1, . . . , s} of [0, 1], we have

p
(
σ(f, P)− w

)
< ε.

We denote by McS([0, 1], X) (respectively, KH([0, 1], X)) the family of all McS-
integrable (KH-integrable) functions on [0, 1] and we set w = (McS)

∫ 1

0
f (w =
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(KH)
∫ 1

0 f). Clearly a McS-integrable function is KH-integrable. The vector w in
Definition 4 is uniquely determined by f ∈ McS([0, 1], X) (KH([0, 1], X)). Indeed,

let f ∈ McS([0, 1], X) (respectively, KH([0, 1], X)) and let w1 and w2 be two vectors
satisfying Definition 4. Choose ε > 0, p ∈ P(X) and find gauges δi

p, i = 1, 2, such

that p
(
σ(f, P)−wi

)
< 1

2ε for each δi
p-fine partition of [0, 1]. If δp = min{δ1

p, δ2
p}, for

all δp-fine partitions of [0, 1], we get

p(w1 − w2) 6 p
(
σ(f, P)− w1

)
+ p

(
σ(f, P)− w2

)
< ε.

From the arbitrariness of ε we get that p(w1 − w2) = 0 for all p ∈ P(X). Since the

space X is Hausdorff it is separated, hence w1 = w2.
The following proposition can be proved in a standard way.

Proposition 1. Let f : [0, 1] → X and g : [0, 1] → X be two McS-integrable
(respectively, KH-integrable) functions, then:

(i) the function f + g is McS-integrable (KH-integrable);

(ii) for each α ∈ � the function αf is McS-integrable (KH-integrable);

(iii) if x∗ ∈ X∗ the real valued function x∗f is Lebesgue integrable (Kurzweil-

Henstock integrable).

Proposition 2. A function f : [0, 1] → X is McS-integrable (respectively, KH-
integrable) on [0, 1], if and only if for each ε > 0 and p ∈ P(X) there exists a
gauge δp on [0, 1] such that

p
(
σ(f, P1)− σ(f, P2)

)
< ε

whenever P1 and P2 are δp-fine partitions (Perron partitions) of [0, 1].
�������	�

. Necessity can be proved in a standard way. To prove sufficiency, given

ε > 0 and p ∈ P(X) there exists a gauge δp on [0, 1] such that

p
(
σ(f, P1)− σ(f, P2)

)
<

ε

2

whenever P1 and P2 are δp-fine partitions of [0, 1]. Let D = {(L , m) : L is a finite

subset of P(X) and m ∈ � } and define for (L , m) and (K , n) ∈ D , (L , m) �
(K , n) if and only if L ⊂ K and m 6 n. Now let L = {p1, . . . , pk} be a finite

subset of P(X). Since P(X) is filtering, we can find a seminorm pL ∈ P(X) and
a constant cL > 1 such that for every i ∈ {1, . . . , k} and x ∈ X ,

(1) pi(x) 6 cL pL (x).
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For each (L , m) ∈ D choose a positive function δL
m such that, if P1 and P2 are

two δL
m -fine partitions of [0, 1], then

(2) pL

(
σ(f, P1)− σ(f, P2)

)
<

1
mcL

.

Without loss of generality we can set δL
m 6 min{δp1

m , . . . , δpk
m }, where δpi

m , i = 1, . . . , k

is the gauge corresponding to the seminorm pi and to ε = 1/m. Moreover, we

can assume that, for each fixed L , the sequence (δL
m )m is non-decreasing. For

any (L , m) ∈ D , let PL
m be a δL

m -fine partition of [0, 1]. The family {σ(f, PL
m ) :

(L , m) ∈ D} is a Cauchy net. Indeed, let p ∈ P(X) and ε > 0. Choose N ∈ � such
that 1/N < 1

2ε. If (L , m) � ({p}, N), the partition PL
m is δL

m -fine and hence also

δ
{p}
m -fine, and analogously if (K , n) � ({p}, N), the partition PK

n is δK
n -fine and

hence also δ
{p}
n -fine. So considering a δ

{p}
N -fine partition P

{p}
N , since if N 6 m < n

then δ
{p}
N 6 δ

{p}
m 6 δ

{p}
n , we obtain by (1) and (2):

p
(
σ(f, PL

m )− σ(f, PK

n )
)

(3)

6 p
(
σ(f, PL

m )− σ(f, P
{p}
N )

)
+ p

(
σ(f, P

{p}
N )− σ(f, PK

n )
)

6 1
m

+
1
n

6 1
N

+
1
N

< ε.

As the space X is complete there exists a vector w such that the net {σ(f, PL
m ) :

(L , m) ∈ D} converges to w. We want to prove that w is the integral of f . To do
this fix ε > 0 and let q ∈ P(X). Since {σ(f, PL

m ) : (L , m) ∈ D} converges to w

there exists a natural number N with 1/N < 1
2ε such that

(4) q
(
σ(f, PL

n )− w
)

<
ε

2

whenever ({q}, N) � (L , n). Now let P be a δ
{q}
N -fine partition of [0, 1]. By (4)

and (3) we obtain

q
(
σ(f, P) − w

)
6 q

(
σ(f, P)− σ(f, PL

n )
)

+ q
(
σ(f, PL

n )− w
)

6 1
n

+
ε

2
< ε

and the assertion follows. �

The following lemma can be proved, as in the real case, by the Cauchy test.
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Lemma 1. Let f : [0, 1] → X be a McS-integrable (respectively, KH-integrable)

function. Then, if 0 6 a 6 b 6 1, fχ[a,b] is McS-integrable (KH-integrable).

For each f ∈ McS([0, 1], X) (respectively, f ∈ KH([0, 1], X)), the interval function
F (I) = (McS)

∫
I
f (F (I) = (KH)

∫
I
f) is called the primitive of f . For a McS-

integrable (KH-integrable) function the following version of Henstock Lemma holds
and can be proved as in the real case.

Lemma 2. Let f : [0, 1] → X be a McS-integrable (respectively, KH-integrable)

function. Then for each ε > 0 and each p ∈ P(X) there corresponds a gauge δp such

that

p

( s∑

i=1

(
|Ii|f(ti)− F (Ii)

))
< ε

for each δp-fine partition (Perron partition) P = {(Ii, ti) : i = 1, . . . , s} in [0, 1].

Remark 1. If the previous inequality holds when the seminorm p is inside the

summation sign Σ, the function f is said to satisfy Henstock Lemma. For real valued
functions Henstock Lemma is satisfied by every McS-integrable (or KH-integrable)

function. For vector valued functions this is no longer true.

4. Relation between the McShane and the Kurzweil-Henstock

integrals and other types of integral

In this section we will establish some relations between the integrals defined by

means of Riemann sums and the Bochner and the Pettis integral.
We recall that a function f : [0, 1] → X is called simple if there exist x1, x2, . . . ,

xn ∈ X and E1, E2, . . . , En ∈ F such that f =
n∑

i=1

xiχEi .

Following an idea of Fremlin ([5]), we will prove that each integrable by seminorm
function is McS-integrable. First we need the following lemmas.

Lemma 3. If f : [0, 1] → X is a simple function then f ∈ McS([0, 1], X).
�������	�

. Since the McS-integral is linear, it is sufficient to consider the case

f(x) = χE(x) · w where E is a measurable set in [0, 1] and w is a non null vector
in X . For each I ∈ I put F (I) = |E ∩ I | · w. Choose an open set G and a closed

set F such that F ⊂ E ⊂ G. Define a gauge δp on [0, 1] in the following way:

δp(x) =





dist(x, G) if x ∈ F,

inf{dist(x, ∂(G)) ; dist(x, F )} if x ∈ G \ F,

dist(x, F ) if x ∈ [0, 1] \G.

480



Let P = {(Ii, xi) : i = 1, . . . , s} be a δp-fine partition of [0, 1]; it follows that

p

( s∑

i=1

|Ii|f(xi)− |E|w
)

= p

( s∑

i=1

(
|Ii|f(xi)− F (Ii)

))

6 p

( ∑

xi∈E

(
|Ii|f(xi)− F (Ii)

))
+ p

( ∑

xi /∈E

(
F (Ii)

))

= p

( ∑

xi∈E

(|Ii| · w − |E ∩ Ii| · w)
)

+ p

( ∑

xi /∈E

(|E ∩ Ii| · w)
)

6 p(w)
∑

xi∈E

∣∣|Ii| − |E ∩ Ii|
∣∣ + p(w)

∑

xi /∈E

|E ∩ Ii|

6 2p(w) · |G \ F |.

If p(w) = 0 the assertion follows trivially, otherwise we choose F and G such that

|G \ F | < ε/2p(w). Therefore f ∈ McS([0, 1], X) and F (I) = |E ∩ I | · w. �

Lemma 4. Let f : [0, 1] → X be a function. Given ε > 0 and p ∈ P(X), there
is a gauge δp such that

s∑

i=1

p
(
f(xi)

)
|Ii| 6

∫ 1

0

p
(
f(t)

)
dt + ε

for each δp-fine partition P = {(Ii, ti) : i = 1, . . . , s} of [0, 1], where the integral in
the last inequality is the upper Lebesgue integral.

�������	�
. Let p ∈ P(X). We can consider only the case

∫ 1

0
p
(
f(t)

)
dt < ∞,

otherwise the inequality is obvious. Choose a real-valued function g on [0, 1] such

that g(t) > p
(
f(t)

)
for all t and

∫ 1

0
g(t) dt =

∫ 1

0
p
(
f(t)

)
dt. Given ε > 0, find δp(x)

such that if P = {(Ii, ti) : i = 1, . . . , s} is a δp-fine partition of [0, 1] we have

(5)

∣∣∣∣
s∑

i=1

g(ti)|Ii| −
∫ 1

0

g(t) dt

∣∣∣∣ < ε.

Hence from (5)

s∑

i=1

p
(
f(ti)

)
|Ii| 6

s∑

i=1

g(ti)|Ii| 6
∫ 1

0

p
(
f(t)

)
dt + ε.

�
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Proposition 3. Let f : [0, 1] → X be a function which is integrable by seminorm.

Then it is McS-integrable (and also KH-integrable) and the two integrals coincide.

�������	�
. Choose p ∈ P(X) an fix ε > 0. Let ϕp : [0, 1] → X be a simple function

such that

(6)
∫ 1

0

p
(
f(t)− ϕp(t)

)
dt <

ε

4
.

The function ϕp is McS-integrable as we have already proved, thus there is a gauge δ1
p

such that

(7) p

( s∑

i=1

|Ii|ϕp(ti)−
∫ 1

0

ϕp

)
<

ε

4

for each δ1
p-fine partition P = {(Ii, ti) : i = 1, . . . , s} of [0, 1]. By Lemma 4 there is

a gauge δ2
p such that

(8)
s∑

i=1

p
(
f(ti)− ϕp(ti)

)
|Ii| 6

∫ 1

0

p
(
f(t)− ϕp(t)

)
dt +

ε

4
.

Let δp = min{δ1
p, δ2

p} and take a δp-fine partition P = {(Ii, ti) : i = 1, . . . , s} of [0, 1].
Then by (8), (7) and (6) we have

p

( s∑

i=1

|Ii|f(ti)−
∫ 1

0

f

)

6 p

( s∑

i=1

(
|Ii|f(ti)− |Ii|ϕp(ti)

))
+ p

( s∑

i=1

|Ii|ϕp(ti)−
∫ 1

0

ϕp

)

+ p

(∫ 1

0

ϕp −
∫ 1

0

f

)

6
∫ 1

0

p
(
f(t)− ϕp(t)

)
dt +

ε

4
+

ε

4
+

∫ 1

0

p
(
f(t)− ϕp(t)

)

<
ε

2
+

ε

4
+

ε

4
= ε,

which implies the McS-integrability of f . �

Since a Bochner integrable function is integrable by seminorm we get
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Corollary 1. If f : [0, 1] → X is a Bochner-integrable function then it is McS-

integrable (and KH-integrable) and the two integrals coincide.

Remark 2. If f : [0, 1] → X , h : [0, 1] → X are two functions such that f =
h a.e., then f ∈ McS([0, 1], X) (respectively, KH([0, 1], X)) if and only if h ∈
McS([0, 1], X) (KH([0, 1], X)). In this case we have

∫ 1

0
f =

∫ 1

0
h.

Now we are going to see when a KH-integrable function is integrable by seminorm.

Theorem 1. Let f : [0, 1] → X be a measurable by seminorm function. Then

f is integrable by seminorm if and only if f is KH-integrable and for each p ∈ P(X),
the real valued function p

(
f(x)

)
is KH-integrable.

�������	�
. The necessity has been proved in Proposition 3. For the converse

implication, we observe that if f : [0, 1] → X is a measurable by seminorm function
such that for each p ∈ P(X), the real valued function p

(
f(x)

)
is KH-integrable,

then p
(
f(x)

)
is integrable. So the assertion follows by ([2, Theorem 2.10]). �

We investigate now the relationship between the Pettis and the McShane integral.

For each p ∈ P(X), p−1(0) is a vector subspace and p defines a norm on X/p−1(0).
Let Xp be the associated Banach space, namely the completion of the normed linear

space X/p−1(0), and πp the canonical mapping of X into Xp (see [12, 0.11.1]). Given
a function f : [0, 1] → X and a seminorm p ∈ P(X), define a function fp : [0, 1] →
Xp by

fp(t) = (πp ◦ f)(t) = πp

(
f(t)

)

for t ∈ [0, 1].

Remark 3. We note that if f : [0, 1] → X is McS-integrable (respectively, KH-

integrable) then also fp : [0, 1] → Xp is McS-integrable (KH-integrable). Indeed, let
w denote the McS-integral (KH-integral) of f . Choose ε > 0, p ∈ P(X) and find a

gauge δp such that

(9) p
(
σ(f, P)− w

)
< ε

for each δp-fine partition (Perron partition) P = {(Ii, ti) : i = 1, . . . , s} in [0, 1].
Since

p
(
σ(πp ◦ f, P)− πp(w)

)
= p

(
σ(f, P)− w

)
,

from (9) we get

p
(
σ(πp ◦ f, P)− πp(w)

)
< ε.

483



Theorem 2. Let f : [0, 1] → X be a McS-integrable function. Then the func-

tion f is Pettis integrable.
�������	�

. By the previous remark we get that for each p ∈ P(X) the function
fp : [0, 1] → Xp is McS-integrable. Then by ([6, Theorem 2C]) fp is Pettis integrable.

Since X is complete, it follows from [1, Lemma 2.9] that the function f is Pettis
integrable. �

When the range space is a Banach space it is known that a measurable Pettis
integrable function is McS-integrable ([7, Theorem 17]). For functions taking values

in a locally convex space the problem is investigated in [8].

Theorem 3. Let f : [0, 1] → X be a function which is measurable by seminorm.

Then f is integrable by seminorm if and only if f is McS-integrable and for each
p ∈ P(X), the real valued function p

(
f(x)

)
is McS-integrable.

�������	�
. Necessity has been proved in Proposition 3. To prove the converse, let

f : [0, 1] → X be a measurable by seminorm function such that for each p ∈ P(X),
the real valued function p

(
f(x)

)
is McS-integrable. Then p

(
f(x)

)
is integrable.

Moreover, by Theorem 2 the function f is Pettis integrable, and the assertion follows
by ([2, Theorem 2.6]). �

5. Integrals of functions with values in nuclear

locally convex spaces

Nakanishi in [10] and Sakurada and Nakanishi in [11] extended the definition of the

McShane and the Kurzweil-Henstock integral to functions taking values in a ranked
vector space ((UCs-N) space) defined as the ranked union space of a certain partially

ordered class of countably pseudo-metric spaces. Moreover, they showed that the
Henstock Lemma holds true for the case when the (UCs-N) space is a Hilbertian

(UCs-N) space endowed with nuclearity. A Fréchet space is a particular case of
the complete (UCs-N) space satisfying the separation property. The main result of

this paper is Theorem 4, in which we prove that in a Fréchet space the Henstock
Lemma holds if and only if the space is nuclear. The necessary part was proved

in [10, Theorem 1] and [11, Theorem 1]. Our proof is different, moreover, we give a
complete characterization of Fréchet spaces in which Henstock Lemma holds true.

For Banach valued functions this problem was investigated by Skvortsov and
Solodov in ([14, Theorem 3]) for functions defined on an interval of the real line

and by Di Piazza and Musia l in ([3, Theorem 3]) for functions whose domain is an
outer regular σ-finite quasi-Radon measure space.
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The symbol ϕ denotes the null vector of X . If V is a convex, balanced neighbour-

hood of ϕ, denote by MV (x) = inf{λ : x/λ ∈ V, λ > 0} the Minkowski functional
of V . Then MV is a continuous seminorm on X and XV = X/M−1

V (0) is a normed
linear space.

We recall the following definitions (see [12]):

Definition 5. Let X be a locally convex space and Y a Banach space. A linear
operator T : X → Y is called a nuclear operator if

T (x) =
∞∑

n=1

cnfn(x)yn

where {fn}n is an equi-continuous sequence of continuous linear functionals on X ,
{yn}n is a bounded sequence of elements in Y and {cn}n is a sequence of nonnegative

numbers with
∞∑

n=1
cn < ∞.

Definition 6. A locally convex space X is called a nuclear space if, for any

convex balanced neighborhood V of ϕ, there exists another convex balanced neigh-
borhood U ⊆ V of ϕ such that the canonical mapping

T : XU → X̂V

where X̂V is the completion of XV , is nuclear.

We recall that a locally convex space X is a Fréchet space or simply an (F)-space if

it is a complete space in which the topology is induced by a sequence of pseudonorms.
A series

∑
i

xi in X is unconditionally convergent if for each permutation n(i) of

positive integers the series
∑
i

xn(i) converges ([9, p. 116]). Our main result follows:

Theorem 4. Let X be an (F)-space. Then Henstock Lemma holds true for each
McS-integrable (or KH-integrable) function f : [0, 1] → X if and only if X is nuclear.
�������	�

. Assume that X is a nuclear (F)-space and let {pn}∞n=1 be a sequence of

seminorms determining the topology of X . For each n, Xn is the completion of the
quotient space X/p−1

n (0). We can suppose that the sequence {pn}∞n=1 is increasing,

then there is a natural continuous embedding

πn : Xn+1 → Xn

of the space Xn+1 into the space Xn. Since the space X is nuclear, for each n, πn is

an absolutely summing operator (see [12, 4.4.6]), that is, there exists a positive con-

stant Cn such that, for arbitrary x1, . . . , xl ∈ X ,
l∑

i=1

pn

(
πn(xi)

)
6 Cnpn+1

( l∑
i=1

xi

)
.
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Moreover, f is McShane integrable, so for a fixed ε > 0 and for n = 1, 2, . . . it is

possible to find gauges δn, δ1 > . . . > δn > . . . such that

pn

( s∑

i=1

(
|Ii|f(ti)− F (Ii)

))
<

ε

Cn−1

for each δn-fine partition {(Ii, ti), i = 1, . . . , s} of [0, 1]. Since πn is absolutely
summing we get

s∑

i=1

pn−1

(
|Ii|f(ti)− F (Ii)

)
=

s∑

i=1

pn−1

(
πn−1

(
|Ii|f(ti)− F (Ii)

))

6 Cn−1pn

( s∑

i=1

(
|Ii|f(ti)− F (Ii)

))
< ε,

and this is true for every natural number n. Therefore Henstock Lemma holds.

To prove the converse implication assume that Henstock Lemma holds and sup-
pose that the space X is not nuclear. By the Grothendieck version of Dvoretzky

Rogers Theorem in (F)-spaces ([13, Theorem 7.3.2]), let
∑
n

xn be an unconditionally

convergent series which is not absolutely convergent. Let C be the Cantor set in [0, 1]
and denote by (ar

i , b
r
i ), r > 0, 1 6 i 6 2r the contiguous intervals of length 1/3r+1

adjacent to C. Denote by dr
i the center of (ar

i , b
r
i ).

Define

f(t) =





ϕ if t ∈ C or t = dr
i , i = 1, . . . , 2r, r = 0, 1, . . . ,

3r

2r
xr if t ∈ (ar

i , d
r
i ), i = 1, . . . , 2r, r = 0, 1, . . . ,

−3r

2r
xr if t ∈ (dr

i , b
r
i ), i = 1, . . . , 2r, r = 0, 1, . . . .

We want to prove that f is McShane integrable to ϕ. Indeed, fix ε > 0 and let

p ∈ P(X). By ([9, Theorem 4]), there is a natural number R such that

sup
εi=1 or 0

p

( ∞∑

R+1

εixi

)
<

ε

4
.

For any sequence of real numbers (θi)∞R+1 satisfying the condition |θi| 6 1 for i =
R + 1, R + 2, . . . we have

p

( ∞∑

R+1

θixi

)
<

ε

2
.
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In fact, let us expand θi into the dyadic form

θi =
∞∑

j=0

εi,j

2j
, εi,j = 0 or 1.

Then

p

( ∞∑

R+1

θixi

)
= p

( ∞∑

R+1

∞∑

j=0

εi,jxi

2j

)
= p

( ∞∑

j=0

1
2j

∞∑

R+1

εi,jxi

)
(10)

6
∞∑

j=0

1
2j

sup
εi=1 or 0

p

( ∞∑

R+1

εixi

)
6 2 sup

εi=1or 0
p

( ∞∑

R+1

εixi

)
.

For i = 1, . . . , 2r let Ur
i = (ar

i , b
r
i ) \ {dr

i }, UR =
R⋃

r=0

2r⋃
i=1

Ur
i , U =

∞⋃
R=0

UR and V =

C
⋃( ∞⋃

r=0

2r⋃
i=1

{dr
i }

)
. Moreover, let K = max{p(x1), . . . , p(xR)} and choose a positive

real number % such that %K3R+1 < 1
2ε. Define δp(ξ) as follows:

δp(ξ) =

{
min{|ξ − ar

i |, |ξ − br
i |, |ξ − dr

i |} if ξ ∈ Ur
i , i = 1, . . . , 2r, r = 0, 1, . . . ,

% if ξ ∈ V.

Let P = {(Ii, ti) : i = 1, . . . , s} be any δp-fine partition of [0, 1].

Now p
( s∑

i=1

|Ii|f(ti)
)

= p
( ∑

ti∈U

|Ii|f(ti)
)

. For i = 1, . . . , s each interval Ii is either

entirely in UR or it is disjoint from UR, thus

(11) p

(∑

ti∈U

|Ii|f(ti)
)

6 p

( ∑

Ii⊂UR

|Ii|f(ti)
)

+ p

( ∑

Ii
⋂

UR=Φ

|Ii|f(ti)
)

.

Let us estimate the two sums separately. From the definition of f and of δp(ξ) for

ξ ∈ Ur
i , it follows that there are numbers θr

i , 0 6 r 6 R, i = 1, . . . , 2r, such that
|θr

i | < 2% and

p

( ∑

Ii⊂UR

|Ii|f(ti)
)

6
R∑

r=0

2r∑

i=1

3r

2r
p(xr)θr

i(12)

6
R∑

r=0

3r

2r
p(xr)

2r∑

i=1

θr
i 6

R∑

r=0

3r

2r
p(xr)

2r∑

i=1

2%

= 2%

R∑

r=0

3r

2r
2rp(xr) 6 2%K

3R+1 − 1
2

= K%(3R+1) <
ε

2
.
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For r > R we can find numbers θr for which |θr| < 1 and

(13) p

( ∑

Ii
⋂

UR=Φ

f(ti)|Ii|
)

6 p

( ∞∑

r=R+1

xrθr

)
<

ε

2
.

From (11), (12) and (13) we obtain

p

(∑

ti∈U

|Ii|f(ti)
)

<
ε

2
+

ε

2
= ε.

Therefore the function f is McS-integrable with the integral equal to ϕ. Now let

F (t) =





ϕ if t ∈ C,

3r

2r
(t− ar

i )xr if t ∈ (ar
i , d

r
i ], i = 1, . . . , 2r, r = 0, 1, . . . ,

−3r

2r
(t− br

i )xr if t ∈ (dr
i , b

r
i ), i = 1, . . . , 2r, r = 0, 1, . . . ,

be the primitive of f . Since the series
∞∑

i=0

p(xi) is not absolutely convergent there

is ε0 such that for all N there are m, n > N satisfying

(14)
n∑

i=m

p(xi) > 6ε0.

Define a gauge δp relatively to ε0 as before. Let N be a natural number for which
1
2 · 3−N < %. Then for n, m > N , P =

{(
dr

i , (a
r
i , d

r
i )

)
, r = m, . . . , n, i = 1, . . . , 2r

}

is a δp-fine partition in [0, 1]. By (14) we have

n∑

r=m

2r∑

i=1

p
(
|Ii|f(ti)− F (Ii)

)
=

n∑

r=m

2r∑

i=1

p
(
F (Ii)

)

=
n∑

r=m

2r∑

i=1

3r

2r

1
2 · 3r+1

p(xr) =
1
6

n∑

r=m

p(xr) > ε0,

which is in contradiction with the hypothesis that Henstock Lemma is valid. There-
fore the assertion holds. �
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Corollary 2. Let X be an (F)-space. Then the McShane integrability is equiva-

lent to the Bochner integrability if and only if X is nuclear.

�������	�
. Assume that X is a nuclear (F)-space and let f : [0, 1] → X be a McS-

integrable function. By Proposition 1, for each x∗ ∈ X∗ the real valued function x∗f

is Lebesgue integrable. Since the space X is nuclear it follows that for each p ∈ P(X)
the function p

(
f(x)

)
is integrable and therefore f is strongly integrable (see [4,

p. 257]). The converse follows from Theorem 4. The function f constructed in the
proof of the previous theorem is a McS-integrable function such that the real valued

function pf is not McS-integrable, therefore f cannot be Bochner integrable ([2,
Proposition 2.5]). �
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