## Czechoslovak Mathematical Journal

# Seok-Zun Song; Kyung-Tae Rang; Young Be Jun Perimeter preserver of matrices over semifields 

Czechoslovak Mathematical Journal, Vol. 56 (2006), No. 2, 515-524

Persistent URL: http://dml.cz/dmlcz/128082

## Terms of use:

© Institute of Mathematics AS CR, 2006

Institute of Mathematics of the Czech Academy of Sciences provides access to digitized documents strictly for personal use. Each copy of any part of this document must contain these Terms of use.


This document has been digitized, optimized for electronic delivery and stamped with digital signature within the project DML-CZ: The Czech Digital Mathematics Library http://dml.cz

# PERIMETER PRESERVER OF MATRICES OVER SEMIFIELDS 

Seok-Zun Song ${ }^{1}$, Kyung-Tae Kang, Young-Bae Jun, South-Korea

(Received September 24, 2003)


#### Abstract

For a rank-1 matrix $A=\mathbf{a b}^{t}$, we define the perimeter of $A$ as the number of nonzero entries in both a and $\mathbf{b}$. We characterize the linear operators which preserve the rank and perimeter of rank- 1 matrices over semifields. That is, a linear operator $T$ preserves the rank and perimeter of rank-1 matrices over semifields if and only if it has the form $T(A)=U A V$, or $T(A)=U A^{t} V$ with some invertible matrices U and V .
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## 1. Introduction and preliminaries

On the study of linear operators that preserve rank of matrices over several semirings, there are many papers ([1]-[3]). Beasley and Pullman [1] characterized the linear operators preserving the rank of Boolean matrices. We consider those linear operators that preserve the perimeter of the rank-1 matrices over semifields, which is the nonnegative parts of fields.

Let $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$denote the set of all $m \times n$ matrices with entries in $\mathbb{F}_{+}$, the set of nonnegative part of any field $\mathbb{F}$. Addition, multiplication by scalars, and the product of matrices are also defined as if $\mathbb{F}_{+}$were a field. Throughout this paper, we shall adopt the convention that $m \leqslant n$ unless otherwise specified.

The rank or factor rank, $r(A)$, of a nonzero matrix $A \in \mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$is defined as the least integer $k$ for which there exist $m \times k$ and $k \times n$ matrices $B$ and $C$ with $A=B C$. The rank of a zero matrix is zero. It is well known that $r(A)$ is the least $k$ such that $A$ is the sum of $k$ matrices of rank 1 (see [2], [3]).

[^0]Let $\Delta_{m, n}=\{(i, j): 1 \leqslant i \leqslant m, 1 \leqslant j \leqslant n\}$, and $E_{i j}$ be the $m \times n$ matrix whose $(i, j)$ th entry is 1 and whose other entries are all 0 , and $\mathbb{E}_{m, n}=\left\{E_{i j}:(i, j) \in \Delta_{m, n}\right\}$. We call $E_{i j}$ a cell.

The Boolean algebra consists of the set $\mathbb{B}=\{0,1\}$ equipped with two binary operations, addition and multiplication. The operations are defined as usual except that $1+1=1$.

If $A=\left[a_{i j}\right]$ is any matrix in $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$, we define $A^{*}=\left[a_{i j}{ }^{*}\right]$ to be the $m \times n$ Boolean matrix whose $(i, j)$ th entry is 1 if and only if $a_{i j} \neq 0$. Then ${ }^{*}$ maps $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$onto $\mathscr{M}_{m, n}(\mathbb{B})$, and preserves matrix addition, product, and multiplication by scalars. That is, ${ }^{*}$ is a homomorphism.

It follows that

$$
\begin{equation*}
(A+B)^{*}=A^{*}+B^{*} \text { and }(B C)^{*}=B^{*} C^{*} \tag{1.1}
\end{equation*}
$$

for all $A, B \in \mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$and all $C \in \mathscr{M}_{n, r}\left(\mathbb{F}_{+}\right)$.
An $n \times n$ matrix $A$ over $\mathbb{F}_{+}$is said to be invertible if there exist an $n \times n$ matrix $B$ over $\mathbb{F}_{+}$such that $A B=B A=I_{n}$, where $I_{n}$ is the $n \times n$ identity matrix. It is well known that a square matrix $A$ over $\mathbb{F}_{+}$is invertible if and only if some permutation of its rows is a diagonal matrix all of whose diagonal entries are nonzero in $\mathbb{F}_{+}$(see [2]).

If $A$ and $B$ are in $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$, we say $A$ dominates $B$ (written $B \leqslant A$ or $A \geqslant B$ ) if $a_{i j}=0$ implies $b_{i j}=0$ for all $i, j$.

For example, if

$$
A=\left[\begin{array}{ll}
1 & 2 \\
0 & 3
\end{array}\right] \text { and } B=\left[\begin{array}{ll}
4 & 5 \\
0 & 6
\end{array}\right]
$$

are matrices in $\mathscr{M}_{2,2}\left(\mathbb{R}_{+}\right)$, then we have $A \leqslant B$ and $B \leqslant A$, but $A \neq B$.
Also we can easily obtain that $A \geqslant B$ if and only if $A+B=A$ for all $A, B \in$ $\mathscr{M}_{m, n}(\mathbb{B})$.

Lowercase, boldface letters will represent column vectors, all vectors u are column vectors ( $\mathbf{u}^{t}$ is a row vector) for $\mathbf{u} \in \mathbb{F}_{+}{ }^{m}\left[=\mathscr{M}_{m, 1}\left(\mathbb{F}_{+}\right)\right]$.

It is easy to verify that the rank of $A \in \mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$is 1 if and only if there exist nonzero vectors $\mathbf{a} \in \mathscr{M}_{m, 1}\left(\mathbb{F}_{+}\right)$and $\mathbf{b} \in \mathscr{M}_{n, 1}\left(\mathbb{F}_{+}\right)$such that $A=\mathbf{a b}^{t}$. We call a the left factor, and $\mathbf{b}$ the right factor of $A$. But these vectors $\mathbf{a}$ and $\mathbf{b}$ are not uniquely determined by $A$.

For example,

$$
\left[\begin{array}{ll}
1 & 2 \\
2 & 4
\end{array}\right]=\left[\begin{array}{l}
1 \\
2
\end{array}\right]\left[\begin{array}{ll}
1 & 2
\end{array}\right]=\left[\begin{array}{c}
\frac{1}{2} \\
1
\end{array}\right]\left[\begin{array}{ll}
2 & 4
\end{array}\right]=\ldots
$$

For any vector $\mathbf{u} \in \mathscr{M}_{m, 1}\left(\mathbb{F}_{+}\right)$, we define $|\mathbf{u}|$ to be the number of nonzero entries in $\mathbf{u}$.

Lemma 1.1. For any factorization $\mathbf{a b}^{t}$ of an $m \times n$ rank- 1 matrix $A$ over $\mathbb{F}_{+},|\mathbf{a}|$ and $|\mathbf{b}|$ are uniquely determined by $A$.

Proof. Consider the $m \times n$ Boolean matrix $A^{*}=\left[a_{i j}{ }^{*}\right]$. By (1.1), $A^{*}=\mathbf{a}^{*}\left(\mathbf{b}^{*}\right)^{t}$ is the rank-1 matrix. It is easy to show that $\left|\mathbf{a}^{*}\right|$ and $\left|\mathbf{b}^{*}\right|$ are uniquely determined by $A^{*}$. Therefore $|\mathbf{a}|$ and $|\mathbf{b}|$ are uniquely determined by $A$.

Let $A$ be any rank- 1 matrix in $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$. We define the perimeter of $A, P(A)$, as $|\mathbf{a}|+|\mathbf{b}|$ for arbitrary factorization $A=\mathbf{a b}^{t}$. Even though the factorizations of $A$ are not unique, Lemma 1.1 shows that the perimeter of $A$ is unique, and that $P(A)=P\left(A^{*}\right)$.

Proposition 1.2. If $A, B$ and $A+B$ are rank-1 matrices in $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$, then $P(A+B)<P(A)+P(B)$.

Proof. Since $P(A)=P\left(A^{*}\right)$, it is sufficient to consider $A, B, A+B \in \mathscr{M}_{m, n}(\mathbb{B})$. Let $A=\mathbf{a x}^{t}, B=\mathbf{b y}^{t}$ and $A+B=\mathbf{c z}^{t}$ be any factorizations of $A, B$ and $A+B$. Then we have for all $i, j$

$$
\begin{equation*}
a_{i} \mathbf{x}+b_{i} \mathbf{y}=c_{i} \mathbf{z} \tag{1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{j} \mathbf{a}+y_{j} \mathbf{b}=z_{j} \mathbf{c} \tag{1.3}
\end{equation*}
$$

If $B \leqslant A$, then we have $A+B=A$. Thus we obtain that

$$
P(A+B)=P(A)<P(A)+P(B)
$$

because $P(B) \neq 0$, as required.
Similar argument shows that if $A \leqslant B$, then $P(A+B)<P(A)+P(B)$. So we can assume that $A \nless B$ and $B \nless A$. We consider three cases.

Case 1$) \mathbf{a} \nless \mathbf{b}$ and $\mathbf{b} \nless \mathbf{a}$. The equation (1.2) implies that $a_{i} \mathbf{x}=c_{i} \mathbf{z}$ and $b_{j} \mathbf{y}=c_{j} \mathbf{z}$ for some nonzero $a_{i}, c_{i}, b_{j}, c_{j} \in \mathbb{B}$ so that $\mathbf{x}=\mathbf{y}=\mathbf{z}$. Thus we have the following $P(A+B)=P\left((\mathbf{a}+\mathbf{b}) \mathbf{z}^{t}\right)=|\mathbf{a}+\mathbf{b}|+|\mathbf{z}|<(|\mathbf{a}|+|\mathbf{z}|)+(|\mathbf{b}|+|\mathbf{z}|)=P(A)+P(B)$ as required.

Case 2) $\mathbf{a} \leqslant \mathbf{b}$. Then $\mathbf{x} \nless \mathbf{y}$. Thus (1.3) implies that $x_{j} \mathbf{a}=z_{j} \mathbf{c}$ for some nonzero $x_{j}, z_{j} \in \mathbb{B}$ and $\mathbf{b} \leqslant \mathbf{c}$. Therefore $\mathbf{a}=\mathbf{b}=\mathbf{c}$ and we have

$$
P(A+B)=P\left(\mathbf{c}(\mathbf{x}+\mathbf{y})^{t}\right)=|\mathbf{c}|+|\mathbf{x}+\mathbf{y}|<(|\mathbf{c}|+|\mathbf{x}|)+(|\mathbf{c}|+|\mathbf{y}|)=P(A)+P(B)
$$

as required.
Case 3) $\mathbf{b} \leqslant \mathbf{a}$. It is similar to the Case 2).

A mapping $T: \mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right) \rightarrow \mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$is called a linear operator if $T(\alpha A+$ $\beta B)=\alpha T(A)+\beta T(B)$ for all $A, B \in \mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$and for all $\alpha, \beta \in \mathbb{F}_{+}$.

In this paper, we characterize the linear operators that preserve the rank and the perimeter of every rank-1 matrix over semifields. These are motivated by analogous results for the linear operators which preserve all ranks in $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$. However, we obtain results and proofs in the view of the perimeter analog.

## 2. Perimeter preservers of matrices over semifields

In this section, we will characterize the linear operators that preserve the perimeter of every rank- 1 matrix in $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$. We also find some characterizations of the perimeter preservers.

Let $T$ be a linear operator on $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$. Then we say that
(1) $T$ is a $(U, V)$-operator if there exist invertible matrices $U \in \mathscr{M}_{m, m}\left(\mathbb{F}_{+}\right)$and $V \in \mathscr{M}_{n, n}\left(\mathbb{F}_{+}\right)$such that $T(A)=U A V$ for all $A$ in $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$, or $m=n$ and $T(A)=U A^{t} V$ for all $A$ in $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$.
(2) $T$ preserves $\operatorname{rank} 1$ if $r(T(A))=1$ whenever $r(A)=1$ for all $A \in \mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$.
(3) $T$ preserves perimeter $k$ of rank-1 matrices if $P(T(A))=k$ whenever $P(A)=k$ for all $A \in \mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$with $r(A)=1$.

Proposition 2.1. If $T$ is a $(U, V)$-operator on $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$, then $T$ preserves both rank and perimeter of rank-1 matrices.

Proof. Since $T$ is a $(U, V)$-operator, there exist invertible matrices $U \in$ $\mathscr{M}_{m, m}\left(\mathbb{F}_{+}\right)$and $V \in \mathscr{M}_{n, n}\left(\mathbb{F}_{+}\right)$such that either $T(A)=U A V$, or $m=n$ and $T(A)=U A^{t} V$ for all $A$ in $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$. Let $A$ be a matrix in $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$with $r(A)=1$ and $A=\mathbf{a b}^{t}$ be any factorization of $A$ with $P(A)=|\mathbf{a}|+|\mathbf{b}|$. For the case $T(A)=U A V$,

$$
T(A)=U A V=(U \mathbf{a})\left(\mathbf{b}^{t} V\right)=(U \mathbf{a})\left(V^{t} \mathbf{b}\right)^{t} .
$$

Thus we have

$$
r(T(A))=r\left((U \mathbf{a})\left(V^{t} \mathbf{b}\right)^{t}\right)=1
$$

and

$$
P(T(A))=|U \mathbf{a}|+\left|V^{t} \mathbf{b}\right|=|\mathbf{a}|+|\mathbf{b}|=P(A) .
$$

For the case $T(A)=U A^{t} V$, we can show that $r(T(A))=1$ and $P(T(A))=$ $|\mathbf{a}|+|\mathbf{b}|$ by the similar method as above.

Therefore a $(U, V)$-operator preserves the rank and the perimeter of rank-1 matrices over $\mathbb{F}_{+}$.

For a rank-1 matrix $A$ over $\mathbb{F}_{+}$, we note that $P(A)=2$ if and only if it is nonzero scalar multiple of a cell. We say that $A$ is a row (column) matrix if $A$ has a nonzero entries only in one row (column). Then we have the following Lemma.

Lemma 2.2. Let $T$ be a linear operator on $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$. If $T$ preserves rank and perimeter 2 of rank- 1 matrices, then the following statements hold:
(1) $T$ maps a cell into a nonzero scalar multiple of a cell.
(2) $T$ maps a row (or a column) of a matrix into a row or a column (if $m=n$ ) with scalar multiplication.

Proof. (1) Since $T$ has preserves perimeter $2, T$ maps a cell into nonzero scalar multiple of a cell. (2) If not, then there exist two distinct cells $E_{i j}, E_{i h}$ in some $i$ th row such that $T\left(E_{i j}\right)$ and $T\left(E_{i h}\right)$ lie in two different rows and different columns. Then the rank of $E_{i j}+E_{i h}$ is 1 but that of $T\left(E_{i j}+E_{i h}\right)=T\left(E_{i j}\right)+T\left(E_{i h}\right)$ is 2, a contradiction.

The following is an example of a linear operator that preserves rank and perimeter 2 of rank-1 matrices, but the operator does not preserve perimeter $p(\geqslant 3)$ and is not a $(U, V)$-operator.

Example 2.3. Let $T: \mathscr{M}_{n, n}\left(\mathbb{F}_{+}\right) \rightarrow \mathscr{M}_{n, n}\left(\mathbb{F}_{+}\right)$be defined by

$$
T(A)=\left(\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j}\right) E_{k l}
$$

for all $A=\left[a_{i j}\right] \in \mathscr{M}_{n, n}\left(\mathbb{F}_{+}\right)$, where $E_{k l}$ is a fixed cell. Then it is easy to verify that $T$ is a linear operator and preserves rank and perimeter 2 of rank- 1 matrices. But $T$ does not preserve perimeter $p(\geqslant 3)$. For, let $A$ be a rank- 1 matrix with perimeter $p(\geqslant 3)$. Then $T(A)=\alpha E_{k l}$ for some nonzero scalar $\alpha \in \mathbb{F}_{+}$. Therefore $T(A)$ has rank 1 and perimeter 2.

Moreover, $T$ is not a $(U, V)$-operator. For, let $B=\left[b_{i j}\right] \in \mathscr{M}_{n, n}\left(\mathbb{F}_{+}\right)$with $b_{i j}=1$ for all $i, j$. Then $T(B)=n^{2} E_{k l}$. So we cannot find invertible matrices $U, V \in$ $\mathscr{M}_{n, n}\left(\mathbb{F}_{+}\right)$such that $T(B)=U B V$. This shows that $T$ is not a $(U, V)$-operator.

Let $R_{i}=\left\{E_{i j}: 1 \leqslant j \leqslant n\right\}, C_{j}=\left\{E_{i j}: 1 \leqslant i \leqslant m\right\}, \mathscr{R}=\left\{R_{i}: 1 \leqslant i \leqslant m\right\}$ and $\mathscr{C}=\left\{C_{j}: 1 \leqslant j \leqslant n\right\}$. For a linear operator $T$ on $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$, define $T^{*}(A)=[T(A)]^{*}$ for all $A$ in $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$. Let $T^{*}\left(R_{i}\right)=\left\{T^{*}\left(E_{i j}\right): 1 \leqslant j \leqslant n\right\}$ for all $i=1, \ldots, m$ and $T^{*}\left(C_{j}\right)=\left\{T^{*}\left(E_{i j}\right): 1 \leqslant i \leqslant m\right\}$ for all $j=1, \ldots, n$.

Lemma 2.4. Let $T$ be a linear operator on $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$. Suppose that $T$ preserves rank and perimeters 2 and $p$ (for some $p \geqslant 3$ ) of every rank- 1 matrix. Then
(1) $T$ maps two distinct cells in a row (or a column) into a nonzero scalar multiple of two distinct cells in a row or in a column;
(2) in the case of $m=n$, if $T$ maps some $R_{i}$ into a row (or column) matrix then $T$ maps every row matrix into a row (or column) matrix, and if $T$ maps some $C_{j}$ into a row (column) matrix then $T$ maps every column matrix into a row (column) matrix.

Proof. (1) Let $E_{i j}$ and $E_{i h}$ be two distinct cells in an $i$ th row. Suppose $T\left(E_{i j}\right)=\alpha E_{r l}$ and $T\left(E_{i h}\right)=\beta E_{r l}$ for some nonzero scalars $\alpha, \beta \in \mathbb{F}_{+}$. Then $T$ maps the $i$ th row of a matrix $A$ into $r$ th row or $l$ th column by Lemma 2.2. Without loss of generality, we assume the former. Thus for any rank-1 matrix $A$ with perimeter $p(\geqslant 3)$ which dominates $E_{i j}+E_{i h}$, we can show that $T(A)$ has perimeter at most $p-1$, a contradiction.
(2) If not, then there exist rows $R_{i}$ and $R_{j}$ such that $T^{*}\left(R_{i}\right) \subseteq R_{r}$ and $T^{*}\left(R_{j}\right) \subseteq C_{s}$ for some $r$, $s$. Consider a rank-1 matrix $D=E_{i p}+E_{i q}+E_{j p}+E_{j q}$ with $p \neq q$. Then we have

$$
T(D)=T\left(E_{i p}+E_{i q}\right)+T\left(E_{j p}+E_{j q}\right)=\left(\alpha_{1} E_{r p^{\prime}}+\alpha_{2} E_{r q^{\prime}}\right)+\left(\beta_{1} E_{p^{\prime \prime} s}+\beta_{2} E_{q^{\prime \prime} s}\right)
$$

for some $p^{\prime} \neq q^{\prime}$ and $p^{\prime \prime} \neq q^{\prime \prime}$ and some nonzero scalars $\alpha_{i}, \beta_{i} \in \mathbb{F}_{+}$by (1). Therefore $r(T(D)) \neq 1$ and $T$ does not preserve rank 1, a contradiction.

Now we have an interesting example:
Example 2.5. Let $m \geqslant 3$ and $n \geqslant 4$. Define a linear operator $T: \mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right) \rightarrow$ $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$by $T(A)=\left[b_{i j}\right]$ for all $A=\left[a_{i j}\right] \in \mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$, where

$$
b_{i j}= \begin{cases}\sum_{k=1}^{m} a_{k t} & \text { if } i=1, \\ 0 & \text { if } i \geqslant 2\end{cases}
$$

with $t \equiv k+(j-1)(\bmod n)$ and $1 \leqslant t \leqslant n$. Then $T$ maps each row and each column into the first row with some scalar multiplication. And $T$ preserves both rank and perimeters 2,3 and $n+1$ of rank- 1 matrices. But $T$ does not preserve perimeters $k$ ( $k \geqslant 4$ and $k \neq n+1$ ) of rank-1 matrices: For if $A$ has perimeter $k$, then we can choose a $2 \times(k-2)$ submatrix of $A$ with perimeter $k$ which is mapped to $k$ distinct cells in the first row of $T(A)$. Thus $T(A)$ has perimeter $k+1$. Therefore $T$ does not preserve perimeter $k$ of rank- 1 matrices.

For a linear operator $T$ on $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$preserving rank and perimeter 2 of rank-1 matrices, we define the corresponding mapping $T^{\prime}: \Delta_{m, n} \rightarrow \Delta_{m, n}$ by $T^{\prime}(i, j)=(k, l)$ whenever $T\left(E_{i j}\right)=b_{i j} E_{k l}$ for some nonzero scalar $b_{i j} \in \mathbb{F}_{+}$. Then $T^{\prime}$ is well-defined by Lemma $2.2-(1)$.

Lemma 2.6. Let $T$ be a linear operator defined by $T(A)=\sum_{i=1}^{m} \sum_{j=1}^{n} a_{i j} u_{i j}\left(E_{T^{\prime}(i, j)}\right)$ for some function $T^{\prime}: \Delta_{m, n} \rightarrow \Delta_{m, n}$ and for some nonzero scalar $u_{i j} \in \mathbb{F}_{+}, i=$ $1, \ldots, m, j=1, \ldots, n$. If $T$ preserves both rank and perimeters 2 and $k$ (for some $k \geqslant 4, k \neq n+1$ ) of rank-1 matrices, then the corresponding map $T^{\prime}$ is a bijection on $\Delta_{m, n}$.

Proof. By Lemma 2.2, $T\left(E_{i j}\right)=b_{i j} E_{r l}$ for some $(r, l) \in \Delta_{m, n}$ and some nonzero scalar $b_{i j} \in \mathbb{F}_{+}$. Without loss of generality, we may assume that $T$ maps the $i$ th row of a matrix into the $r$ th row. Suppose $T^{\prime}(i, j)=T^{\prime}(p, q)$ for some distinct pairs $(i, j),(p, q) \in \Delta_{m, n}$. By the definition of $T^{\prime}$, we have $T\left(E_{i j}\right)=b_{i j} E_{r l}$ and $T\left(E_{p q}\right)=b_{p q} E_{r l}$ for some nonzero scalars $b_{i j}, b_{p q} \in \mathbb{F}_{+}$. If $i=p$ or $j=q$, then we have contradictions by Lemma $2.4-(1)$. So let $i \neq p$ and $j \neq q$. If $k=n+k^{\prime} \geqslant n+2$, consider a matrix

$$
D=\sum_{s=1}^{n} E_{i s}+\sum_{t=1}^{n} E_{p t}+\sum_{h=1}^{k^{\prime}-2} \sum_{g=1}^{n} E_{h g}
$$

with rank 1 and perimeter $n+k^{\prime}=k$. Then $T$ maps the $i$ th and $p$ th row of $D$ into nonzero scalar multiple of the $r$ th row by Lemma 2.4. Thus the perimeter of $T(D)$ is less than $n+k^{\prime}=k$, a contradiction.

If $4 \leqslant k \leqslant n$, we will show that we can choose a $2 \times(k-2)$ submatrix from the $i$ th and $p$ th row whose image under $T$ has a $1 \times k$ submatrix in the $r$ th row as follows: Since $T\left(E_{i j}\right)=b_{i j} E_{r l}$ and $T\left(E_{p q}\right)=b_{p q} E_{r l}, T$ maps the $i$ th row and the $p$ th row into the $r$ th row. But $T$ maps distinct cells in each row (or column) to distinct cells by Lemma 2.4. Now, choose $E_{i j}, E_{p j}$ but do not choose $E_{i q}, E_{p q}$. Since there is a cell $E_{p h}(h \neq j, q)$ in the $p$ th row such that $T^{\prime}(p, h)=T^{\prime}(i, q)$ but $T^{\prime}(i, h) \neq T^{\prime}(p, j)$, we choose a $2 \times 2$ submatrix $E_{i j}+E_{i h}+E_{p j}+E_{p h}$ whose image under $T$ is a $1 \times 4$ submatrix in the $r$ th row. And we can choose a cell $E_{p s}(s \neq q, j, h)$ such that $T^{\prime}(i, s) \neq T^{\prime}(p, j), T^{\prime}(p, q), T^{\prime}(p, h)$. Then we have a $2 \times 3$ submatrix $E_{i j}+E_{i h}+E_{i s}+E_{p j}+E_{p h}+E_{p s}$ whose image under $T$ is a $1 \times 5$ submatrix in the $r$ th row. Similarly, we can choose a $2 \times(k-2)$ submatrix whose image under $T$ is an $1 \times k$ submatrix in the $r$ th row. This shows that $T$ does not preserve the perimeter $k$ of a rank- 1 matrix, a contradiction.

Hence $T^{\prime}(i, j) \neq T^{\prime}(p, q)$ for any two distinct pairs $(i, j),(p, q) \in \Delta_{m, n}$. Therefore $T^{\prime}$ is a bijection.

We obtain the following characterization theorem for linear operators preserving the rank and the perimeter of rank-1 matrices over semifields.

Theorem 2.7. Let $T$ be a linear operator on $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$. Then the following are equivalent:
(1) $T$ is a $(U, V)$-operator;
(2) $T$ preserves both rank and perimeter of rank-1 matrices;
(3) $T$ preserves both rank and perimeters 2 and $k$ (for some $k \geqslant 4, k \neq n+1$ ) of rank-1 matrices.

Proof. (1) implies (2) by Proposition 2.1. It is obvious that (2) implies (3). We now show that (3) implies (1). Assume (3). Then the corresponding mapping $T^{\prime}: \Delta_{m, n} \rightarrow \Delta_{m, n}$ is a bijection by Lemma 2.6.

By Lemma 2.4, there are two cases; (a) $T^{*}$ maps $\mathscr{R}$ onto $\mathscr{R}$ and maps $\mathscr{C}$ onto $\mathscr{C}$ or (b) $T^{*}$ maps $\mathscr{R}$ onto $\mathscr{C}$ and $\mathscr{C}$ onto $\mathscr{R}$.

Case a). We note that $T^{*}\left(R_{i}\right)=R_{\sigma(i)}$ and $T^{*}\left(C_{j}\right)=C_{\tau(j)}$ for all $i, j$, where $\sigma$ and $\tau$ are permutations of $\{1, \ldots, m\}$ and $\{1, \ldots, n\}$, respectively. Let $P$ and $Q$ be the permutation matrices corresponding to $\sigma$ and $\tau$, respectively. Then for any $E_{i j} \in \mathbb{E}_{m, n}$, we can write $T\left(E_{i j}\right)=b_{i j} E_{\sigma(i) \tau(j)}$ for some nonzero scalar $b_{i j} \in \mathbb{F}_{+}$. Now we claim that for all $i, l \in\{1, \ldots, m\}$ and all $j, r \in\{1, \ldots, n\}$,

$$
\frac{b_{i j}}{b_{i r}}=\frac{b_{l j}}{b_{l r}} .
$$

Consider a matrix $E=E_{i j}+E_{i r}+E_{l j}+E_{l r}$ with rank 1. Then we have

$$
T(E)=b_{i j} E_{\sigma(i) \tau(j)}+b_{i r} E_{\sigma(i) \tau(r)}+b_{l j} E_{\sigma(l) \tau(j)}+b_{l k} E_{\sigma(l) \tau(r)} .
$$

Since $T(E)$ has rank 1 , it follows that $\frac{b_{i j}}{b_{i r}}=\frac{b_{l j}}{b_{l r}}$. Let $C \in \mathscr{M}_{m, m}\left(\mathbb{F}_{+}\right)$and $D \in$ $\mathscr{M}_{n, n}\left(\mathbb{F}_{+}\right)$be diagonal matrices such that $c_{11}=1, d_{11}=b_{11}, c_{i i}=\frac{b_{i 1}}{b_{11}}$, and $d_{j j}=b_{1 j}$ for all $i=2, \ldots, m$ and $j=2, \ldots, n$. Then $b_{i j}=c_{i i} d_{j j}$ for all $i \in\{1, \ldots, m\}$ and $j \in\{1, \ldots, n\}$.

Let $A=\left[a_{i j}\right]$ be any $m \times n$ matrix in $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$. Then we have

$$
\begin{aligned}
T(A) & =T\left(\sum_{i=1}^{m} \sum_{j=1}^{n} a_{i j} E_{i j}\right)=\sum_{i=1}^{m} \sum_{j=1}^{n} a_{i j} T\left(E_{i j}\right) \\
& =\sum_{i=1}^{m} \sum_{j=1}^{n} a_{i j} b_{i j} E_{\sigma(i) \tau(j)}=\sum_{i=1}^{m} \sum_{j=1}^{n} c_{i i} a_{i j} E_{\sigma(i) \tau(j)} d_{j j} \\
& =C P A Q D .
\end{aligned}
$$

Since $C P=U$ is an $m \times m$ invertible matrix and $Q D=V$ is an $n \times n$ invertible matrix, it follows that $T$ is a $(U, V)$-operator.

Case b). Then $m=n$ and $T^{*}\left(R_{i}\right)=C_{\sigma(i)}$ and $T^{*}\left(C_{j}\right)=R_{\tau(j)}$ for all $i, j$, where $\sigma$ and $\tau$ are permutations of $\{1, \ldots, m\}$. By an argument similar to Case a), we obtain that $T(A)$ is of the form $T(A)=C P A^{t} Q D$. Thus $T$ is a $(U, V)$-operator.

We say that a linear operator $T$ on $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$strongly preserves perimeter $k$ of rank-1 matrices if $P(T(A))=k$ if and only if $P(A)=k$.

Consider a linear operator $T$ on $\mathscr{M}_{2,2}\left(\mathbb{F}_{+}\right)$defined by

$$
T\left(\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\right)=(a+b+c+d)\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right] .
$$

Then $T$ preserves both rank and perimeter 2 of rank- 1 matrices but does not strongly preserve perimeter 2 , since $T\left(\left[\begin{array}{ll}1 & 2 \\ 1 & 2\end{array}\right]\right)=\left[\begin{array}{ll}6 & 0 \\ 0 & 0\end{array}\right]$ with $P\left(\left[\begin{array}{ll}1 & 2 \\ 1 & 2\end{array}\right]\right)=4$ but $P\left(\left[\begin{array}{ll}6 & 0 \\ 0 & 0\end{array}\right]\right)=2$.

Theorem 2.8. Let $T$ be a linear operator on $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$. Then $T$ preserves both rank and perimeter of rank-1 matrices if and only if it strongly preserves perimeter 2 and preserves perimeter 3 of rank- 1 matrices.

Proof. Suppose $T$ strongly preserves perimeter 2 and preserves perimeter 3 of rank-1 matrices. Then $T$ maps each row of a matrix into a nonzero scalar multiple of a row or a column (if $m=n$ ). Since $T$ strongly preserves perimeter $2, T$ maps each cell onto a nonzero scalar multiple of a cell. This means that the corresponding mapping $T^{\prime}$ is a bijection. Thus $T$ preserves both rank and perimeter of rank-1 matrices by a similar method as in the proof of Theorem 2.7.

The converse is immediate.

Theorem 2.9. Let $T$ be a linear operator on $\mathscr{M}_{m, n}\left(\mathbb{F}_{+}\right)$that preserves the rank of rank-1 matrices. Then $T$ preserves the perimeter of rank- 1 matrices if and only if it strongly preserves perimeter 2 of rank- 1 matrices.

Proof. Suppose $T$ strongly preserves perimeter 2 of rank- 1 matrices. Then $T$ maps each cell onto a nonzero scalar multiple of a cell. Thus $T^{\prime}$ is a bijection. Since $T$ preserves rank 1, it maps a row of a matrix into a row or a column (if $m=n$ ). Thus $T$ preserves both rank and perimeter of rank-1 matrices by similar methods to the proof of Theorem 2.7.

The converse is immediate.

Thus we have characterizations of the linear operators that preserve both rank and perimeter of rank-1 matrices over semifields.
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