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# ENUMERATING NON-EQUIVALENT MATRICES OVER PRINCIPAL IDEAL DOMAINS 

JOHN KNOPFMACHER<br>(Communicated by Wolfgang Schwarz)


#### Abstract

Let $\mathcal{M}_{n}^{\star}(R)$ denote the set of all 2 -sided equivalence (associate) classes of non-singular $n \times n$ matrices over a given principal ideal domain $R$. For various domains $R$ arising in algebraic number or function theory, asymptotic estimates are obtained for the average or the total number of classes of large "norm" or "degree" in $\mathcal{M}_{n}^{\star}(R)$.


## 1. Introduction

Let $M_{n}(R)$ denote the ring of all $n \times n$ matrices with entries in a given principal ideal domain $R$. In the theory of integral matrices (cf. N e w m a n [6]), special attention is frequently paid to the set $\mathcal{M}_{n}(R)$ of all ( 2 -sided) equivalence classes $\bar{A}$ of matrices $A$ in $M_{n}(R)$, under the relation $\sim$ such that $A \sim B$ if and only if $A=U B V$ for some units $U, V$ in $M_{n}(R)$.

Usually this is done when $R$ satisfies certain finite norm conditions as specified below, and in this paper we shall also confine attention to the subset $\mathcal{M}_{n}^{\star}(R)$ of all equivalence classes of non-singular matrices in $M_{n}(R)$.

The finite norm conditions to be imposed on $R$ are:
(1.1) for every element $a \neq 0$ in $R$, the norm $N(a):=\operatorname{card}(R / a R)<\infty$;
(1.2) for every integer $k \geq 1$, the total number

$$
R(k):=\#\{\text { Non-associate } a \in R: N(a)=k\}<\infty .
$$

Given condition (1.1), which implies $N(a b)=N(a) N(b)$ by [6; p. 4], it will be useful later to note that (1.2) is then equivalent to:
(1.3) The multiplicative semigroup $G_{R}$ of all associate classes $\bar{a}$ of non-zero elements $a \in R$ forms an arithmetical semigroup in the sense of [2], under the extended norm $N(\bar{a}):=N(a)$.
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Under the above conditions on $R$, it is sometimes useful to consider the formal zeta function

$$
\zeta_{R}(s)=\sum_{\bar{a} \in G_{R}} N(\bar{a})^{-s}=\sum_{k=1}^{\infty} R(k) k^{-s} .
$$

Now define a norm function \|| || on $\mathcal{M}_{n}(R)$ by

$$
\|\bar{A}\|=\|A\|=N(\operatorname{det}(A))
$$

and formally write

$$
\zeta_{R}^{(n)}(s)=\sum_{\bar{A} \in \mathcal{M}_{n}^{*}(R)}\|\bar{A}\|^{-s}=\sum_{k=1}^{\infty} R^{(n)}(k) k^{-s} .
$$

where

$$
R^{(n)}(k)=\#\left\{\bar{A} \in \mathcal{M}_{n}^{\star}(R):\|\bar{A}\|=k\right\} .
$$

The main aim of this paper is to derive asymptotic estimates for the average $\frac{1}{x} \sum_{k \leq x} R^{(n)}(k)$ or for $R^{(n)}(k)$ itself under certain extra assumptions about $R$. which are always satisfied if $R$ happens also to be
(i) the ring of all algebraic integers in an algebraic number field $\hbar^{\circ}$. or
(ii) the ring of all integral functions in a given algebraic function field $h^{-1}$ in one variable over a finite field $\mathbb{F}_{q}$,
respectively.
Our arguments will make use of:
(1.4) LEMMA. The non-singular matrix zeta function

$$
\zeta_{R}^{(n)}(s)=\zeta_{R}(s) \zeta_{R}(2 s) \ldots \zeta_{R}(n s)
$$

Proof. By the Smith Normal Form Theorem (cf. [6; p. 26]). every nonsingular matrix $A$ in $M_{n}(R)$ is equivalent to a diagonal matrix of the form

$$
S(A)=\operatorname{diag}\left[a_{1}, a_{1} a_{2}, \ldots, a_{1} a_{2} \ldots a_{n}\right]
$$

where the $a_{i} \neq 0$ in $R$ are unique for $A$ up to associates in $R$. Hence

$$
\operatorname{det}(A)=a_{1}^{\prime \prime} u_{2}^{\prime \prime-i} \quad \ldots a_{n \prime}
$$

It follows that

$$
\begin{aligned}
\zeta_{R}^{(n)}(s) & =\sum_{k=1}^{\infty} \#\left\{\bar{A} \in \mathcal{M}_{n}^{\star}(R):\|\bar{A}\|=k\right\} k^{-s} \\
& =\sum_{k=1}^{\infty} \#\left\{\left(\bar{a}_{1}, \ldots, \bar{a}_{n}\right) \in G_{R}^{n}: N\left(a_{1}^{n} a_{2}^{n-1} \ldots a_{n}\right)=k\right\} k^{-s} \\
& =\left(\sum_{\bar{a}_{1} \in G_{R}} N\left(a_{1}\right)^{-n s}\right)\left(\sum_{\bar{a}_{2} \in G_{R}} N\left(a_{2}\right)^{-(n-1) s}\right) \cdots\left(\sum_{\bar{a}_{n} \in G_{R}} N\left(a_{n}\right)^{-s}\right) \\
& =\zeta_{R}(n s) \zeta_{R}((n-1) s) \ldots \zeta_{R}(s),
\end{aligned}
$$

recalling the multiplicative property of $N$ and the definition of || || above.
(1.5) COROLLARY. When $R=\mathbb{Z}$, the non-singular zeta function for matrices of rational integers

$$
\zeta_{\mathbb{Z}}^{(n)}(s)=\zeta(s) \zeta(2 s) \ldots \zeta(n s)
$$

where $\zeta(s)$ is the Riemann zeta function.
This special case has been used previously by B how mik [1]. We also note two further corollaries:
(1.6) COROLLARY. If the principal ideal domain $R$ is the ring of all algebrair: integers in a given algebraic number field $K$, then

$$
\zeta_{R}^{(n)}(s)=\zeta_{K}(s) \zeta_{K}(2 s) \ldots \zeta_{K}(n s),
$$

where $\zeta_{K}(s)$ is the Dedekind zeta function of $K$.
(1.7) Corollary. If $R_{q}=\mathbb{F}_{q}[t]$ is a polynomial ring in an indeterminate 1 over the finite field $\mathbb{F}_{q}$ with $q$ elements, then

$$
\zeta_{R_{q}}^{(n)}(s)=\prod_{r=1}^{n}\left(1-q^{1-r s}\right)^{-1}
$$

Proof. This corollary is a consequence of Lemma 1.4 and the fact that the special domain $R_{q}=\mathbb{F}_{q}[t]$ has zeta function

$$
\zeta_{R_{q}}(s)=\sum_{m=0}^{\infty} q^{m} \cdot q^{-m s}=\left(1-q^{1-s}\right)^{-1}
$$

Note. Although a theory of generalized, semi-diagonal "Sinith normal forms" has been developed for matrices over an arbitrary Dedekind domain $R$ (cf. Narang \& Nanda [5]), this paper will confine attention to the simpler diagonal forms available in the case of a principal ideal domain.
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## 2. Rings of algebraic integers

In this section, it will be assumed that the principal ideal domain $R$ is also the ring of all algebraic integers in a given algebraic number field $K$. We then have:
(2.1) Theorem. The numbers

$$
R^{(n)}(k)=\#\left\{\bar{A} \in \mathcal{M}_{n}^{\star}(R):\|\bar{A}\|=k\right\}
$$

have asymptotic mean-value

$$
\lim _{x \rightarrow \infty} \frac{1}{x} \sum_{k \leq x} R^{(n)}(k)=A_{K} \prod_{r=2}^{n} \zeta_{K}(r)
$$

where $\zeta_{K}(s)$ is the Dedekind zeta function of $K$ and $A_{K}>0$ is a constant. More precisely

$$
\sum_{k \leq x} R^{(n)}(k)=\left(A_{K} \prod_{r=\alpha}^{n} \zeta_{K}(r)\right) x+\rho(x)
$$

where

$$
\rho(x)= \begin{cases}O\left(x^{\eta}\right) & \text { if }[K: \mathbb{Q}]>3, \\ O\left(x^{\eta} \log x\right) & \text { if }[K: \mathbb{Q}]=3, \\ O(\sqrt{x}) & \text { if }[K: \mathbb{Q}]<3,\end{cases}
$$

with $\eta=\eta_{K}=1-2 /(1+[K: \mathbb{Q}])$.
Proof. Under the present assumptions on $R$, the zeta function

$$
\zeta_{R}(s)=\zeta_{K}(s)=\sum_{m=1}^{\infty} K(m) m^{-s}
$$

where $K(m)=R(m)$ is the number of ideals of index $m$ in $R$. Then a theorem of Weber and Landau states that

$$
\sum_{m \leq x} R(m)=\sum_{m \leq x} K(m)=A_{K} x+O\left(x^{\prime \prime}\right)
$$

where $A_{K}>0$ is an explicit constant (cf. L a n d a u [4]). Furthermore, by some results on isomorphism classes of finite $R$-modules treated in [2: ('hapter 5]. the matrix zeta function

$$
\zeta_{R}^{(n)}(s)=\zeta_{K}(s) \zeta_{K}(2 s) \ldots \zeta_{K}(n . s)
$$

can be re-interpreted as the "zeta function" of the category $\mathcal{F}$ of all finite $R$-modules whose indecomposable direct summands have the form $R / P^{m}$ for some prime ideal $P$ in $R$ and some $m \leq n$. In order to deduce the present theorem on $\sum_{k \leq x} R^{(n)}(k)$, it is then possible to invoke the following theorem of [2; Chapter 5]:
(2.2) THEOREM. Let $\alpha=\left\langle k_{1}, k_{2}, \ldots\right\rangle$ be an arbitrary finite or infinite increasing sequence of positive integers, and let $\mathcal{F}^{\alpha}$ denote the category of all finite $R$-modules whose indecomposable direct summands have the form $R / P^{m}$ for some prime ideal $P$ in $R$ and some $m \in\left\{k_{1}, k_{2}, \ldots\right\}$. Let $\mathcal{F}^{\alpha}(k)$ denote the total number of isomorphism classes of $R$-modules of cardinal $k$ in $\mathcal{F}^{\alpha}$. Then the zeta function

$$
\zeta_{\mathcal{F}^{\alpha}}(s):=\sum_{k=1}^{\infty} \mathcal{F}^{\alpha}(k) k^{-s}=\prod_{i \geq 1} \zeta_{K}\left(k_{i} s\right) \quad \text { for } \quad \operatorname{Re}(s) \geq k_{1}^{-1}
$$

## Furthermore

$$
\sum_{k \leq x} \mathcal{F}^{\alpha}(k)=\left(A_{K} \prod_{i \geq 2} \zeta_{K}\left(k_{i} / k_{1}\right)\right) x^{1 / k_{1}}+\rho(x)
$$

where

$$
\rho(x)= \begin{cases}O\left(x^{\eta / k_{1}}\right) & \text { if }[K: \mathbb{Q}]>\left(k_{2}+k_{1}\right) /\left(k_{2}-k_{1}\right) \\ O\left(x^{\varepsilon+k_{2}^{-1}}\right) & \text { otherwise }(\varepsilon>0 \text { arbitrary })\end{cases}
$$

In addition, if $k_{1}=1$, then

$$
\rho(x)= \begin{cases}O\left(x^{\eta} \log x\right) & \text { if }[K: \mathbb{Q}]=\left(k_{2}+1\right) /\left(k_{2}-1\right) \\ O\left(x^{1 / k_{2}}\right) & \text { if }[K: \mathbb{Q}]<\left(k_{2}+1\right) /\left(k_{2}-1\right) .\end{cases}
$$

Theorem 2.1 follows from Theorem 2.2 on consideration of the special sequence $a_{n}=\langle 1,2, \ldots, n\rangle$ for which $k_{1}=1, k_{2}=2$, since the identity $\zeta_{R}^{(n)}(s)=$ $\zeta_{K}(s) \zeta_{K}(2 s) \ldots \zeta_{K}(n s)$ then implies that $R^{(n)}(k)=\mathcal{F}^{\alpha_{n}}(k)$. By way of example. we note that the further special choices $R=\mathbb{Z}, \mathbb{Z}[\sqrt{-1}]$ or $\mathbb{Z}[\sqrt{2}]$ yield:

## (2.3) COROLLARY.

(i)

$$
\#\left\{\bar{A} \in \mathcal{M}^{\star}(\mathbb{Z}):|\operatorname{det}(A)| \leq x\right\}=\left(\prod_{r=2}^{n} \zeta(r)\right) x+O(\sqrt{x})
$$

where $\zeta(s)$ is the Riemann zeta function.
(ii)

$$
\begin{aligned}
\#\left\{\bar{A} \in \mathcal{M}_{n}^{\star}(\mathbb{Z}[\sqrt{-1}])\right. & \left.:|\operatorname{det}(A)|^{2} \leq x\right\} \\
& =\left(\frac{\pi}{4} \prod_{r=2}^{n} \zeta_{\sqrt{-1}}(r)\right) x+O(\sqrt{x})
\end{aligned}
$$

where $\zeta_{\sqrt{-1}}(s)$ is the Dedekind zeta function of $\mathbb{Q}(\sqrt{-1})$.
(iii)

$$
\begin{aligned}
\#\left\{\bar{A} \in \mathcal{M}_{n}^{\star}(\mathbb{Z}[\sqrt{2}]):\right. & N(\operatorname{det}(A)) \leq x\} \\
& =\left(\frac{\log (1+\sqrt{2})}{\sqrt{2}} \prod_{r=2}^{n} \zeta_{\sqrt{2}}(r)\right) x+O(\sqrt{x}) .
\end{aligned}
$$

where here $N(a+b \sqrt{2})=\left|a^{2}-2 b^{2}\right|(a, b \in \mathbb{Q})$, and $\zeta_{\sqrt{2}}(s)$ is th. Dedekind zeta function of $\mathbb{Q}(\sqrt{2})$.

Remark. With the aid of special estimates involving the Riemann zeta function, Bhowmik[1] has directly given a sharpened version of part (i) of Corollary 2.3.

## 3. Polynomial and algebraic function rings

Next suppose that the given basic principal ideal domain $R$ is also the principal order in some algebraic function field $K^{\prime}$ in one variable $t$ orer a finite field $\mathbb{F}_{q}$ with $q$ elements. (The simplest example here is the polynomial ring $R_{q}=\mathbb{F}_{q}[t]$ inside $K_{q}^{\prime}=\mathbb{F}_{q}(t)$.)

For a general domain $R$ in the present case, the zeta function $\zeta_{R P}(s)$ takes a simplified form (cf. [3; pp. 13/14], say): Firstly

$$
\zeta_{R}(s)=\sum_{k=1}^{\infty} R(k) k^{-s}=\sum_{m=0}^{\infty} R^{\#}(m)^{-m} .
$$

where $R^{\#}(m)=R\left(q^{m}\right)$ is the number of associate classes in $G_{R}$ (or ideals in $R$ ) of norm $q^{m}$ (or degree $m$ ); here $R(k)=0$ if $k$ is not a power of $q$. Secondly, it can be proved that

$$
\zeta_{R}(s)=Z_{R}(y)=\frac{P(y)}{1-q y}
$$

where $y=q^{-s}$, and $P(y)$ is a polynomial in $y$ with rational integer coefficients. This leads (cf. [3]) to a formula of type

$$
\begin{equation*}
R^{\#}(m)=A_{R} q^{m}+O(1), \quad A_{R}=P\left(q^{-1}\right)>0 \tag{3.1}
\end{equation*}
$$

It now follows that every element $a \neq 0$ in $R$ has the norm of the form $N(a)=q^{\partial(a)}$, where $\partial(a)$ may be called the degree of $a$, and similarly, the norm of an equivalence class $\bar{A} \in \mathcal{M}_{n}^{\star}(R)$ may be re-written as

$$
\|\bar{A}\|=\|A\|=q^{\partial(\bar{A})}=q^{\partial(A)}
$$

where $\partial(\bar{A}), \partial(A)$ may be called the $q$-degrees of $\bar{A}, A$ respectively (not to be confused with the ordinary degree $n$ of $A$ ). In terms of the present notation, we may then re-write $\zeta_{R}^{(n)}(s)=\zeta_{R}(s) \zeta_{R}(2 s) \ldots \zeta_{R}(n s)$ in the form

$$
\begin{align*}
\zeta_{R}^{(n)}(s) & =Z_{R}^{(n)}(y)=\sum_{m=0}^{\infty} R^{(i)}\left(q^{m}\right) y^{m}  \tag{3.2}\\
& =Z_{R}(y) Z_{R}\left(y^{2}\right) \ldots Z_{R}\left(y^{n}\right)
\end{align*}
$$

Now consider
(3.3) Theorem. As $m \rightarrow \infty$

$$
R^{(\prime \prime)}\left(q^{m}\right)=\#\left\{\bar{A} \in \mathcal{M}_{n}^{\star}(R): \partial(\bar{A}):=m\right\}=\left(A_{R} \prod_{r=2}^{n} Z\left(q^{-r}\right)\right) q^{m}+O\left(q^{m / 2}\right)
$$

In particular, for $R_{q}=\mathbb{F}_{q}[t]$,

$$
R_{q}^{(n)}\left(q^{m}\right)=\left(\prod_{r=1}^{n-1}\left(1-q^{-r}\right)\right)^{-1} q^{m}+O\left(q^{m / 2}\right)
$$

Proof. By the formula for $\zeta_{R_{q}}(s)$ in the proof of Corollary 1.7 above. the forond statement follows from the first.

Now, note that $Z_{R}^{(n)}(y)=F_{1}(y)$, where $F_{i}(y):=\prod_{r=i}^{n} Z_{R}\left(y^{r}\right)$. If $F_{2}(y)=$ $\sum_{m=0}^{\infty} a_{m} y^{m}, F_{3}(y)=\sum_{m=0}^{\infty} b_{m} y^{m}$, then the equation $F_{2}(y)=Z_{R}\left(y^{2}\right) F_{3}(y)$ and (3.1) imply that

$$
\begin{aligned}
\left|a_{m}\right| & =\left|\sum_{0 \leq k \leq m / 2} R^{\#}(k) b_{m-2 k}\right|=O\left(\sum_{0 \leq k \leq m / 2} q^{k}\left|b_{m-2 k}\right|\right) \\
& =O\left(q^{m / 2} \sum_{0 \leq k}\left|b_{m-2 k}\right| q^{-(m-2 k) / 2}\right)=O\left(q^{m / 2}\right)
\end{aligned}
$$

since $F_{3}\left(q^{-1 / 2}\right)$ converges absolutely. Thus

$$
\sum_{k=0}^{m} a_{k} q^{-k}=F_{2}\left(q^{-1}\right)-\sum_{k>m} O\left(q^{-k / 2}\right)=F_{2}\left(q^{-1}\right)+O\left(q^{-m / 2}\right)
$$

It then follows from (3.1) and the equation $F_{1}(y)=Z_{R}(y) F_{2}(y)$ that

$$
\begin{aligned}
R^{(n)}\left(q^{m}\right) & =\sum_{k=0}^{m} R^{\#}(m-k) a_{k}=\sum_{k=0}^{m}\left(A_{R} q^{m-k}+O(1)\right) a_{k} \\
& =A_{R} q^{m} \sum_{k=0}^{m} a_{k} q^{-k}+O\left(\sum_{k=0}^{m} q^{k / 2}\right) \\
& =A_{R} F_{2}\left(q^{-1}\right) q^{m}+O\left(q^{m / 2}\right)
\end{aligned}
$$

The conclusion of Theorem 3.3 can be considerably sharpened if desired:
(3.4) Theorem. For all sufficiently large $m$,

$$
R^{(n)}\left(q^{m}\right)=\#\left\{\bar{A} \in \mathcal{M}_{n}^{\star}(R): \partial(\bar{A})=m\right\}=\sum_{k=1}^{n} \alpha_{k}(m) q^{m / k}
$$

where

$$
\alpha_{k}(m)=\frac{1}{k} A_{R} \sum_{h=0}^{k-1} \mathrm{e}^{-2 \pi \mathrm{i} h m / k} \prod_{\substack{r=1 \\ r \neq k}}^{n} Z_{R}\left(\mathrm{e}^{2 \pi \mathrm{i} h r / k} q^{-r / k}\right)
$$

In particular, $\alpha_{1}(m)=A_{R} \prod_{r=2}^{n} Z_{R}\left(q^{-r}\right)$ us before, and $\alpha_{k}(m)=O!$ an $m \rightarrow \infty$.

Proof. The zeta function

$$
Z_{R}^{(n)}(y)=\frac{P(y)}{(1-q y)} \cdot \frac{P\left(y^{2}\right)}{\left(1-q y^{2}\right)} \cdots \frac{P\left(y^{n-}\right)}{\left(1-q y^{n}\right)}
$$

has a partial fraction decomposition which can be expressed in the form

$$
Z_{R}^{(n)}(y)=Q(y)+\sum_{k=1}^{n} \sum_{h=0}^{k-1} \frac{c(k, h)}{1-q^{1 / k} \mathrm{e}^{-2 \pi \mathrm{i} h / k} y}
$$

where $Q(y)$ is a polynomial, and $c(k, h)$ is a constant which can be evaluated by l'Hospital's rule:

$$
\begin{aligned}
c(k, h) & =\lim _{y \rightarrow q^{-1 / k} \mathrm{e}^{2 \pi \mathrm{i} h / k}}\left(1-q^{1 / k} \mathrm{e}^{-2 \pi \mathrm{i} h / k} y\right) Z_{R}^{(n)}(y) \\
& =\frac{1}{k} P\left(q^{-1}\right) \prod_{\substack{r=1 \\
r \neq k}}^{n} Z_{R}\left(\mathrm{e}^{2 \pi \mathrm{i} h r / k} q^{-r / k}\right) .
\end{aligned}
$$

If we now expand $\left(1-q^{1 / k} \mathrm{e}^{-2 \pi \mathrm{i} h / k} y\right)^{-1}$ as a power series within a suitable disc, we obtain

$$
\sum_{m=0}^{\infty} R^{(n)}\left(q^{m}\right) y^{m}=Q(y)+\sum_{m=0}^{\infty} \sum_{k=1}^{n} \sum_{h=0}^{k-1} c(k, h) q^{m / k} \mathrm{e}^{-2 \pi \mathrm{i} m h / k} y^{m}
$$

This leads to the stated formula for $R^{(n)}\left(q^{m}\right)$ when $m>\operatorname{deg} Q(y)$.
(3.5) COROLLARY. For $R_{q}=\mathbb{F}_{q}[t]$ and any $m \geq 1$,

$$
R_{q}^{(n)}\left(q^{m}\right)=\sum_{k=1}^{n} \delta_{k}(m) q^{m / k}
$$

where

$$
\delta_{k}(m)=\frac{1}{k} \sum_{h=0}^{k-1} \mathrm{e}^{-2 \pi \mathrm{i} h m / k} \prod_{\substack{r=1 \\ r \neq k}}^{n}\left(1-\mathrm{e}^{2 \pi \mathrm{i} h r / k} q^{1-r / k}\right)^{-1},
$$

and $\quad \delta_{1}(m)=\prod_{r=1}^{n-1}\left(1-q^{r}\right)^{-1}$ as before, $\delta_{k}(m)=O(1)$ as $m \rightarrow \infty$.
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