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## 1. Introduction

Let us consider in $\mathbb{R}^{N+1}$ the domain

$$
\begin{equation*}
Q=\left\{(x, t): x \in \Omega_{t}, 0<t<T\right\} \tag{1.1}
\end{equation*}
$$



Figure 1. The non-cylindrical domain $Q$ (for $N=1$ ).
where $(0, T)$ is a finite interval, $\Omega_{t} \in C^{k-1,1}\left(\mathbb{R}^{N}\right)$ (here, $C^{k-1,1}\left(\mathbb{R}^{N}\right)$ is the set of all bounded domains in $\mathbb{R}^{N}$ whose boundary can be locally described by a function from $C^{k-1,1}(\Delta)$, where $\Delta \subset \mathbb{R}^{N-1}$ is a cube; see [4]) and for every $t, s \in(0, T), t<s$,

$$
\emptyset \neq \Omega_{0} \subset \Omega_{t} \subset \Omega_{s} \subset \Omega_{T}
$$

(see Fig. 1). Let us solve the problem

$$
\begin{gather*}
\frac{\partial u}{\partial t}+A u=f \quad \text { in } Q  \tag{1.2}\\
u(x, 0)=0 \quad \text { in } \Omega_{0}  \tag{1.3}\\
u(x, t)=\frac{\partial u}{\partial \nu}(x, t)=\ldots=\frac{\partial^{k-1} u}{\partial \nu^{k-1}}(x, t)=0, \quad 0<t<T, x \in \partial \Omega_{t}, \tag{1.4}
\end{gather*}
$$

where $A$ is a linear differential operator of order $2 k$ in the divergence form:

$$
(A u)(x)=\sum_{|i|,|j| \leqslant k}(-1)^{|i|} \partial^{i}\left(a_{i, j}(x) \partial^{j} u\right)
$$

for $x \in \Omega_{T}$ and $\nu$ is the outer normal to $\partial \Omega_{t}$. The coefficients $a_{i, j}$ of this operator and the function $f$ on the left-hand side of the equation (1.2) depend only on $x$ and are defined a.e. in $\Omega_{T}$, where $i, j$ are multiindices,

$$
i=\left(i_{1}, i_{2}, \ldots, i_{N}\right), \quad|i|=i_{1}+i_{2}+\ldots+i_{N}
$$

$i_{1}, i_{2}, \ldots, i_{N}$ are nonnegative integers, and

$$
\partial^{i}=\frac{\partial^{|i|}}{\partial x_{1}^{i_{1}} \partial x_{2}^{i_{2}} \ldots \partial x_{N}^{i_{N}}} .
$$

If $Q$ is a cylinder, i.e. $\Omega_{t}=\Omega_{0}$ for all $t \in(0, T)$, then there exists a well developed numerical method called Rothe's method, which consists in replacing the time derivative $(\partial u / \partial t)(x, t)$ by the quotient $(u(x, t+h)-u(x, t)) / h$ and solving a sequence of elliptic problems on the sections $\Omega_{t}$. This method, which is a modification of the so-called method of lines, was developed by E. Rothe in the thirties and its modern extensions are connected mainly with the names of K. Rektorys [5] and J. Kačur [3]. The history of the method, as well as its modern applications, are described in detail in the paper [1] (see the extensive list of references therein). In [1], the case of a non-cylindrical domain $Q$ is considered up to our knowledge for the first time, and two methods are proposed.

In this paper Rothe's classical method is extended so that it can be used to solve some linear parabolic boundary value problems in non-cylindrical domains. The
corresponding existence and uniqueness theorems are proved and some further results and generalizations are discussed and applied. It is organized as follows: In Section 2 we describe our announced extension of Rothe's method in detail. In Section 3 we state the corresponding uniqueness and existence results and also include some necessary preliminaries. The proof of these theorems can be found in Section 4. Finally, in Section 5 we generalize our solution from Section 3 by considering the case with the function on the right-hand side depending also on $t$. Also some related results are stated and proved.

For simplicity, we assume a homogenous initial condition, and suppose that the coefficients $a_{i, j}$ as well as the right-hand side $f$ depend only on $x$. In the concluding remarks (see Section 5), we will indicate how the approach can be modified even for coefficients $a_{i, j}(x, t)$, for the right-hand side $f(x, t)$ and for an initial condition $u(x, 0)=u_{0}(x), x \in \Omega_{0}$.

Remark 1.1. Let us recall that we assume that the domain $Q$ is non-cylindrical with the side boundary nondecreasing with respect to $t$, but not necessarily increasing.

## 2. An extension of Rothe's method

Later (see Definition 3.2) we will give the precise meaning in what sense we understand the solution of the problem. First, let us introduce some function spaces.

Let $t \in[0, T]$. Let $V_{t}$ denote the subset of the Sobolev space $W^{k, 2}\left(\Omega_{t}\right)$,

$$
V_{t}=\left\{v: v \in W^{k, 2}\left(\Omega_{t}\right), v=\frac{\partial v}{\partial \nu}=\ldots=\frac{\partial^{k-1} v}{\partial \nu^{k-1}}=0 \text { on } \partial \Omega_{t}\right\}=W_{0}^{k, 2}\left(\Omega_{t}\right)
$$

and for $(\cdot, \cdot)_{t}$ the inner product in $L_{2}\left(\Omega_{t}\right)$, let

$$
((u, v))_{t}=(A u, v)_{t}=\sum_{|i|,|j| \leqslant k} \int_{\Omega_{t}} a_{i, j}(x) \partial^{i} u(x) \partial^{j} v(x) \mathrm{d} x
$$

be the bilinear form associated with the operator $A$.
Assumption 2.1.
(A1) The bilinear form is bounded, i.e. there exists a number $M>0$ such that

$$
((u, v))_{t} \leqslant M\|u\|_{W^{k, 2}\left(\Omega_{t}\right)}\|v\|_{W^{k, 2}\left(\Omega_{t}\right)} \quad \text { for all } u, v \in W^{k, 2}\left(\Omega_{t}\right) .
$$

(A2) The bilinear form is $V_{t}$-elliptic, i.e. there exists a number $m>0$ such that

$$
((u, u))_{t} \geqslant m\|u\|_{W^{k, 2}\left(\Omega_{t}\right)}^{2} \quad \text { for all } u \in V_{t} .
$$

(A3) The bilinear form is $V_{t}$-symmetric, i.e.

$$
((u, v))_{t}=((v, u))_{t} \quad \text { for all } u, v \in V_{t} .
$$

(A4) The function $f$ belongs to $L_{2}\left(\Omega_{T}\right)$.
Let us emphasize that the validity of the conditions (A1), (A2) and (A3) is guaranteed if we assume that the coefficients $a_{i, j}$ are bounded,

$$
a_{i, j} \in L_{\infty}\left(\Omega_{T}\right)
$$

that $A$ is elliptic and symmetric, i.e. that there exists a $C>0$ such that

$$
\sum_{|i|,|j| \leqslant k} a_{i, j}(x) \xi_{i} \xi_{j} \geqslant C \sum_{|i| \leqslant k} \xi_{i}^{2}
$$

and

$$
a_{i, j}(x)=a_{j, i}(x) \quad \text { for all } i, j \quad(|i|,|j| \leqslant k)
$$

for a.e. $x \in \Omega_{T}$ and for every $\xi=\left\{\xi_{i}:|i| \leqslant k\right\} \in \mathbb{R}^{m}$.
We will prove in the next sections that our Assumption 2.1 ensures the existence of a weak solution of the problem (1.2)-(1.4) in the sense given in Definition 3.2 and that this weak solution is the limit (in a sense given later) of the sequence $\left\{u_{n}(x, t)\right\}$ of functions constructed by Rothe's method.

Rothe's method. Divide the interval $I=[0, T]$ into $p$ subintervals $I_{1}, I_{2}, \ldots, I_{p}$ $\left(I_{j}=\left[t_{j-1}, t_{j}\right], j=1,2, \ldots, p\right)$ of length $h=T / p$. According to the initial condition (1.3) we put

$$
z_{0}(x)=0, \quad x \in \Omega_{T}
$$

for $t_{0}=0$ and successively for $j=1,2, \ldots, p$ define functions $z_{j}(x)$ which are weak solutions of the following elliptic problems:

$$
\begin{cases}A z_{j}+\frac{z_{j}}{h}=f+\frac{z_{j-1}}{h} & \text { in } \Omega_{t_{j}}  \tag{2.1}\\ z_{j}=\frac{\partial z_{j}}{\partial \nu}=\ldots=\frac{\partial^{k-1} z_{j}}{\partial^{k-1} \nu}=0 & \text { on } \partial \Omega_{t_{j}}\end{cases}
$$

We obtain these problems if we replace in (1.2) the derivative $\partial u / \partial t$ by the differential quotient

$$
\frac{z_{j}-z_{j-1}}{h}
$$

at points $t=t_{j}, j=1,2, \ldots, p$. The weak formulation of the problem (2.1) is as follows: To find successively for $j=1,2, \ldots, p$ functions

$$
z_{j} \in V_{t_{j}}
$$

where $z_{0}=0$, such that the following integral identities are satisfied:

$$
\left(\left(z_{j}, v\right)\right)_{t_{j}}+\frac{1}{h}\left(z_{j}, v\right)_{t_{j}}=\left(f+\frac{z_{j-1}}{h}, v\right)_{t_{j}} \quad \text { for all } v \in V_{t_{j}} .
$$

Let us define the form

$$
(((u, v)))_{t_{j}}=((u, v)) t_{t_{j}}+\frac{1}{h}(u, v)_{t_{j}}
$$

From (A1), (A2) and by the Schwarz inequality it follows that this bilinear form is bounded on $\left[W^{k, 2}\left(\Omega_{t_{j}}\right)\right]^{2}$ and $V_{t_{j}}$-elliptic.

The problem to find a function $z_{1} \in V_{t_{1}}$ which satisfies the integral identity

$$
\left(\left(\left(z_{1}, v\right)\right)\right)_{t_{1}}=\left(f+\frac{z_{0}}{h}, v\right)_{t_{1}} \quad \text { for all } v \in V_{t_{1}}
$$

has exactly one solution (as a consequence of the theory of elliptic boundary value problems; see, e.g. [2]); here $f+z_{0} / h=\left.\left(f+z_{0} / h\right)\right|_{\Omega_{t_{1}}} \in L_{2}\left(\Omega_{t_{1}}\right)$. Further, after redefining again $z_{1} \in V_{t_{1}}$ as

$$
z_{1}(x)= \begin{cases}z_{1}(x), & x \in \Omega_{t_{1}} \\ 0, & x \in \Omega_{T} \backslash \Omega_{t_{1}}\end{cases}
$$

we get $z_{1} \in V_{T}$. Hence $z_{1} \in L_{2}\left(\Omega_{T}\right)$ and

$$
f+\frac{z_{1}}{h} \in L_{2}\left(\Omega_{t_{2}}\right)
$$

(here $\left.f+z_{1} / h=\left.\left(f+z_{1} / h\right)\right|_{\Omega_{t_{2}}}\right)$.
Repeating the above procedure for $j=2,3, \ldots, p$ we get functions

$$
z_{1}, z_{2}, \ldots, z_{p} \in V_{T}
$$

Now we construct a function $u_{1}(x, t)$ called Rothe's function and defined on $\Omega_{T} \times I$, putting

$$
u_{1}(x, t)=z_{j-1}(x)+\frac{t-t_{j-1}}{h}\left(z_{j}(x)-z_{j-1}(x)\right)
$$

for $t \in I_{j}, j=1,2, \ldots, p$, and $x \in \Omega_{T}$.


Figure 2. The Rothe function $u_{1}(x, t)$ (for $p=5$ ).
For a fixed $x \in \Omega_{T}, u_{1}(x, t)$ is a piecewise linear function in $t$ on the interval $I$ and for $t=t_{j}$ it assumes values $z_{j}(x)$ as shown in Fig. 2. In a similar way let us construct a function $u_{2}(x, t)$ with the only difference that, instead of dividing the interval $[0, T]$ into $p$ subintervals of length $h$ as above, we divide it into $2 p$ subintervals of length $h_{2}=T / 2 p=h / 2$. Going on in this way and dividing subsequently the interval $[0, T]$ into $4 p, 8 p, \ldots, 2^{n-1} p, \ldots$ subintervals, we construct a sequence of functions $u_{n}(x, t)$ defined on $\Omega_{T} \times I$ by the relations

$$
\begin{equation*}
u_{n}(x, t)=z_{j-1}^{n}(x)+\frac{t-t_{j-1}^{n}}{h_{n}}\left(z_{j}^{n}(x)-z_{j-1}^{n}(x)\right) \quad \text { for } t \in I_{j}^{n}=\left[t_{j-1}^{n}, t_{j}^{n}\right] \tag{2.2}
\end{equation*}
$$

where $t_{j}^{n}=j h_{n}, h_{n}=T /\left(2^{n-1} p\right)\left(j=1,2, \ldots, 2^{n-1} p\right)$.
In this way we get a sequence

$$
\left\{u_{n}(x, t)\right\}_{n=1}^{\infty}
$$

which is called the Rothe sequence of approximate solutions of the problem (1.2)(1.4).

Intuitively, we can expect that this sequence will converge to some function $u(x, t)$ which is a solution of the problem (1.2)-(1.4). The next considerations are devoted to the proof of these statements.

## 3. Some preliminaries and existence and uniqueness results

In this section we start with a brief review about Bochner's space and some auxiliary results which we will use in the next sections.

Denote for brevity $[0, T]=I$. Let $H$ be a Hilbert space whose elements are functions defined on $\Omega$. Let $L_{2}(I, H)$ be the set of functions $t \mapsto W(t)$ from $I$ into $H$ (more precisely, $W(t) \in H$ for almost all $t \in I$ ), which are square integrable in the interval $I$ (in the Bochner sense; for details, see [4]). $L_{2}(I, H)$ is a Hilbert space with the scalar product

$$
\left(W_{1}, W_{2}\right)_{L_{2}(I, H)}=\int_{0}^{T}\left(W_{1}(t), W_{2}(t)\right)_{H} \mathrm{~d} t .
$$

The integral

$$
\int_{0}^{t} W(\tau) \mathrm{d} \tau=w(t)
$$

(in the Bochner sense) of a function $W(t) \in L_{2}(I, H)$ is defined by

$$
(w(t), r)_{L_{2}(I, H)}=\int_{0}^{t}(W(\tau), r)_{H} \mathrm{~d} \tau
$$

for every $r \in H$.
If $W \in L_{2}(I, H)$, then $w(t)$ can be identified with a function representing a continuous mapping from $I$ into $H$; thus, we can write

$$
w(t) \in \mathrm{AC}(I, H)
$$

Moreover, $w(t)$ has a derivative $w^{\prime}(t)$ almost everywhere in $I$ equal to $W(t)$ in the sense that

$$
\lim _{\Delta t \rightarrow 0}\left\|\frac{w(t+\Delta t)-w(t)}{\Delta t}-W(t)\right\|_{H}=0
$$

We denote

$$
V^{1}(0, T ; H)=\left\{\omega(t): V(\omega(t))=\sup _{D} \sum_{k=1}^{K}\left\|\omega\left(t_{k}\right)-\omega\left(t_{k-1}\right)\right\|_{H}<\infty\right\}
$$

where the supremum is taken over all decompositions $D=\left\{t_{0}, t_{1}, \ldots, t_{K}\right\}$ of $I$ and

$$
L_{2}\left(I, V_{Q}\right)=\left\{u \in L_{2}\left(I, V_{T}\right):\left.u(t)\right|_{\Omega_{T} \backslash \Omega_{t}}=0, \text { a.e. in } I\right\} .
$$

The space $L_{2}\left(I, V_{Q}\right)$ is a subspace of $L_{2}\left(I, V_{T}\right)$ and also a Hilbert space with the inner product of $L_{2}\left(I, V_{T}\right)$.

Now we present a simple version of the Gronwall lemma, which we will use in the next section.

Lemma 3.1. Let $A, B$ and $h$ be given constants and let $\alpha_{1}, \ldots \alpha_{j}$ satisfy the conditions

$$
\alpha_{1} \leqslant A, \quad \alpha_{i} \leqslant A+B h\left(\alpha_{1}+\ldots+\alpha_{i-1}\right), i=2, \ldots, j
$$

Then

$$
\alpha_{i} \leqslant A \mathrm{e}^{B(i-1) h}, \quad i=1,2, \ldots, j .
$$

Proof. The proof is trivial.
Definition 3.2. A function $u(t)$ is called a weak solution of the problem (1.2)(1.4) if the following conditions are fulfilled:

1) $u \in L_{2}\left(I, V_{Q}\right)$,
2) $u \in \mathrm{AC}\left(I, L_{2}\left(\Omega_{T}\right)\right)$,
3) $u^{\prime} \in L_{2}\left(I, L_{2}\left(\Omega_{T}\right)\right)$,
4) $u(0)=0$,
5) $\int_{0}^{T}((u(t), v(t)))_{T} \mathrm{~d} t+\int_{0}^{T}\left(u^{\prime}(t), v(t)\right)_{T} \mathrm{~d} t=\int_{0}^{T}(f(t), v(t))_{T} \mathrm{~d} t$ for all $v \in L_{2}\left(I, V_{Q}\right)$.

First we formulate the uniqueness result.

Theorem 3.3 (Uniqueness). The weak solution of the problem (1.2)-(1.4) is uniquely determined.

Theorem 3.4 (Existence). Suppose Assumption 2.1 is satisfied. Then there exists a weak solution of the problem (1.2)-(1.4), i.e. there exists a function which is a weak (strong) limit of the sequence of Rothe's functions $u_{n}(t)$ in the space $L_{2}\left(I, V_{T}\right)$ $\left(L_{2}\left(I, L_{2}\left(\Omega_{T}\right)\right)\right)$.

## 4. Proofs

Proof of Theorem 3.3. Assume that $\hat{u}(t), \breve{u}(t)$ are weak solutions of the problem (1.2)-(1.4) and denote $u(t)=\hat{u}(t)-\breve{u}(t)$. This function also has the properties 1)-4) of Definition 3.2. From 5) it follows that

$$
\begin{equation*}
\int_{0}^{T}((u(t), u(t)))_{T} \mathrm{~d} t+\int_{0}^{T}\left(u^{\prime}(t), u(t)\right)_{T} \mathrm{~d} t=0 \tag{4.1}
\end{equation*}
$$

The second integral is nonnegative, since

$$
\begin{aligned}
\int_{0}^{T}\left(u^{\prime}(t), u(t)\right)_{T} \mathrm{~d} t & =\frac{1}{2} \int_{0}^{T} \frac{\mathrm{~d}}{\mathrm{~d} t}\|u(t)\|_{L_{2}\left(\Omega_{T}\right)}^{2} \mathrm{~d} t \\
& =\frac{1}{2}\|u(T)\|_{L_{2}\left(\Omega_{T}\right)}^{2}-\frac{1}{2}\|u(0)\|_{L_{2}\left(\Omega_{T}\right)}^{2} \\
& =\frac{1}{2}\|u(T)\|_{L_{2}\left(\Omega_{T}\right)}^{2} \geqslant 0 .
\end{aligned}
$$

From this and from (4.1) it follows that

$$
\int_{0}^{T}((u(t), u(t)))_{T} \mathrm{~d} t \leqslant 0
$$

According to (A2) we have

$$
\|u(t)\|_{W^{k, 2}\left(\Omega_{T}\right)}=0 \quad \text { for almost all } t \in I
$$

and consequently

$$
u(t)=0 \quad \text { in } I,
$$

since $u$ is absolutely continuous in the sense of Bochner.
Proof of Theorem 3.4. We divide the proof into three parts A, B and C to which we will refer in the next Section 5 . In order to prove the convergence of the Rothe sequence, let us first deduce some a priori estimates.
A. Let us consider the integral identity

$$
\begin{equation*}
\left(\left(z_{j}^{n}, v\right)\right)_{t_{j}^{n}}+\left(\frac{z_{j}^{n}-z_{j-1}^{n}}{h_{n}}, v\right)_{t_{j}^{n}}=(f, v)_{t_{j}^{n}} \quad \text { for all } v \in V_{t_{j}^{n}}, \tag{4.2}
\end{equation*}
$$

and choose $v=z_{j}^{n}$. This is reasonable, since $z_{j}^{n} \in V_{t_{j}^{n}}$. We get

$$
\left(\left(z_{j}^{n}, z_{j}^{n}\right)\right)_{t_{j}^{n}}+\left(\frac{z_{j}^{n}-z_{j-1}^{n}}{h_{n}}, z_{j}^{n}\right)_{t_{j}^{n}}=\left(f, z_{j}^{n}\right)_{t_{j}^{n}} .
$$

But since by (A2)

$$
\left.\left(\left(z_{j}^{n}, z_{j}^{n}\right)\right)\right)_{j}^{n} \geqslant 0,
$$

we have that

$$
\begin{equation*}
\left(z_{j}^{n}, z_{j}^{n}\right)_{t_{j}^{n}} \leqslant h_{n}\left(f, z_{j}^{n}\right)_{t_{j}^{n}}+\left(z_{j-1}^{n}, z_{j}^{n}\right)_{t_{j}^{n}} . \tag{4.3}
\end{equation*}
$$

From (4.3) and by the Schwarz inequality we get

$$
\left\|z_{j}^{n}\right\|_{L_{2}\left(\Omega_{T}\right)}^{2} \leqslant h_{n}\|f\|_{L_{2}\left(\Omega_{T}\right)}\left\|z_{j}^{n}\right\|_{L_{2}\left(\Omega_{T}\right)}+\left\|z_{j-1}^{n}\right\|_{L_{2}\left(\Omega_{T}\right)}\left\|z_{j}^{n}\right\|_{L_{2}\left(\Omega_{T}\right)}
$$

and consequently

$$
\left\|z_{j}^{n}\right\|_{L_{2}\left(\Omega_{T}\right)} \leqslant h_{n}\|f\|_{L_{2}\left(\Omega_{T}\right)}+\left\|z_{j-1}^{n}\right\|_{L_{2}\left(\Omega_{T}\right)}
$$

for $j=1,2, \ldots, 2^{n-1} p$. Further,

$$
\begin{aligned}
\left\|z_{j}^{n}\right\|_{L_{2}\left(\Omega_{T}\right)} & \leqslant h_{n}\|f\|_{L_{2}\left(\Omega_{T}\right)}+\left\|z_{j-1}^{n}\right\|_{L_{2}\left(\Omega_{T}\right)} \\
& \leqslant 2 h_{n}\|f\|_{L_{2}\left(\Omega_{T}\right)}+\left\|z_{j-2}^{n}\right\|_{L_{2}\left(\Omega_{T}\right)} \leqslant \ldots \leqslant j h_{n}\|f\|_{L_{2}\left(\Omega_{T}\right)}
\end{aligned}
$$

and since $j h_{n} \leqslant 2^{n-1} p h_{n}=T$, we finally have that

$$
\begin{equation*}
\left\|z_{j}^{n}\right\|_{L_{2}\left(\Omega_{T}\right)} \leqslant T\|f\|_{L_{2}\left(\Omega_{T}\right)} \tag{4.4}
\end{equation*}
$$

for $j=1,2, \ldots, 2^{n-1} p$.
Now choose

$$
v=z_{j}^{n}-z_{j-1}^{n}
$$

in the integral identity (4.2), which is reasonable, because $z_{j}^{n}-z_{j-1}^{n} \in V_{t_{j}^{n}}$. Then we get

$$
\left(\left(z_{j}^{n}, z_{j}^{n}-z_{j-1}^{n}\right)\right)_{t_{j}^{n}}+\left(\frac{z_{j}^{n}-z_{j-1}^{n}}{h_{n}}, z_{j}^{n}-z_{j-1}^{n}\right)_{t_{j}^{n}}=\left(f, z_{j}^{n}-z_{j-1}^{n}\right)_{t_{j}^{n}}
$$

for $j=1,2, \ldots, 2^{n-1} p$. Due to the properties of $z_{j}^{n}$, the integrals in the last identity can be extended to the whole domain $\Omega_{T}$ and we have

$$
\begin{equation*}
\left(\left(z_{j}^{n}, z_{j}^{n}-z_{j-1}^{n}\right)\right)_{T}+\left(\frac{z_{j}^{n}-z_{j-1}^{n}}{h_{n}}, z_{j}^{n}-z_{j-1}^{n}\right)_{T}=\left(f, z_{j}^{n}-z_{j-1}^{n}\right)_{T} . \tag{4.5}
\end{equation*}
$$

After adding both sides in (4.5) from $j=1$ to $i$, we get

$$
\begin{equation*}
\sum_{j=1}^{i}\left(\left(z_{j}^{n}, z_{j}^{n}-z_{j-1}^{n}\right)\right)_{T}+\frac{1}{h_{n}} \sum_{j=1}^{i}\left(z_{j}^{n}-z_{j-1}^{n}, z_{j}^{n}-z_{j-1}^{n}\right)_{T}=\sum_{j=1}^{i}\left(f, z_{j}^{n}-z_{j-1}^{n}\right)_{T} \tag{4.6}
\end{equation*}
$$

Denote

$$
\begin{aligned}
& S_{i}^{1}=\sum_{j=1}^{i}\left(\left(z_{j}^{n}, z_{j}^{n}-z_{j-1}^{n}\right)\right)_{T}, \\
& S_{i}^{2}=\frac{1}{h_{n}} \sum_{j=1}^{i}\left(z_{j}^{n}-z_{j-1}^{n}, z_{j}^{n}-z_{j-1}^{n}\right)_{T}, \\
& S_{i}^{3}=\sum_{j=1}^{i}\left(f, z_{j}^{n}-z_{j-1}^{n}\right)_{T} .
\end{aligned}
$$

Then we can rewrite (4.6) as

$$
\begin{equation*}
S_{i}^{1}+S_{i}^{2}=S_{i}^{3} \tag{4.7}
\end{equation*}
$$

Taking into account that (here we use (A3))

$$
\begin{aligned}
S_{i}^{1} & =\frac{1}{2} \sum_{j=1}^{i}\left\{2\left(\left(z_{j}^{n}, z_{j}^{n}\right)\right)_{T}-2\left(\left(z_{j}^{n}, z_{j-1}^{n}\right)\right)_{T}\right\} \\
& =\frac{1}{2}\left\{\left(\left(z_{i}^{n}, z_{i}^{n}\right)\right)_{T}+\sum_{j=1}^{i}\left(\left(z_{j}^{n}-z_{j-1}^{n}, z_{j}^{n}-z_{j-1}^{n}\right)\right)_{T}\right\}
\end{aligned}
$$

we obtain

$$
\begin{align*}
S_{i}^{1} & \geqslant \frac{1}{2}\left(\left(z_{i}^{n}, z_{i}^{n}\right)\right)_{T}  \tag{4.8}\\
S_{i}^{2} & =\frac{1}{h_{n}} \sum_{j=1}^{i}\left\|z_{j}^{n}-z_{j-1}^{n}\right\|_{L_{2}\left(\Omega_{T}\right)}^{2} \geqslant 0  \tag{4.9}\\
S_{i}^{3} & =\left(f, z_{i}^{n}\right)_{T}
\end{align*}
$$

From (4.7) and (4.9) it follows that

$$
\begin{align*}
& S_{i}^{1} \leqslant S_{i}^{3}  \tag{4.10}\\
& S_{i}^{2} \leqslant S_{i}^{3} \tag{4.11}
\end{align*}
$$

Using (4.4), (4.8), (4.10) and the Schwarz inequality, we get

$$
\frac{1}{2}\left(\left(z_{i}^{n}, z_{i}^{n}\right)\right)_{T} \leqslant S_{i}^{1} \leqslant S_{i}^{3} \leqslant\|f\|_{L_{2}\left(\Omega_{T}\right)}\left\|z_{i}^{n}\right\|_{L_{2}\left(\Omega_{T}\right)} \leqslant T\|f\|_{L_{2}\left(\Omega_{T}\right)}^{2}
$$

i.e.

$$
\left(\left(z_{i}^{n}, z_{i}^{n}\right)\right)_{T} \leqslant 2 T\|f\|_{L_{2}\left(\Omega_{T}\right)}^{2}
$$

From (A2) it follows that

$$
\begin{equation*}
\left\|z_{i}^{n}\right\|_{W^{k, 2}\left(\Omega_{T}\right)} \leqslant \sqrt{\frac{2 T}{m}}\|f\|_{L_{2}\left(\Omega_{T}\right)} \tag{4.12}
\end{equation*}
$$

Using (4.4), (4.11) and the Schwarz inequality, we get

$$
\begin{equation*}
\frac{1}{h_{n}} \sum_{j=1}^{2^{n-1} p}\left\|z_{j}^{n}-z_{j-1}^{n}\right\|_{L_{2}\left(\Omega_{T}\right)}^{2} \leqslant T\|f\|_{L_{2}\left(\Omega_{T}\right)}^{2} \tag{4.13}
\end{equation*}
$$

Note that the right-hand sides of the inequalities (4.12) and (4.13) are independent of $j$ and $n$.
B. Consider now the Rothe sequence

$$
\left\{u_{n}(t)\right\}_{n=1}^{\infty}
$$

given by (2.2), i.e.

$$
u_{n}(t)=z_{j-1}^{n}+\frac{t-t_{j-1}^{n}}{h_{n}}\left(z_{j}^{n}-z_{j-1}^{n}\right) \quad \text { for } t \in I_{j}^{n}, j=1,2, \ldots, 2^{n-1} p
$$

From (4.12) it follows that

$$
\begin{aligned}
\left\|u_{n}(t)\right\|_{V_{T}} & =\left\|z_{j-1}^{n}+\frac{t-t_{j-1}^{n}}{h_{n}}\left(z_{j}^{n}-z_{j-1}^{n}\right)\right\|_{V_{T}} \\
& \leqslant\left(1-\frac{t-t_{j-1}^{n}}{h_{n}}\right)\left\|z_{j-1}^{n}\right\|_{V_{T}}+\frac{t-t_{j-1}^{n}}{h_{n}}\left\|z_{j}^{n}\right\|_{V_{T}} \leqslant C
\end{aligned}
$$

for all $t \in I$ and $n=1,2, \ldots$.
Thus, we get

$$
\left\|u_{n}\right\|_{L_{2}\left(I, V_{T}\right)}^{2}=\int_{0}^{T}\left\|u_{n}(t)\right\|_{V_{T}}^{2} \mathrm{~d} t \leqslant C^{2} T
$$

for $n=1,2, \ldots$; consequently, the Rothe sequence

$$
\left\{u_{n}\right\}_{n=1}^{\infty}
$$

is uniformly bounded and has a subsequence $\left\{u_{n_{m}}\right\}_{m=1}^{\infty}$ which converges weakly to a function

$$
u \in L_{2}\left(I, V_{T}\right)
$$

since this space is reflexive, i.e. we have

$$
\begin{equation*}
u_{n_{m}} \rightharpoonup u \quad \text { in } L_{2}\left(I, V_{T}\right) \tag{4.14}
\end{equation*}
$$

We will show that the function $u$ is the desired solution. Denote

$$
Z_{j}^{n}(x)=\frac{z_{j}^{n}(x)-z_{j-1}^{n}(x)}{h_{n}}, \quad x \in \Omega_{T} .
$$

Then we can write (2.2) in the form

$$
u_{n}(t)=z_{j-1}^{n}+Z_{j}^{n}\left(t-t_{j-1}^{n}\right) \quad \text { in } I_{j}^{n}, j=1,2, \ldots, 2^{n-1} p .
$$

Now we define functions

$$
U_{n}: t \mapsto L_{2}\left(\Omega_{T}\right), \quad n=1,2, \ldots
$$

in the form

$$
U_{n}(t)= \begin{cases}Z_{1}^{n}, & t=0 \\ Z_{j}^{n}, & t \in\left(t_{j-1}^{n}, t_{j}^{n}\right], j=1,2, \ldots, 2^{n-1} p\end{cases}
$$

From (4.13) it follows that the sequence

$$
\left\{U_{n}\right\}_{n=1}^{\infty}
$$

is bounded, i.e.

$$
\begin{aligned}
\left\|U_{n}\right\|_{L_{2}\left(I, L_{2}\left(\Omega_{T}\right)\right)}^{2} & =\int_{0}^{T}\left\|U_{n}(t)\right\|_{L_{2}\left(\Omega_{T}\right)}^{2} \mathrm{~d} t=\sum_{j=1}^{2^{n-1} p} \int_{t_{j-1}^{n}}^{t_{j}^{n}}\left\|Z_{j}^{n}\right\|_{L_{2}\left(\Omega_{T}\right)}^{2} \mathrm{~d} t \\
& =\sum_{j=1}^{2^{n-1} p}\left\|\frac{z_{j}^{n}-z_{j-1}^{n}}{h_{n}}\right\|_{L_{2}\left(\Omega_{T}\right)}^{2}\left(t_{j}^{n}-t_{j-1}^{n}\right) \\
& =\frac{1}{h_{n}} \sum_{j=1}^{2^{n-1} p}\left\|z_{j}^{n}-z_{j-1}^{n}\right\|_{L_{2}\left(\Omega_{T}\right)}^{2} \leqslant C .
\end{aligned}
$$

So we can choose a subsequence

$$
\left\{U_{n_{m}}\right\}_{m=1}^{\infty}
$$

converging weakly to some function

$$
U \in L_{2}\left(I, L_{2}\left(\Omega_{T}\right)\right)
$$

i.e.

$$
\begin{equation*}
U_{n_{m}} \rightharpoonup U \quad \text { in } L_{2}\left(I, L_{2}\left(\Omega_{T}\right)\right) \tag{4.15}
\end{equation*}
$$

Thus the integral

$$
\int_{0}^{t} U(\tau) \mathrm{d} \tau=\omega(t)
$$

exists. The functions $U_{n_{m}}(t)$ and $u_{n_{m}}(t)$ are connected through the relation

$$
\int_{0}^{t} U_{n_{m}}(\tau) \mathrm{d} \tau=u_{n_{m}}(t)
$$

Hence from (4.15) and from

$$
u_{n_{m}} \rightharpoonup u \quad \text { in } L_{2}\left(I, V_{T}\right)
$$

it follows that

$$
w=u \quad \text { in } L_{2}\left(I, L_{2}\left(\Omega_{T}\right)\right)
$$

(To obtain the last equality we apply the Lebesgue Dominating Convergence Theorem; for more details see [5], Chapter 11). Then we get that

$$
u \in \mathrm{AC}\left(I, L_{2}\left(\Omega_{T}\right)\right)
$$

and

$$
u^{\prime}(t)=U(t) \quad \text { in } L_{2}\left(\Omega_{T}\right)
$$

a.e. in $I$.

Finally, we obtain

$$
u(t)=\int_{0}^{t} U(\tau) \mathrm{d} \tau
$$

and consequently

$$
\begin{equation*}
u(0)=0 \tag{4.16}
\end{equation*}
$$

If we define a sequence $\left\{\tilde{u}_{n}(t)\right\}_{n=1}^{\infty}$ in the form

$$
\tilde{u}_{n}(t)= \begin{cases}z_{j-1}^{n}, & t \in\left[t_{j-1}^{n}, t_{j}^{n}\right), j=1,2, \ldots, 2^{n-1} p \\ z_{2^{n-1} p}^{n}, & t=T\end{cases}
$$

then we get that $\left\{\tilde{u}_{n}(t)\right\}_{n=1}^{\infty} \subset L_{2}\left(I, V_{Q}\right)$. Now we show that this sequence also weakly converges to the function $u$, i.e.

$$
\tilde{u}_{n} \rightharpoonup u \quad \text { in } L_{2}\left(I, V_{T}\right)
$$

By (4.14) and by the properties of weak convergence, we should prove that

$$
\left(v, \tilde{u}_{n_{m}}-u_{n_{m}}\right)_{L_{2}\left(I, V_{T}\right)} \rightarrow 0 \quad \text { for all } v \in L_{2}\left(I, V_{T}\right)
$$

i.e.

$$
\lim _{m \rightarrow \infty} \int_{0}^{T}\left(v(t), \tilde{u}_{n_{m}}(t)-u_{n_{m}}(t)\right)_{V_{T}} \mathrm{~d} t=0 \quad \text { for all } v \in L_{2}\left(I, V_{T}\right)
$$

as

$$
\tilde{u}_{n_{m}}-u=\left(\tilde{u}_{n_{m}}-u_{n_{m}}\right)+\left(u_{n_{m}}-u\right)
$$

Denote by $M$ the set of all abstract functions $v \in L_{2}\left(I, V_{T}\right)$ which are equal to a certain function from $V_{T}$ on some interval $[\alpha, \beta] \subset I$ and are equal to zero outside this interval. Suppose that

$$
\alpha=\tilde{\alpha} h_{n}, \quad \beta=\tilde{\beta} h_{n}
$$

for $n$ large enough, where $\tilde{\alpha}, \tilde{\beta}$ are nonnegative integers and

$$
0 \leqslant \tilde{\alpha}<\tilde{\beta} \leqslant 2^{n-1} p
$$

Now denote by $N$ the set of all linear combinations of functions of $M$, i.e. the set of all simple functions. One can show that the set $N$ is dense in $L_{2}\left(I, V_{T}\right)$. Since every function of $N$ is a linear combination of functions of $M$, it is enough to prove that

$$
\begin{equation*}
\lim _{n_{m} \rightarrow \infty} \int_{0}^{T}\left(v(t), \tilde{u}_{n_{m}}(t)-u_{n_{m}}(t)\right)_{V_{T}} \mathrm{~d} t=0 \quad \text { for all } v \in M \tag{4.17}
\end{equation*}
$$

Choose an arbitrary function $v$ from $M$ which is equal to some function $v \in V_{T}$ in the interval $[\alpha, \beta]$ and is equal to zero outside this interval. Integrating (4.17) we can assume that $n_{m}$ is large enough and such that

$$
\alpha=\tilde{\alpha} h_{n_{m}}, \quad \beta=\tilde{\beta} h_{n_{m}}
$$

holds, where

$$
0 \leqslant \tilde{\alpha}<\tilde{\beta} \leqslant 2^{n_{m}-1} p
$$

with $\tilde{\alpha}, \tilde{\beta}$ nonnegative integers. Then the integral in (4.19) is estimated by $h_{n_{m}}$ i.e.

$$
\begin{aligned}
\left|\int_{\alpha}^{\beta}\left(v(t), \tilde{u}_{n_{m}}(t)-u_{n_{m}}(t)\right)_{V_{T}} \mathrm{~d} t\right| & =\left|\int_{\tilde{\alpha} h_{n_{m}}}^{\tilde{\beta} h_{n_{m}}}\left(v(t), \tilde{u}_{n_{m}}(t)-u_{n_{m}}(t)\right)_{V_{T}} \mathrm{~d} t\right| \\
& =\left|\sum_{j=\tilde{\alpha}}^{\tilde{\beta}} \int_{t_{j-1}^{n_{m}}}^{t_{j}^{n_{m}}}\left(v, z_{j}^{n_{m}}-z_{j-1}^{n_{m}}\right)_{V_{T}} \mathrm{~d} t\right| \\
& =\left|\left(v, z_{\alpha}^{n_{m}}-z_{\beta}^{n_{m}}\right)_{V_{T}}\right| h_{n_{m}} \\
& \leqslant\|v\|_{V_{T}}\left(\left\|z_{\alpha}^{n_{m}}\right\|_{V_{T}}+\left\|z_{\beta}^{n_{m}}\right\|_{V_{T}}\right) h_{n_{m}} \leqslant C\|v\|_{V_{T}} h_{n_{m}}
\end{aligned}
$$

and we get

$$
\left|\int_{\alpha}^{\beta}\left(v(t), \tilde{u}_{n_{m}}(t)-u_{n_{m}}(t)\right)_{V_{T}} \mathrm{~d} t\right| \leqslant C h_{n_{m}}
$$

Hence, it follows that if

$$
\alpha=\tilde{\alpha} h_{n_{m}}, \quad \beta=\tilde{\beta} h_{n_{m}}
$$

then our statement holds, since otherwise we approximate the numbers $\alpha$ and $\beta$ by $\tilde{\alpha} h_{n_{m}}$ and $\tilde{\beta} h_{n_{m}}$, respectively (here $\tilde{\alpha}$ and $\tilde{\beta}$ are nonnegative integers). This approximation leads to an additional term on the right-hand side of the last inequality which converges to zero when $n_{m} \rightarrow \infty$.

From the above considerations it follows that

$$
u \in L_{2}\left(I, V_{Q}\right)
$$

since the sequence $\left\{\tilde{u}_{n}\right\}_{n=1}^{\infty} \subset L_{2}\left(I, V_{Q}\right)$ and the set $L_{2}\left(I, V_{Q}\right)$ is a convex closed set in $L_{2}\left(I, V_{T}\right)$ (here, we apply Theorem 25.2 in [2], i.e. the fact that every convex closed set in reflexive Banach space is weakly closed).

So, we have proved that the function $u$ satisfies the conditions 1)-4) of Definition 3.2. Moreover, this function also satisfies the integral identity 5).
C. Consider the integral identity (4.2), written for $n_{m}$ :

$$
\left(\left(z_{j}^{n_{m}}, v\right)\right)_{t_{j}^{n_{m}}}+\left(\frac{z_{j}^{n_{m}}-z_{j-1}^{n_{m}}}{h_{n_{m}}}, v\right)_{t_{j}^{n_{m}}}=(f, v)_{t_{j}^{n_{m}}} \quad \text { for all } v \in V_{t_{j}^{n_{m}}}
$$

Let $v \in L_{2}\left(I, V_{Q}\right)$. We can write

$$
\left(\left(\tilde{u}_{n_{m}}(t), v(t)\right)\right)_{T}+\left(U_{n_{m}}(t), v(t)\right)_{T}=(f(t), v(t))_{T}
$$

for almost all $t \in[0, T]$, where $\tilde{u}_{n_{m}}(t), U_{n_{m}}(t)$ are defined as above and $f(t) \equiv f$ in $[0, T]$. After integrating over the interval $I$ we get

$$
\int_{0}^{T}\left(\left(\tilde{u}_{n_{m}}(t), v(t)\right)\right)_{T} \mathrm{~d} t+\int_{0}^{T}\left(U_{n_{m}}(t), v(t)\right)_{T} \mathrm{~d} t=\int_{0}^{T}(f(t), v(t))_{T} \mathrm{~d} t
$$

All these integrals exist, since $v \in L_{2}\left(I, V_{Q}\right)$ (consequently, $v \in L_{2}\left(I, L_{2}\left(\Omega_{T}\right)\right)$ ), $\tilde{u}_{n_{m}} \in L_{2}\left(I, V_{Q}\right), U_{n_{m}} \in L_{2}\left(I, L_{2}\left(\Omega_{T}\right)\right), f \in L_{2}\left(I, L_{2}\left(\Omega_{T}\right)\right)$.

From (4.14) and (4.15) we have

$$
\begin{aligned}
& \int_{0}^{T}\left(\left(\tilde{u}_{n_{m}}(t), v(t)\right)\right)_{T} \mathrm{~d} t \rightarrow \int_{0}^{T}((u(t), v(t)))_{T} \mathrm{~d} t \\
& \int_{0}^{T}\left(U_{n_{m}}(t), v(t)\right)_{T} \mathrm{~d} t \rightarrow \int_{0}^{T}\left(u^{\prime}(t), v(t)\right)_{T} \mathrm{~d} t
\end{aligned}
$$

as $m \rightarrow \infty$. Altogether, for a fixed function $v \in L_{2}\left(I, V_{Q}\right)$ and for $m \rightarrow \infty$ we get

$$
\int_{0}^{T}((u(t), v(t)))_{T} \mathrm{~d} t+\int_{0}^{T}\left(u^{\prime}(t), v(t)\right)_{T} \mathrm{~d} t=\int_{0}^{T}(f(t), v(t))_{T} \mathrm{~d} t
$$

However, the function $v(t)$ was arbitrary as an element of $L_{2}\left(I, V_{Q}\right)$, and consequently the last equality holds for every function $v \in L_{2}\left(I, V_{Q}\right)$.

From the uniqueness of the solution it follows that not only the subsequence $\left\{u_{n_{m}}\right\}_{m=1}^{\infty}$, but the whole sequence $\left\{u_{n}\right\}_{n=1}^{\infty}$ converges weakly in $L_{2}\left(I, V_{T}\right)$ to the function $u$.

## 5. Further results and concluding remarks

The proofs in Section 4 show that our results may be generalized and supplemented in a number of ways. Here we just begin by considering the following generalization of the problem described by (1.2)-(1.4):

$$
\begin{gather*}
\frac{\partial u}{\partial t}+A(x, t) u=f(x, t) \quad \text { in } Q  \tag{5.1}\\
u(x, 0)=u_{0} \quad \text { in } \Omega_{0}  \tag{5.2}\\
u(x, t)=\frac{\partial u}{\partial \nu}(x, t)=\ldots=\frac{\partial^{k-1} u}{\partial \nu^{k-1}}(x, t)=0, \quad 0<t<T, x \in \partial \Omega_{t} \tag{5.3}
\end{gather*}
$$

where $A$ is a linear differential operator of order $2 k$ in the divergence form:

$$
(A u)(x, t)=\sum_{|i|,|j| \leqslant k}(-1)^{|i|} \partial^{i}\left(a_{i, j}(x, t) \partial^{j} u\right)
$$

for $(x, t) \in Q$ and $\nu$ the outer normal to $\partial \Omega_{t}$. The coefficients $a_{i, j}$ of this operator and the right-hand side $f$ are now functions defined a.e. in $Q$ and $u_{0}$ is defined in $\Omega_{0}$.

Denote by $(\cdot, \cdot)_{\tau}$ the inner product in $L_{2}\left(\Omega_{\tau}\right)$, let

$$
((u, v))_{(t, \tau)}=(A(t) u, v)_{\tau}=\sum_{|i|,|j| \leqslant k} \int_{\Omega_{\tau}} a_{i, j}(x, t) \partial^{i} u(x) \partial^{j} v(x) \mathrm{d} x
$$

be the bilinear form associated with the operator $A$ where we assume that for $t<\tau$ the coefficients of $A$ are extended as

$$
a_{i, j}(x, t)= \begin{cases}a_{i, j}(x, t), & x \in \Omega_{t} \\ 0, & x \in \Omega_{\tau} \backslash \Omega_{t}\end{cases}
$$

The existence of a solution will be ensured by the following assumptions.
Assumption 5.1. It is assumed that there exist constants $M, m>0$ such that for every $t \in(0, T)$ we have
(A1) boundedness:

$$
((u, v))_{(t, t)} \leqslant M\|u\|_{W^{k, 2}\left(\Omega_{t}\right)}\|v\|_{W^{k, 2}\left(\Omega_{t}\right)} \quad \text { for all } u, v \in W^{k, 2}\left(\Omega_{t}\right) ;
$$

(A2) $V_{t}$-ellipticity:

$$
((u, u))_{(t, t)} \geqslant m\|u\|_{W^{k, 2}\left(\Omega_{t}\right)}^{2} \quad \text { for all } u \in V_{t}
$$

(A3) $V_{t}$-symmetry:

$$
((u, v))_{(t, t)}=((v, u))_{(t, t)} \quad \text { for all } u, v \in V_{t}
$$

(A4) the Lipschitz condition on the coefficients of the operator $A$ : the inequality

$$
\frac{\left|((u, v))_{(t+h, t)}-((u, v))_{(t, t)}\right|}{h} \leqslant M\|u\|_{W^{k, 2}\left(\Omega_{t}\right)}\|v\|_{W^{k, 2}\left(\Omega_{t}\right)} \quad \text { for all } u, v \in V_{t}
$$

holds for all $h \in(0, T-t)$;
(A5) there exists a function $F \in V^{1}\left(0, T ; L_{2}\left(\Omega_{T}\right)\right) \cap C\left(I ; L_{2}\left(\Omega_{T}\right)\right)$ such that

$$
F(x, t)=f(x, t) \quad \text { for all }(x, t) \in Q
$$

and we extend our function $f$ to the set $\Omega_{T} \times[0, T]$ as

$$
f(x, t)= \begin{cases}f(x, t), & (x, t) \in Q \\ 0, & \Omega_{T} \times[0, T] \backslash Q\end{cases}
$$

(A6) the initial condition $u_{0}$ belongs to $W_{0}^{k, 2}\left(\Omega_{0}\right)$.
The assumptions (A1)-(A4) are satisfied if we assume that the coefficients of the differential operator satisfy the following conditions: there exist numbers $C, c>0$ such that for all $t \in(0, T)$

$$
\begin{gathered}
\left\|a_{i, j}(\cdot, t)\right\|_{L_{\infty}\left(\Omega_{t}\right)} \leqslant C, \\
\sum_{|i|,|j| \leqslant k} a_{i, j}(x, t) \xi_{i} \xi_{j} \geqslant c \sum_{|i| \leqslant k} \xi_{i}^{2} \quad \text { for all } \xi=\left\{\xi_{i}:|i| \leqslant k\right\} \in \mathbb{R}^{m}, \\
a_{i, j}(x, t)=a_{j, i}(x, t) \quad \text { for all } i, j(|i|,|j| \leqslant k)
\end{gathered}
$$

for a.e. $x \in \Omega_{t}$, and

$$
\left\|a_{i, j}(\cdot, t+h)-a_{i, j}(\cdot, t)\right\|_{L_{\infty}\left(\Omega_{t}\right)} \leqslant M h .
$$

The notion of a solution of the problem introduced above will be given now.

Definition 5.2. A function $u$ is called a weak solution of the problem (5.1)-(5.3) if it satisfies the following conditions:

1) $u \in L_{2}\left(I, V_{Q}\right)$,
2) $u \in \mathrm{AC}\left(I, L_{2}\left(\Omega_{T}\right)\right)$,
3) $u^{\prime} \in L_{2}\left(I, L_{2}\left(\Omega_{T}\right)\right)$,
4) $u(0)=u_{0}$,
5) $\int_{0}^{T}((u(t), v(t)))_{(t, T)} \mathrm{d} t+\int_{0}^{T}\left(u^{\prime}(t), v(t)\right)_{T} \mathrm{~d} t=\int_{0}^{T}(f(t), v(t))_{T} \mathrm{~d} t$ for all $v \in L_{2}\left(I, V_{Q}\right)$.

We shall prove the existence of the weak solution and show that this weak solution is the limit of the sequence $\left\{u_{n}(x, t)\right\}$ of functions constructed by Rothe's method. Moreover, we should point out that we will deal with the homogeneous initial condition, where the right-hand side in (5.2) is zero. The step to nonhomogeneous initial condition can be made via a "translation" $u+u_{0}$ (see e.g. [5], Section 13).

Theorem 5.3 (Existence and Uniqueness). Under Assumption 5.1, the problem

$$
\begin{gathered}
\frac{\partial u}{\partial t}+A(x, t) u=f(x, t) \quad \text { in } Q \\
u(x, 0)=0 \quad \text { in } \Omega_{0}, \\
u(x, t)=\frac{\partial u}{\partial \nu}(x, t)=\ldots=\frac{\partial^{k-1} u}{\partial \nu^{k-1}}(x, t)=0, \quad x \in \partial \Omega_{t}, 0<t<T
\end{gathered}
$$

has exactly one weak solution, i.e. exactly one function which is a weak limit of the sequence of Rothe's functions $u_{n}(t)$ in the space $L_{2}\left(I, V_{T}\right)$.

Proof. (Uniqueness) The uniqueness of the solution is proved analogously as in Theorem 3.3.
(Existence) We follow the lines of the proof of Theorem 3.4 and concentrate on inequalities which are essential for this extended case.
$\mathrm{A}^{\prime}$. Let us consider the integral identity

$$
\begin{equation*}
\left(\left(z_{j}^{n}, v\right)\right)_{\left(t_{j}^{n}, t_{j}^{n}\right)}+\left(\frac{z_{j}^{n}-z_{j-1}^{n}}{h_{n}}, v\right)_{t_{j}^{n}}=\left(f_{j}^{n}, v\right)_{t_{j}^{n}} \quad \text { for all } v \in V_{t_{j}^{n}}, \tag{5.4}
\end{equation*}
$$

where $f_{j}^{n}=f\left(\cdot, t_{j}^{n}\right)$, and choose $v=z_{j}^{n}$. This makes sense, since $z_{j}^{n} \in V_{t_{j}^{n}}$. We get

$$
\left(\left(z_{j}^{n}, z_{j}^{n}\right)\right)_{\left(t_{j}^{n}, t_{j}^{n}\right)}+\left(\frac{z_{j}^{n}-z_{j-1}^{n}}{h_{n}}, z_{j}^{n}\right)_{t_{j}^{n}}=\left(f_{j}^{n}, z_{j}^{n}\right)_{t_{j}^{n}} .
$$

However, since by (A2)

$$
\left(\left(z_{j}^{n}, z_{j}^{n}\right)\right)_{\left(t_{j}^{n}, t_{j}^{n}\right)} \geqslant 0,
$$

we have that

$$
\left(z_{j}^{n}, z_{j}^{n}\right)_{t_{j}^{n}} \leqslant h_{n}\left(f_{j}^{n}, z_{j}^{n}\right)_{t_{j}^{n}}+\left(z_{j-1}^{n}, z_{j}^{n}\right)_{t_{j}^{n}} .
$$

By the Schwarz inequality we get

$$
\left\|z_{j}^{n}\right\|_{L_{2}\left(\Omega_{t_{j}^{n}}\right)}^{2} \leqslant h_{n}\left\|f_{j}^{n}\right\|_{L_{2}\left(\Omega_{t_{j}^{n}}\right)}\left\|z_{j}^{n}\right\|_{L_{2}\left(\Omega_{t_{j}^{n}}\right)}+\left\|z_{j-1}^{n}\right\|_{L_{2}\left(\Omega_{t_{j}^{n}}\right)}\left\|z_{j}^{n}\right\|_{L_{2}\left(\Omega_{t_{j}^{n}}\right)}
$$

and consequently

$$
\left\|z_{j}^{n}\right\|_{L_{2}\left(\Omega_{t_{j}^{n}}\right)} \leqslant h_{n}\left\|f_{j}^{n}\right\|_{L_{2}\left(\Omega_{t_{j}^{n}}\right)}+\left\|z_{j-1}^{n}\right\|_{L_{2}\left(\Omega_{t_{j}^{n}}\right)}
$$

for $j=1,2, \ldots, 2^{n-1} p$. Further,

$$
\begin{aligned}
&\left\|z_{j}^{n}\right\|_{L_{2}\left(\Omega_{t_{j}^{n}}\right)} \leqslant h_{n}\left\|f_{j}^{n}\right\|_{L_{2}\left(\Omega_{t_{j}^{n}}\right)}+\left\|z_{j-1}^{n}\right\|_{L_{2}\left(\Omega_{t_{j}^{n}}\right)} \\
& \leqslant h_{n}\left(\left\|f_{j}^{n}\right\|_{L_{2}\left(\Omega_{t_{j}^{n}}\right)}+\left\|f_{j-1}^{n}\right\|_{L_{2}\left(\Omega_{t_{j}^{n}}\right)}\right)+\left\|z_{j-2}^{n}\right\|_{L_{2}\left(\Omega_{t_{j}^{n}}\right)} \\
& \leqslant \ldots \leqslant h_{n} \sum_{k=1}^{j}\left\|f_{k}^{n}\right\|_{L_{2}\left(\Omega_{t_{j}^{n}}\right.} \leqslant j h_{n} V(f)
\end{aligned}
$$

and since $j h_{n} \leqslant 2^{n-1} p h_{n}=T$, we finally have that

$$
\begin{equation*}
\left\|z_{j}^{n}\right\|_{L_{2}\left(\Omega_{T}\right)} \leqslant T V(f) \tag{5.5}
\end{equation*}
$$

for $j=1,2, \ldots, 2^{n-1} p$, where $V(f)=V^{1}(f)+\sup _{(0, T)}\|f(t)\|_{L_{2}\left(\Omega_{t}\right)}$ and $V^{1}(f)$ is a total variation of $f$ in the sense of Bochner.

Let us choose the function

$$
v=z_{j}^{n}-z_{j-1}^{n}
$$

in the integral identity (5.4), which makes sense, because $z_{j}^{n}-z_{j-1}^{n} \in V_{t_{j}^{n}}$. Then we get

$$
\left(\left(z_{j}^{n}, z_{j}^{n}-z_{j-1}^{n}\right)\right)_{\left(t_{j}^{n}, t_{j}^{n}\right)}+\left(\frac{z_{j}^{n}-z_{j-1}^{n}}{h_{n}}, z_{j}^{n}-z_{j-1}^{n}\right)_{t_{j}^{n}}=\left(f_{j}^{n}, z_{j}^{n}-z_{j-1}^{n}\right)_{t_{j}^{n}}
$$

for $j=1,2, \ldots, 2^{n-1} p$. After summing both sides from $j=1$ to $i$, we get

$$
\begin{align*}
& \left.\sum_{j=1}^{i}\left(\left(z_{j}^{n}, z_{j}^{n}-z_{j-1}^{n}\right)\right)\right)_{\left(t_{j}^{n}, t_{j}^{n}\right)}+\frac{1}{h_{n}} \sum_{j=1}^{i}\left(z_{j}^{n}-z_{j-1}^{n}, z_{j}^{n}-z_{j-1}^{n}\right)_{t_{j}^{n}}  \tag{5.6}\\
& \quad=\sum_{j=1}^{i}\left(f_{j}^{n}, z_{j}^{n}-z_{j-1}^{n}\right)_{t_{j}^{n}} .
\end{align*}
$$

If we denote

$$
\begin{gathered}
S_{i}^{1}=\sum_{j=1}^{i}\left(\left(z_{j}^{n}, z_{j}^{n}-z_{j-1}^{n}\right)\right)_{\left(t_{j}^{n}, t_{j}^{n}\right)}, \quad S_{i}^{2}=\frac{1}{h_{n}} \sum_{j=1}^{i}\left(z_{j}^{n}-z_{j-1}^{n}, z_{j}^{n}-z_{j-1}^{n}\right)_{t_{j}^{n}} \\
S_{i}^{3}=\sum_{j=1}^{i}\left(f_{j}^{n}, z_{j}^{n}-z_{j-1}^{n}\right)_{t_{j}^{n}}
\end{gathered}
$$

then we can rewrite (5.6) as

$$
\begin{equation*}
S_{i}^{1}+S_{i}^{2}=S_{i}^{3} \tag{5.7}
\end{equation*}
$$

Taking into account that (here we use (A4))

$$
\begin{aligned}
S_{i}^{1}= & \frac{1}{2} \sum_{j=1}^{i}\left\{2\left(\left(z_{j}^{n}, z_{j}^{n}\right)\right)_{\left(t_{j}^{n}, t_{j}^{n}\right)}-2\left(\left(z_{j}^{n}, z_{j-1}^{n}\right)\right)_{\left(t_{j}^{n}, t_{j}^{n}\right)}\right\} \\
= & \frac{1}{2}\left\{\left(\left(z_{i}^{n}, z_{i}^{n}\right)\right)_{\left(t_{i}^{n}, t_{i}^{n}\right)}+\sum_{j=1}^{i}\left(\left(z_{j}^{n}-z_{j-1}^{n}, z_{j}^{n}-z_{j-1}^{n}\right)\right)_{\left(t_{j}^{n}, t_{j}^{n}\right)}\right. \\
& \left.+\sum_{j=1}^{i}\left[\left(\left(z_{j-1}^{n}, z_{j-1}^{n}\right)\right)_{\left(t_{j-1}^{n}, t_{j-1}^{n}\right)}-\left(\left(z_{j-1}^{n}, z_{j-1}^{n}\right)\right)_{\left(t_{j}^{n}, t_{j}^{n}\right)}\right]\right\},
\end{aligned}
$$

by (A2) and (A3) we get

$$
S_{i}^{1} \geqslant \frac{m}{2}\left\|z_{i}^{n}\right\|_{W^{k, 2}\left(\Omega_{t_{i}^{n}}\right)}^{2}-\frac{h_{n} M}{2} \sum_{j=1}^{i}\left\|z_{j-1}^{n}\right\|_{W^{k, 2}\left(\Omega_{t_{j}^{n}}\right)}^{2}
$$

So, we obtain

$$
\begin{align*}
S_{i}^{1} & \geqslant \frac{m}{2}\left\|z_{i}^{n}\right\|_{W^{k, 2}\left(\Omega_{t_{i}^{n}}\right)}^{2}-\frac{h_{n} M}{2} \sum_{j=1}^{i}\left\|z_{j-1}^{n}\right\|_{W^{k, 2}\left(\Omega_{t_{j}^{n}}\right)}^{2}  \tag{5.8}\\
S_{i}^{2} & =\frac{1}{h_{n}} \sum_{j=1}^{i}\left\|z_{j}^{n}-z_{j-1}^{n}\right\|_{L_{2}\left(\Omega_{t_{j}^{n}}\right)}^{2}, \\
S_{i}^{3} & =\left(f\left(t_{i}^{n}\right), z_{i}^{n}\right)_{t_{i}^{n}}+\sum_{j=1}^{i}\left(f\left(t_{j-1}^{n}\right)-f\left(t_{j}^{n}\right), z_{j-1}^{n}\right)_{t_{j}^{n}} \\
& \leqslant\left\|f_{i}^{n}\right\|_{L^{2}\left(\Omega_{t_{i}^{n}}\right.}\left\|z_{i}^{n}\right\|_{L^{2}\left(\Omega_{t_{i}^{n}}\right)}+\sum_{j=1}^{i}\left\|f_{j}^{n}-f_{j-1}^{n}\right\|_{L^{2}\left(\Omega_{t_{j}^{n}}\right)}\left\|z_{j-1}^{n}\right\|_{L^{2}\left(\Omega_{t_{j}^{n}}\right)} \\
& \leqslant T V(f)^{2}+T V(f) \sum_{j=1}^{i}\left\|f_{j}^{n}-f_{j-1}^{n}\right\|_{L^{2}\left(\Omega_{t_{j}^{n}}\right)} \leqslant 2 T V(f)^{2}
\end{align*}
$$

hence

$$
\begin{equation*}
S_{i}^{3} \leqslant 2 T V(f)^{2} . \tag{5.10}
\end{equation*}
$$

From (5.7)-(5.10) it follows that

$$
\begin{gathered}
\frac{m}{2}\left\|z_{i}^{n}\right\|_{W^{k, 2}\left(\Omega_{t_{i}^{n}}\right)}^{2}-\frac{h_{n} M}{2} \sum_{j=1}^{i}\left\|z_{j-1}^{n}\right\|_{W^{k, 2}\left(\Omega_{t_{j}^{n}}\right)}^{2} \leqslant S_{i}^{1} \leqslant S_{i}^{3} \leqslant 2 T V(f)^{2}, \\
\left\|z_{i}^{n}\right\|_{W^{k, 2}\left(\Omega_{t_{i}^{n}}\right)}^{2} \leqslant \frac{4 T}{m} V(f)^{2}+\frac{h_{n} M}{m} \sum_{j=1}^{i}\left\|z_{j-1}^{n}\right\|_{W^{k, 2}\left(\Omega_{t_{j}^{n}}\right)}^{2} .
\end{gathered}
$$

Here we apply Lemma 3.1:

$$
\left\|z_{i}^{n}\right\|_{W^{k, 2}\left(\Omega_{t_{i}^{n}}\right)}^{2} \leqslant \frac{4 T}{m} V(f)^{2} \mathrm{e}^{\left(i h_{n} M\right) / m} \leqslant \frac{4 T}{m} V(f)^{2} \mathrm{e}^{T M / m}
$$

and so we get

$$
\begin{equation*}
\left\|z_{i}^{n}\right\|_{W^{k, 2}\left(\Omega_{T}\right)} \leqslant 2 \sqrt{\frac{T}{m}} V(f) \mathrm{e}^{T M / 2 m} \tag{5.11}
\end{equation*}
$$

for all $i=1,2, \ldots, 2^{n-1} p$. According to (5.8)

$$
\begin{aligned}
S_{i}^{2}=S_{i}^{3}-S_{i}^{1} & \left.\leqslant 2 T V(f)^{2}-\sum_{j=1}^{i}\left[\left(\left(z_{j-1}^{n}, z_{j-1}^{n}\right)\right)_{\left(t_{j-1}^{n}, t_{j-1}^{n}\right)}-\left(\left(z_{j-1}^{n}, z_{j-1}^{n}\right)\right)\right)_{\left(t_{j}^{n}, t_{j}^{n}\right)}\right] \\
& \leqslant 2 T V(f)^{2}+2 M h_{n} \sum_{j=1}^{i}\left\|z_{j-1}^{n}\right\|_{W^{k, 2}\left(\Omega_{T}\right)}^{2} \\
& \leqslant 2 T V(f)^{2}+2 M C_{1}^{2} i h_{n} \\
& \leqslant 2 T V(f)^{2}+2 M C_{1}^{2} T=C_{2} .
\end{aligned}
$$

This implies that

$$
\begin{equation*}
\frac{1}{h_{n}} \sum_{j=1}^{2^{n-1} p}\left\|z_{j}^{n}-z_{j-1}^{n}\right\|_{L_{2}\left(\Omega_{T}\right)}^{2} \leqslant C_{2} \tag{5.12}
\end{equation*}
$$

Note that the right-hand sides of the inequalities (5.11) and (5.12) are independent of $i$ and $n$.
$B^{\prime}$. Now, we can almost literally repeat our considerations from part B of the proof of Theorem 3.4. Then we get $u \in L_{2}\left(I, V_{Q}\right), u \in \mathrm{AC}\left(I, L_{2}\left(\Omega_{T}\right)\right)$ and $u(0)=0$.
$\mathrm{C}^{\prime}$. Now, we show that the function $u(t)$ satisfies the integral identity 4) of Definition 5.2. Consider the integral identity (5.4), written for $n_{m}$ :

$$
\left(\left(z_{j}^{n_{m}}, v\right)\right)_{\left(t_{j}^{n_{m}}, t_{j}^{n_{m}}\right)}+\left(\frac{z_{j}^{n_{m}}-z_{j-1}^{n_{m}}}{h_{n_{m}}}, v\right)_{t_{j}^{n_{m}}}=\left(f_{j}^{n_{m}}, v\right)_{t_{j}^{n_{m}}} \quad \text { for all } v \in V_{t_{j}^{n_{m}}} .
$$

Let $v \in L_{2}\left(I, V_{Q}\right)$. We can write

$$
\left(\left(\tilde{u}_{n_{m}}(t), v(t)\right)\right)_{\left(T_{n_{m}}(t), T\right)}+\left(U_{n_{m}}(t), v(t)\right)_{T}=\left(f_{n_{m}}(t), v(t)\right)_{T}
$$

for almost all $t \in I$, where $\tilde{u}_{n_{m}}(t), U_{n_{m}}(t)$ are defined in the proof of Theorem 3.4 and

$$
\begin{aligned}
T_{n_{m}}(t) & = \begin{cases}t_{1}^{n_{m}}, & t=0, \\
t_{j}^{n_{m}}, & t \in \tilde{I_{j}^{n}}=\left(t_{j-1}^{n}, t_{j}^{n}\right], j=1, \ldots, 2^{n-1} p,\end{cases} \\
f_{n_{m}}(t) & = \begin{cases}f_{1}^{n_{m}}, & t=0 \\
f_{j}^{n_{m}}, & t \in \tilde{I_{j}^{n}}=\left(t_{j-1}^{n}, t_{j}^{n}\right], j=1, \ldots, 2^{n-1} p .\end{cases}
\end{aligned}
$$

After integrating over the interval $I$ we get

$$
\int_{0}^{T}\left(\left(\tilde{u}_{n_{m}}(t), v(t)\right)\right)_{\left(T_{n_{m}}(t), T\right)} \mathrm{d} t+\int_{0}^{T}\left(U_{n_{m}}(t), v(t)\right)_{T} \mathrm{~d} t=\int_{0}^{T}\left(f_{n_{m}}(t), v(t)\right)_{T} \mathrm{~d} t .
$$

All these integrals exist and

$$
\int_{0}^{T}\left(U_{n_{m}}(t), v(t)\right)_{T} \mathrm{~d} t \rightarrow \int_{0}^{T}\left(u^{\prime}(t), v(t)\right)_{T} \mathrm{~d} t
$$

and

$$
\int_{0}^{T}\left(\left(\tilde{u}_{n_{m}}(t), v(t)\right)\right)_{\left(T_{n_{m}}(t), T\right)} \mathrm{d} t \rightarrow \int_{0}^{T}((u(t), v(t)))_{(t, T)} \mathrm{d} t
$$

as $m \rightarrow \infty$. By (A4) and the definition of the sequence $\left\{f_{n_{m}}\right\}_{m=1}^{\infty}$ it follows that

$$
\int_{0}^{T}\left(f_{n_{m}}(t), v(t)\right)_{T} \mathrm{~d} t \rightarrow \int_{0}^{T}(f(t), v(t))_{T} \mathrm{~d} t \quad \text { as } n_{m} \rightarrow \infty
$$

since applying Hölder inequality we get

$$
\begin{aligned}
\mid \int_{0}^{T}\left(f_{n_{m}}( \right. & t)-f(t), v(t))_{T} \mathrm{~d} t \mid \\
& \leqslant \int_{0}^{T}\left\|f_{n_{m}}(t)-f(t)\right\|_{L_{2}\left(\Omega_{T}\right)}\|v(t)\|_{L_{2}\left(\Omega_{T}\right)} \mathrm{d} t \\
& \leqslant \max _{I}\left\|f_{n_{m}}(t)-f(t)\right\|_{L_{2}\left(\Omega_{T}\right)} \int_{0}^{T}\|v(t)\|_{L_{2}\left(\Omega_{T}\right)} \mathrm{d} t \\
& =C(v) \max _{I}\left\|f_{n_{m}}(t)-f(t)\right\|_{L_{2}\left(\Omega_{T}\right)}
\end{aligned}
$$

and the claim follows from the uniform convergence of $\left\{f_{n_{m}}(t)\right\}_{m=1}^{\infty}$.

Altogether, for the fixed function $v \in L_{2}\left(I, V_{Q}\right)$ and for $m \rightarrow \infty$ we get

$$
\int_{0}^{T}((u(t), v(t)))_{(t, T)} \mathrm{d} t+\int_{0}^{T}\left(u^{\prime}(t), v(t)\right)_{T} \mathrm{~d} t=\int_{0}^{T}(f(t), v(t))_{T} \mathrm{~d} t
$$

But the function $v(t)$ was arbitrary as an element of $L_{2}\left(I, V_{Q}\right)$, and consequently the last equality holds for all functions $v \in L_{2}\left(I, V_{Q}\right)$.

From the uniqueness of the solution it follows that not only the subsequence $\left\{u_{n_{m}}\right\}_{m=1}^{\infty}$, but the whole sequence $\left\{u_{n}\right\}_{n=1}^{\infty}$ converges weakly in $L_{2}\left(I, V_{T}\right)$ to the function $u$.

The proof is complete.

Proposition 5.4 (Continuous dependence of the solution on $f$ ). The weak solution of the problem (5.1)-(5.3) satisfies

$$
\|u\|_{L_{2}\left(I, L_{2}\left(\Omega_{T}\right)\right)} \leqslant T^{3 / 2} V(f)
$$

Proof. The assertion follows from the inequality (5.5), i.e.

$$
\begin{aligned}
\left\|u_{n}(t)\right\|_{L_{2}\left(\Omega_{T}\right)}= & \left\|z_{j-1}^{n}+\frac{t-t_{j-1}^{n}}{h_{n}}\left(z_{j}^{n}-z_{j-1}^{n}\right)\right\|_{L_{2}\left(\Omega_{T}\right)} \\
\leqslant & \left(1-\frac{t-t_{j-1}^{n}}{h_{n}}\right)\left\|z_{j-1}^{n}\right\|_{L_{2}\left(\Omega_{T}\right)} \\
& +\frac{t-t_{j-1}^{n}}{h_{n}}\left\|z_{j}^{n}\right\|_{L_{2}\left(\Omega_{T}\right)} \leqslant T V(f)
\end{aligned}
$$

where $t \in\left[t_{j-1}, t_{j}\right], j=1,2, \ldots, 2^{n-1} p$, and hence

$$
\left\|u_{n}\right\|_{L_{2}\left(I, L_{2}\left(\Omega_{T}\right)\right)}^{2}=\int_{0}^{T}\left\|u_{n}(t)\right\|_{L_{2}\left(\Omega_{T}\right)}^{2} \mathrm{~d} t \leqslant T^{3} V(f)^{2} .
$$

Corollary 5.5. Let $u(t)$ and $\tilde{u}(t)$ be weak solutions of the problem (5.1)-(5.3) with right-hand sides $f$ and $\tilde{f}$, respectively. Then

$$
\|u(t)-\tilde{u}(t)\|_{L_{2}\left(I, L_{2}\left(\Omega_{T}\right)\right)} \leqslant T^{3 / 2} V(f-\tilde{f})
$$

Proof. Obviously, the function $u(t)-\tilde{u}(t)$ is the weak solution of the problem (5.1)-(5.3) with the right-hand side $f-\tilde{f}$. Hence, the last inequality follows immediately from Proposition 5.4.
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