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K Y B E R N E T I K A — V O L U M E 3 9 (2003) , NUMBER 6, P A G E S 6 8 1 - 7 0 1 

THE dX{t) = Xb{X)dt + Xa(X)áW EQUATION AND 
FINANCIAL MATHEMATICS II 

JOSEF ŠTĚPÁN AND P E T R DOSTÁL 

This paper continues the research started in [5]. Considering a stock price X(t) born by 
the above semilinear SDE with o(x,t) = a(x(t)), we suggest two methods how to compute 
the price of a general option g(X(T)). The first, a more universal one, is based on a Monte 
Carlo procedure while the second one provides explicit formulas. We in this case need 
an information on the two dimensional distributions of C(Y(S),T(S)) for s > 0, where Y is 
the exponential of Wiener process and T(S) = f a~2(Y(u)) du. Both methods are compared 
for the European option and the special choice a(y) = a2l(-oo,y0](y) + °TI(y0,oo)(y)-

Keywords: stochastic differential equation, stochastic volatility, price of a general option, 
price of the European call option, Monte Carlo approximations 
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1. I N T R O D U C T I O N 

In [5] any weak solution of the above SDE that is unique in law is called a (6, cr)-
stock price. Assuming t h a t b and o are bounded C(M+)-progressive processes such 
that o > £ > 0 holds and such tha t the corresponding equation is unique in law, [5] 
provides instruments t ha t enable to remove the drift part of the equation (Corollary 
3.2) and to prove tha t the price of an arbitrary integrable option and its valuation 
exist as stochastic invariants (Theorems 5.4 and 5.5). Most importantly, it o(x,t) = 

o(x(t)), [5] delivers the following information (Summary 4.4): 

Any (0,cr)-stock price X is generated by X = Y(<p)^ where Y is a (0, l ) -s tock 
price and ip(t) is the inversion of the process T(S) = f* o~2(Y(u)) du. 

Remark 4.6 provides explicit formulas for Ef(X(T)) if / e C2(R) t h a t need 
a not always simply available information about the family of probability distribu­
tions C(Y(S),T(S)) and this is the point from where the present paper continues 
[5]. 

We propose two methods how to compute Eg(X(T)). Both methods need to 
assume tha t the set of all points of discontinuity of o has Lebesgue measure zero. 
The first one is based on a Monte Carlo approximation of X(T) (see Theorem 2.1). 
The procedure, generally simple enough, recovers Eg(X(T)) with a satisfactory 
precision for a continuous bounded g and not so quite accurately for a continuous 
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unbounded g. In case of an absolutely continuous C(X(T)), we may weaken the 
continuity requirement on g assuming that \(Dg) = 0, where Dg denotes the set of all 
discontinuities of g. We believe that X(T) has an absolutely continuous distribution 
generally, but it still remains to be an open problem. The second method offers 
an explicit, though a rather complex, formula for Eg(X(T)) that necessarily calls 
for a numerical integration treatment (see Formula (2.10) in Theorem 2.2). The 
procedure requires to know the probability distributions C(Y(S),T(S)) for s > 0 
and assumes that each T(S) possesses a density that is continuous at T for almost 
every s > 0 and that (f(T) has a density, the assumption not being satisfied when 
X(0) = x and a is a constant in a neighbourhood of x, for example, when choosing 
a(y) = cr2I(-oo,2/o](2/) + ail(y0,oo)(y)- This is also an open problem yet to be solved 
whether the absolute continuity assumption can be removed or not. We are inclined 
to believe that the answer is the positive one. 

Our idea to hide'a stochastic volatility a(t) into the classical Black-Scholes model 
with the volatility a = 1 by means of a random time change ip(t) is just another 
instant of a random time technology applied in recent developments in mathematical 
finance. See, for example, H. Geman, D.B. Madan and M. Yor [2]. 

2. RESULTS 

Through the rest of our presentation, we shall consider x > 0, a Borel function 
a : E —• E such that 0 < £ < c r < C < o o and keep the following notation: 

B = (B(s),s > 0) is a Wiener process on a complete (fi,JF, P) , (2.1) 

(Tf) its augmented filtration, 

Y(s) =xexp{B(s)-s/2}, T(S) = [ d~2(Y(u))du, (2.2) 
Jo 

<p(t) = mt{s>0,T(s)>t} and X(t) = Y(cp(t)). (2.3) 

Recall Summary 4.4 in [5] and observe that X can be interpreted as a weak solution 
on (Vt,T,P) to 

dX(t) = X(t)a(X(t)) dW(t), X(0) = x (2.4) 

that is an SDE which is unique in law. Denote by \iG = C(X) the probability 
distribution of X (and of any other weak solution to (2.4)) in C(E+). 

If & is a bounded C(E+ )-progressive process1, then 

dZ(t) = Z(t)b(Z, t) dt + Z(t)a(Z(t)) dW(t), Z(0) = x (2.5) 

is an equation that possesses a weak solution and it is unique in law (see Corollary 
3.3 in [5]) and any its weak solution Z is called a (b, cr)-stock price. It follows by 

xThe process b : C(R+) x R+ -> R is C(R+)-progressive if there are Borel measurable functions 
bt : C([0,t]) -> R,t > 0, such that 6*(x(s),s < t) = b{x,t) holds for all x G C(R+) and t > 0. 
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Theorem 5.4 in [5] that if g : R -> R+ is a Borel function such that g(X(T)) e L i ( P ) , 
then 

Eg(X(T)) = I g(y(T))lxcr(Ay) (2-6) 
JC(R+) 

is the price of financial claim g(X(T)) in the market, where an investment process 
C = (C(t),t>0) is defined by 

dC(t) = p(Z91) dZ(t), C > 0, (2.7) 

where Z is a (b, cr)-stock market and p a C(M+ )-progressive portfolio such that 

rt 
p2(z, s) ds < oo V t > 0 for ^-almost every z. (2.8) 

/o 

We propose two methods how to either approximate or compute Eg(X(T)) stressing 
the choice of g(y) = (y - K)+,K > 0 (Eg(X(T)) being the price of the European 
call option in the market (2.7)) and simple volatilities as 

a(y) : = cril(-oo,yo](y) + ^hvc+oo^y) perhaps with y0 = x, (2.9) 

where x is the initial value of the process X at time t = 0. 

The approximation method is suggested by 

Theorem 2.1. Assume that X(D^) = 0, where D„ denotes the set of discontinu­
ities of or. Then for any t > 0 

Xn(t) := Y(<pn(t)) -> Y(tp(t)) =: X(t) a.s. as n -> oo, 

where 

V n ( t ) = inf{5 > 0,/n(8) > t] and In(s) := i ^ cT 2 ( y ^ ^ , 

where [z\ denotes the integer part of a real number z. 

We apply Theorem 2.1 as follows: Choose g(y) = (y — K)+, observe that X is 
a martingale that starts from x and compute 

qx := E(X(T) - K)+ = (x - K) + [ (y(T) - K^^dy). 
7C(R+) 

The strong law of large numbers supports the idea to approximate qx by 

i m 

(x-к) + -үi(Cni-к)-1 г = l 

where (Cm,* < in) are i.i.d. with £((ni) = C(Xn(T)) for 1 < i < n. Since y € 
(0,oo) i-> (y — K)~ G [Ojif] is bounded by if, the standard deviation of sample 
mean obtained from simulation is less or equal to K/y/rn. 

On the other hand, a general compact formula for Eg(X(T)) is available provided 
that we are able to establish two-dimensional distributions Gt = £(Y(t),r(t)). Com­
pare with Corollary 4.5 and Remark 4.6 in [5]. 
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T h e o r e m 2.2. Consider a a as in Theorem 2.1. Assume that T > 0 and x are 
such that r.v.'s T(S) have densities lds(y) that are continuous at T for almost every 
s > 0 and such that C(ip(T)) <̂C A, where A denotes the Lebesgue measure on the 
real line R. Then for arbitrary Borel g : R -» R+ 

Eg(X(T)) = f°°f g(xeb-^)a-2(xeb-^)PTW^s(T)ds, (2.10) 
JO JR 

where /?* = C(B(S)\T(S) = t) is a regular conditional distribution of B(s) given r(s). 
If, moreover, C(B(S)>T(S)) <C A2 for all s > 0 and £s(b,t) denotes the corresponding 
densities, we get (2.10) in the form 

Eg(X(T)) = f"f g(xeb-l-s)a-2(xeb-^s)Ub,T)dbds. (2.11) 
JO JR 

R e m a r k 2.3. Consider a a as in Theorem 2.1. Assume that T > 0 and x are 
such that r.v.'s f£ f(B(u)) du, where /(b) = cr~2(xeb), have densities flsdj) that are 
continuous at T for almost every 5 > 0 and such that the function P(f^ f(B(u)) du > 
T) is locally absolutely continuous in 5. If C(B(s),f* f(B(u)) du\P) < A2 for all 
s > 0 and £s(b,t) denote the corresponding densities, then 

Eg(X(T))= r[(ga-2)(xew)e-*(w+^£s(w,T)dwds. (2.12) 
JO JR 

Since the fair price of the option g(X(T)) is by [5, Theorems 5.4, 5.5] stochas­
tically invariant and J7^ = J7^ (see [5, Theorem 4.3]), we may suppose that 
ft = C(M+),B(LJ) = UJ. Put W(s) \= B(s) - s/2 and define a probability mea­
sure Q on aoo(B) = (Too(W) by 

dQ\as(B) _ f l / D , v 1 \ \ _ f 1 ^ T / / ^ l 

dP\as(B) 
= exp { \ (B(s) ~ \ S ) ) = exp j \ (w(s) + ± s ) } . (2.13) 

where as(B) and crs(W) denote the canonical filtrations of the processes B and IV, 
respectively. The left-hand side of (2.13) denotes the Radon-Nikodym derivative of 
corresponding measures. Then W is a Wiener process under Q (see [4, Theorem 
38.9, Chapter IV]) and the densities of (W(S),T(S)) under Q by definition (2.2) of 
r exist and they are equal to £s(w,t). It is not difficult to verify that (W(S),T(S)) 

have by (2.13) densities £s(w,t) under P such that 

£s(w,t) = Q(W(s) e dw,r(*) e dt) = exp i \ (w + ±s\ \ &(M) , (2.14) 

where b = w+\s. Hence, we are able to derive (2.12) from (2.11) under the assump­
tions of Remark 2.3. 

Obviously, (p(T) has an absolutely continuous distribution function under P if 
and only if P ^ ( T ) " 1 < A.2 Since P\as(B) ~ Q\as(B) for every 5 > 0 and tp(T) is 

2By P/"1 := £ ( / | P ) we denote the probability distribution of r.v. / under P. 
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bounded r.v., we get that 

P<p(T)~l = P\as(B)ip(T)~l ~ Q\as(B)y(T)~l = Qip(T)'1 

holds for s large enough. Hence, <p(T) has an absolutely continuous distribution 
under P if and only if it has an absolutely continuous distribution under Q. Further, 

Q [<p(T) <s] = Q[T< T(S)] = P Q T f(B(u)) du > TY (2.15) 

Thus, we conclude that the assumption C(<p(T)\P) <£ \ in Theorem 2.2 is equivalent 
to the assumption that the function F ( / 0 f(B(u)) du > T) is locally absolutely 
continuous in s. 

Remark 3.1 shows how to modify the proof of Theorem 2.2 so that we could 
replace the assumption that the densities ,ds(y) are continuous at T for almost every 
s > 0 by the same assumption with fls(y) instead of with i/s(y). The remaining 
assumptions of Theorem 2.2 are satisfied under the assumptions of Remark 2.3, as 
we have shown before. Moreover, we are able to get (2.12) from (2.11). 

Example 2.4. Obviously, a(y) = a2I^00^x](y) + 0TI(x,oo)(y) has only one possible 
point of discontinuity x and therefore D^ C {x} has Lebesgue measure zero. We 
will compute the density £s(w,t) = Q(W(s) G di0,r(s) G dt) and we will left to the 
reader to verify that the marginal density t?s(£) = Q(T(S) G dt) is continuous at T 
for almost every s > 0 and that the distribution function (2.15) of <p(T) is absolutely 
continuous. Both conditions can be verified easily, since T(S) is an affine transform 
of \t(W) := \{u < s\ W(s) > 0} and 

Q(\t(W) <r)=Q (\f(W) < - ) = - arcsin J^- if 0 < r < s 

by the arcsin law. See [1, pp. 97-100]. 

Theorem 2.5. Consider a defined by (2.9) with y0 = x. Then C(W(S),T(S)\Q) < 
A2 for 8 > 0 and the corresponding density is given as f5(iM) = 

0-V 3 / 2 í ћ{a, w/y/з) áal{w < 0} + í Л(o, w/y/š) dal{w > 0} 7 { 0 < є < 1}, 

where e = a2(t - a2 s)/s,a1 = a2 + a 

Һ{a>V) = 2n[a(l-aW/>Є 

v 2 

" 2 ( l - a ) 

in case a2 > a\. If a2 <a\, | s ( ^ , 0 equals to 

ah-3'2\[\(a,w/y/5)dal{w>0} + J* h(a,w/yfs) dal{w < 0} 7{0 < e < 1}, 

where e = a2(t- a^2s)/s and a2

2 = a^2 + a~2. 
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Formula 2.6. Assume o as in (2.9) with y0 = x and consider a Borel g > 0. Then 

Eg(X(T)) = a f 2 / / e - / 8 _ ^ _ / l ( a > e ) d a d e + a-i / / e - - / 8 _ ^ ! / 2 ( a > _ ) d a d e > 

JJ0<l-a<e<l 1 JJo<e<a<\ 1 

(2.16) 

where e = o2(T — a^28)/5, o±2 = o^2 + o~2 and 

h(a,e)= jg(xew)e-^wh(a,w/yjl)dw, h(a,e)= g(xew)e-*wh(a,w/^)dw, 
jO j-oo 

(2.17) 

provided that <r2 \> o\. If cr2 < or, then 

Eg(X(T)) = a;/2 / / e - / 8 ^ / _ ( a , e ) da de + o? / / e-/ 8 -^/ 2 (a ._)dad_. 
JJ0<e<a<l 1 JJo<\-a<e<\ L 

(2.18) 

where e = a2(T — a^2s)/s and a^2 = erf/2 + cr - 2. 

Formula 2.7. If _ in Formula 2.6 is defined as g(y) = (y — / ^ ) + , then 

h(a,e) = A + B (xZltX + KZi,K), 
h(a,e) =A-B(___,„ + ___2,_;)/{z > R}, 

where 

and 

( x - g ) + V 7 e ^ _ _ _ / 2 
гтгaЗ/Ҷl-a) 1^' Æ a 3 / 2 ' 

"='-ł(Ä-5^' (2W) 

•--KШ+Ь^)' <220) 

>/*(___• __Л Æ l lnK/ж y^l-a) 
Уя(l-a) 

-72,, =Ф - ^ 1 - ^ - Ф [ ™УX

 ч - ^ 1 " ' 1 . (2-21) 

1/5(1 - a ) \ _ / InK/x y/s{\ - a) 
Z з к = ф __І__Ј_Ј__ _ ф ( _/^____= + ____!_!__. ] . (2.22) 

Finally, we are also able to handle the volatilities o in (2.9) not assuming y0 = x. 
Denote 

C(x,K,t) = f (y(t) - K)+VLa(dy). (2.23) 
JC(R+) 
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Formula 2.8. For arbitrary volatility coefficient 5 defined by (2.9) C(x,K,t) is 
equal to 

yo Jo 

where rj is the time of the first entry of Q-Wiener process W(s) := B{s) - s/2 into 
{In m-}, hence r(r]) is the time of the first entry of process X into {yos> 

Formula 2.9. Consider a as in Formula 2.8. Put Et = E (X{t) - I0+ I{t < T(TJ)} 

and 5 = a2(x)t. If K,x < _/0, then 

Et = x 

-2/o 

- E 

Eж 

•'^-И-Ҷ^-ì^ 
ф 

ф 

( ^ - И - Ч ^ - И 
____x ( 1 

V^ + И-ф( lnE/x 1 -
+ 

+ -í/0 Ҷ^+И-Ч^+И 
If x < yo < # , Et = 0. If y0 < K,x, then 

Et - ( ^ ^ - - ( ^ ^ -

- E $ ( 

If x > yo > K, then 

Et 

l n x / E _ __A Kx f ___/___ _ yjš 

V^ 2 j + y0 V V^ 2 

+ ^ ) - y o * ( ^ + ^ = ; r ^ /'H1_____ ___ 
l ^ 2 ; ^ V V^ ' 2 

y/š 2 ) j/o V \ / š 2 

3. PROOFS 

Proof of Theorem 2.1. Write /(y) = a~2(xey) and denote by 19/ the set of all 
points of discontinuity of / . By assumption, it has Lebesgue measure zero. Write 
WM = C(B(s) + jj,s, s > 0\P) for the shifted Wiener measure with a shift /i and apply 
Fubini Theorem to get 

0 =[wfM[b;b{u)eDf]du =[ [l{b(u)eDf}W„(db)du =[\{u < s;b(u)eDf}W»(db) 
JO J0-!C(R+) JC(R+) 
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for any fixed s > 0. Hence, WM(>15) = 1, where 

As := {b e C(R+)]\{u < s;b(u) eDf} = 0}. (3.1) 

Further, let bn -> b uniformly on [0,s] for a b in As. Then f(bn(u)) -> f(b(u)) 
A-almost everywhere on [0, s] and it follows that 

f f(bn(u)) du -+ f / ( 6 ( H ) ) du, (3.2) 
Jo Jo 

because b is a bounded function. Obviously, 

^^)_M, , a o )^ B W _^ £ „) 

locally uniformly on R+ and therefore, putting /i = — | , we get that outside of 
a P-null set 

r*-(—{"(^-^D—r*-1^{«-)-H)"" 
(3.3) 

as n -> oo. Since <r > e > 0, the trajectories of the processes in (3.3) are Lipschitz and 
therefore, (3.3) implies the almost sure convergence of the corresponding processes 
in C(R + ) . Denoting the left-hand side integral in (3.3) by Jn(s), we observe that 

\Jn(s) - In(s)\ < - f o r a c > 0 (3.4) 
n 

and therefore, outside of a F-null set 

In(s) -» / cr~2 ( x exp < B(u) - -u > ) du 

locally uniformly on R+. Finally, consider b e C(R+), denote F = f f(b(u)) du and 
assume that Fn are such that Fn -> F locally uniformly on R+ and observe that for 
any fixed t > 0 

inf{s > 0,Fn(s) > t} -> inf{s > 0,F(s) > t} as n -» oo, 

since /(i/) = a~2(xey) and 0 < e < a < C < o o . In particular, we get that for any 
t > 0 outside of a P-null set 

tpn(t) := inf{s > 0,/n(s) > t} -> V(t) = inf [ s > 0, / cr"2 ( x e B ( u ) - 2 ^ dt i j 

a.s. a s n - ) o o . D 
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Proof of Theorem 2.2. We may suppose that g is a bounded and Lipschitz 
function since both sides in (2.10) are continuous in g w.r.t. the bounded and 
monotone convergences. Put 

H(s) = Eg(X(T))I{T < T(S)} 

and prove that H is locally absolutely continuous with the derivative 

H'(s) = I g ( x e 6 " ^ ) a"2 ( * e 6 - ^ ) 0f (d6)tf,(T) 

A-almost everywhere on (0,oo). Indeed, if s\ < S2, then 

H(s2) - H(Sl) = E9(X(T))I{T(SI) <T< T(S2)} < sup \g\P(Sl < ip(T) < s2). 

Since (p(T) is supposed to have an absolutely continuous distribution, we conclude 
that H is also absolutely continuous. Write 

H'(s) = lim ±E9(X(T))I{T(S) <T<T(S + A)} (3.5) 
A->0+ /A 

and define 

h(s) := lim ^-Eg(Y(s))I{T(s) <T <T(S + A)}. 
A->0+ A 

Next, we prove that H'(s) = h(s) A-almost everywhere on (0,co). The Holder in­
equality implies that 

ZA(s) := ±E\g(X(T)) - 9(Y(S))\I{T(S) <T<T(S + A)} < (3.6) 

(±E\g(X(T))-g(Y(sWl{T(s) <T<T(S + A)}) P(^P(r(s) <T<T(S + A))) ' 

whenever p, q > 1 are such that - + - = 1. Since g is supposed to be L-Lipschitz, 
we conclude that 

E\g(X(T)) - 9(Y(S))\PI{T(S) <T<T(S + A)} < 

< LpE\Y(ip(T)) - Y(s)\pI{s < <p(T) < s + A}. 

Denote (f)(T) = ((p(T) V s) A (5 + A). Since (f>(T) is an .Ff-Markov time, the process 
Y(u) := Y([s+u]A(f)(T)) is a (continuous) J^-local martingale. By Proposition 15.7 
in [3], we get that 

/ A \ P/2 

E\Y(<f>(T)) - Y(s)\p < CpE((Y)(cj>(T)) - (Y)(s))p/2 < Cp ^-j , 
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where Cp is a constant depending only on p. It follows that (3.6) is not greater than 

/ -i AP/2^-/P f l \l/q 

~eP~ 
-U>Cp—j [~-P(r(s) <T<т(s + A)) 

Since <p(T) is supposed to have a density, we reason that 

lim ^P[T(S) <T<T(S + A)} = lim i p ( s < <p{T) < s + A) (3.7) 
A - + 0 + /A A - + 0 + -A 

exists in E + for almost all s G E+. Consider p such that | > 1 and q = -£--. Then, 

hniA->o+ ZA(s) = 0 almost everywhere on E + . 

To compute conditional expectation given Tf, we need to express T(S + A) in 
a special form. Obviously, 

T(S + A) - T(S) = f a~2(x£u(B)) du = f a-2(Y(s)£v(V)) dv, 

where (V(v) := B(s + v) — B(s),v > 0) is a Wiener process independent of Tf 
and where £S(V) := exp{V(s) — | s } denotes the exponential of Wiener processes V. 
Then 

E(g(Y(8))I{T(8)<T<T(s + A)}\T?) 

g(Y(s)) Il\z<T <z+ í a~2 (xeb-^s£v(w)) dv \ W(dw)\ z=т(s) 
Ь=B(s)> 

where W denotes the Wiener measure on C(M + ). Further, 

EA(s) := E9(Y(S))I{T(S) <T<T(S + A)} = (3.8) 

fffg(xeb-^y\ z<T< z+fa-2(xeb-*s£v(w)) dv I W(dw)(3^(db)#s(T) dz + rA 

(3.9) 

where 

| rA | < sup \g\ 11 {z < T < z + Ae~2} \ds(z) - ds(T)\dz (3.10) 

< s u p | 5 | ^ s u p { | i 9 . ( z ) - ^ ( r ) | , r - A e - 2 < z < r } . (3.11) 

Since dz integrates in (3.9) a constant over an interval of the length 

/ 0 a~2(xeb~2s£v(w)) dv, we get that E&(s) is equal to 

ff g (xe6-2*) f a~2 (xeb-is£v(w)J dv ffi(db)tis(T)W(dw) +rA. 
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Having assumed that i9s is a function continuous at T for almost all s € (0,oo), we 
get that TA = o(A) with A -> 0 + almost everywhere on (0,oo). Hence, 

H'(s) = lim+ IIg (xeb-*s) -^ I o~2 (xeb-*sev(w)) dvW(dw)0T(db)ds(T) 

(3.12) 

= jg (xeb~^s) a'2 (xeb-is) /?f (d&)tfs(T) (3.13) 

holds for almost every 5 > 0 by the dominated convergence theorem, since 

- / °~~ (xeb~2s£v(w)^j dv -> G~2 [xeb~^ , A -> 0+ W ® A -a.e. (3.14) 

as we shall see later on. First, we prove that function v i-> G~2(xeb~~s£v(w)) is 
right-continuous at zero (W (g> A)-almost everywhere on C(R+) x R+ : In fact, what 
we need to prove is that xeb~~s ^ D„ for almost all 6, because £v{w) —> 1 as v —> 0 + 

W-almost everywhere. But D& and therefore also | s + In D^ — In x = { \s -F In ^, d G 
Z^ } has Lebesgue measure zero which proves the proclaimed right-continuity. This 
implies (3.14) and also (3.12), hence we get 

rOO 

Eg(X(T)) = lim H(s) = H'(s)ds 
*->oo J0 

= I I g(xeb-*s)a-2(xeb-*s)l3T(db)ti3(T) ds. 
jO jR 

D 

Remark 3.1. Assume that function 

ds(z) = Q(T(S) edz) = PU f(B(u))du e dz 

is continuous at z = T for almost every s > 0 instead of i?s in Theorem 2.2, where 
f(b) = a~2(xeb). Further, assume that 

C (B(S) - ^s,T(S) Q)=C (B(S), f f(B(u)) du p) « A2 (3.15) 

for all s > 0 and denote the corresponding densities 

fs(M) = Q (B(S) - i s € db,T(s) edt\=P (B(S) G db, I f(B(u))du € dA . 

(3.16) 

Then 

TA = IIIg (xeb-*s) lW(dw)[£s(b,z) - £S(6,T)] dbdz, where 

I:=llz<T<z+ I d-2(xeb-%*ev(w)) dv\ < I {z <T < z + Ae~2} , 
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and (3.10) and (3.11) reads as 

| r A | < sup | p s | í l{z<T<z + Ae~2} \ůs(z) - ŮS(T)\ dz + 

+ Jjl9s(xeь-^) lЩdw)çs(Ь,T)\l-exp Д ( & - £ * ) } 

,- ,A < sup|p s | — max {\ůs(z) - ůs(T)\,T - Ae~2 < z < r } + 

dò, 

(3.17) 

dbdz (3.18) 

(3.19) 

(3.20) 

where gs(y) = g(y)exp{-±(ln % + \)s} is such that 

9s (xew) = g (xew) exp | - i (w + ±s)\ . 

Assuming sup \gs\ < oo and sup |g| < oo, let A -> 0 + to get TA -> 0 holds for almost 
every s > 0. 

All this happens for a g that is continuous and supported by a compact. It follows 
that (2.10) and (2.12) are true for a g that is Lipschitz with a compact support. By 
a standard procedure, we argument that the same holds also for an arbitrary Borel 
g : R -> R+. • 

Proof of Theorem 2.5. By definition 

T(S) = f o-2 (xew^) du = af2A+(W) + o^2\J(W), 

where A+(W) = \{u < s,W(s) > 0} and \j(W) = \{u < s,W(s) < 0} stand for 
the times spent by a Q-Wiener process W above or below zero, respectively, up to 
time s. Let us suppose that o-i > o\. Then 

r(s)=^2(\t(W)+\j(W)) + (o-1 
- 2 - 2 )\t(W)=ož2s + o~2\t(W), 

where o^2 = o^2 + o~2. Further, Q(W(s) € dw, T(S) 6 dt) = 

Q(W(s) G dw, \t(W) G (dt-o^2s)o2) = o2Q(W(s) G dw,\t(W) G do2(t-o\s)). 

Denote (s(w,c) = Q(W(s) G dw,\t(W) G dc) the density of (W(s),\+(W)) under 
Q. By [1, pp. 97-100] 

Ci(v,d) = 

where h(a, v) = 

/ h(a, v) da I {v < 0} + / /i(a, v) da I{v > 0} l{0<d<l}, 
Jd h-d J 

M 
2тr[a(l - a)] 3 / 2 

" 2 ( l - a ) 
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Then Q(W(s) G dw,\t(W) e dc) = 

W(s) dw \t(W) dc\ 
<9 1 —7=-- € r , 

s/s v 5 s eę)-.-fi<,(w,eiş.xímeåï). 
Hence, is(w,t) = Q(W(s) G dw,T(s) G dt) 

а2s-V2 Í h(а, w/\/s) dа I{w < 0} + \ h(а, w/y/š) dаl{w> 0} l{0<є< 1}, 

where e = o2 (t — o2

 2s)/s. 

Now, suppose that o\ > 02. This time, we define o by o2

2 = af2 + o~2. Then 

T(S) = j * a~2(xew^)ds = a:2\t(W)+a:2\:(W) = 

= a:2(\t(W) + K(W)) + (a:2 - a:2)K(W) = a:2s + a~2\:(W). 

Further, 

&(tM) = Q(W(s) G diu, r(s) G dt) 

= s - 3 / V Q ( i y ( i ) G d ^ , A r ( w ) G d ^ ^ £ ) ) 

= S " 3 / 2 

= S 

= a2
S"3/2 

a2Q (-W(l) Є d ( - ^ ) ,A+(-lУ) Є d ^ ^ M ) 

. 2 g ( W ( l ) є d ( - ^ ) , A + ( W ) є d ^ M ) 

/ /г(a, w/y/s) da I{w > 0} 

+ / h(a,w/y/s)dal{w < 
Jl-e 

where e = a2(t — erf 2s)/s. 

0} /{0 < є < l } , 

Proof of Formula 2.6. First, assume that 02 > o\. By Theorem 2.2, Remarks 2.3, 
3.1, Formula 2.5 and Example 2.4 

Eg(X(T)) = 

= ffg(xew) [a:2I{w > 0} + a^2I{w < 0}] e--<w+i,>«f.(ti;>r) dwds 

= (£) ff°° g(xew)e-l-(w+^)s-3'2 f h(a, w/.fs)dal{0 < e < l}dwds 

+ ( ^ ) ff g(xew)e-*(w+<°)s-3/2 f h(a,w/^)dal{0 < e < l}dwds, 
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where e = a2(T - cr^~2s)/s and a~~2 = a^2 + cr -2. 

Denote 

poo nO 

h{a,e)= g{xew)e-iwh{a,w/^)dw, h{a,e) = g{xew)e-*wh{a,w/^)dw, 
Jo j-oo 

(3.21) 

and observe that 

Eg(X(T)) = ( - ) [[ s--'2e-s'*h(a,e)dads 
\°lj JJo<l-a<e<l 

+ (—) II s--l2e-sl-I2(a,e)dads. 
\°2J JJo<e<a<l 

Since e = a2(T - cr^2s)/.5, we get s = _2
T _2. Hence, 

A a ' 2 T S2 A ds = 7—2 • -2\2
 d£ = Zw de 

{a 2e + cr2 )2 alT 

and therefore 

Eg{X{T)) = a72 ff e-
s'*S-^-h{a,e)dade 

J Jo<l-a<e<l L 

+ a~2 / / e-s'-—I2(a,e)dade. 
J Jo<e<a<l * 

The case a2 < 01 is treated as follows: 

(3.22) 

Eg{X{T)) = (3.23) 

ííg{xew)e-^w+*s)[aӯ2I{w > 0} + a72I{w < 0}]ţs{w,T) diuds (3.24) 

= (—) fГg{xew)e-^w+is)s-3'2 f Һ{a,w/sfs)dal{0<є<\}dwds (3.25) 

+ (—) ff g{xew)e7^w+*s)s-3'2 f Һ{a,w/^)dal{0 <є< 1} dwds(3.26) 

= a 2 ff e~s'^h{a,є)dadє + a72 ff Є-а'8$-^-I2{a,є)dadє, (3.27) 

JJo<є<a<l - JJ0<l-a<б:<l -* 

where h(a,e) and hfa^e) satisfy (3.21) and 5 = -ag+g--«- D 
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Proof of Formula 2.7. We need to compute h(a,e),l2(a,e) with g(y) = (y — 
K)+. Integrating per partes, we get that 

/•OO 

h = (xew-K)e-*wh(a,w/yfs)dw = 
J(\nK/x) + 

= [ (xeiw - Ke-*w) h(a, w/y/s) dw = 
J(\nK/x)+K J 

[ i i T O O 

(xew'2- Ke-wl2)(-l)H(a,w/yfs)yfs 
J(lnK jx) + +r^* (hw/2+iie~w/2) H^ w ^ ^ 

J(\nK/x)l\Z l J 
where 

exp | - 2Tp--y f r°° 
H(a,v) := -—-77-7- 7779 ls s u c n t n a t / h(a,u) du = H(a,v) 

2ita6/z(\ — a)1/2, Jv 

holds for all v > 0. If K > x, i.e. (\nK/x)+ = \nK/x, then 

f°° (x w K w\ 
h(a,e)= / y/sl-e* +—e-*)H(a,w/y/s)dw. 

J\nK/x\Z l J 

If K < x, i.e. (\nK/x)+ = 0, then 

r , N (x-K)yfi f°°r-fx _ K _w_\ TTt . , -
h{a>6)= 2^/2(1-^1/2 U ^ U 6 2 ^ 6 -)H^^d™' 

Obviously, h(a,£) = 0 if K > x. If K < x, then a per partes integration gives 

I2(a,e) = / (xe2 — Ke 2) h(a, w/y/s) dw = 
Jin K/x 

= [(xe2 - Ke-2)H(a,w/x/s)V~~]?nK/x - / y/s (|e* + y e " * j H{a, w/y/s) dw 

(X - K)y/s f° r-fx _. K _w\ TTf . r-\ 1 

since 

/

v /»oo 

/ i (a ,w)du= / h(a,u)du = H(a,—v) = H(a,v), 
-00 J—v 

whenever v < 0. We also need to integrate 

e±fH(a,W/VS) = w / I _ Q ) 1 / 2 e-^fe^ . 
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Since 
„2 

± - = --
W . w I \ 2 s(l-a) s2(l-a)21 

2s(l -a) 2 2s(l - a) 

we get 

_r T2W-^——- + + l-s(l-a), 

e x p ( - ( _ : ғ ^ ) 2 /(2,(l-_))} 
/в**Я(«,_/^d,-/ t V

2 , 0 , / ҷ l _ a ) 1 / г i d _ ' Є » , ( 1 - a ) 

V^ . ф ł ™ = т|v/-4-^W'(1-^ 
^ a 3 / 2 W_TJ^ 

where $ denotes the distribution function of the Gaussian N(0,1) distribution. Then 

T , , (x-K)+y/8 e-*( 1- a)s/2 , „ r , _ , 

^ -w^( i l + ,^ " vB*Ml-a) ixZ>'*+ KZ^1{x > K}> 
where ZiiX,Zi,K,i = 1,2 are defined in (2.19), (2.20) and (2.21), (2.22), respectively.• 

Proof of Formula 2.8. Denoting by r) the time of the first entry of process W 
into {in 2 ?̂-} T(T]) is the time of the first entry of process X into {yo}- Obviously, 

X(T(r])) = Y(<p(T(r,))) = Y(rj) = xew^ = y 0 j 0 n [17 < 00]. 

Further, 

C(x,K,t) = £ £ [g(X(t))\T?{v)M] I{t > T(T,)} + Eg(X(t))I{t < rfa)}, (3.28) 

where _/(y) = (y — K)+. Recall that X is a solution (that is unique in law) to the 
equation 

dX(t) = X(t) a (X(t)) dW(t), X(0) = x, 

where W is an _Ft
x-Wiener process. By 18.7 and 18.11 in [3] X has the strong Markov 

property. Obviously, T(T)) and T(T)) A t are JFt
x-Markov times and X(T(T)) A t) = yo 

on [t > T(T])]. By the strong Markov property 

E [g(X(t))\T?MM] I{t > T(T,)} = C(yo,K,t- T(rj))I{t > T^)} 

P-almost surely. Also recall that X(t) = Y(<p(t)), where Y(s) = xexp{_5(5) - \s) 
and where B(s) is a Wiener process. By Remark 2.3, (Vt,T,P,B) can be chosen so 



The dX(t)=Xb(X) dt+Xa(X) dW Equation and Financial Mathematics II 6 9 7 

that W(s) = B(s) — | s is a Q-Wiener process, where Q is a measure on ($1, CTOO(B)) 

such that 

dQ 
dP 

0 ) := exp ^W(s) + i S } = ffi*ff| A l m o s t surely. 

The process g^ is obviously a continuous (P, <7.(ir))-martingale. Hence, by the 
stopping theorem, 

dP\avAv(t)(W) = ^ d P ^ T ) ) K A , U ) ( 5 ) ) = -jpfo A *(*)) = V V 8 

on [T(T/) < t] = [r] < (p(t)] as <p(t) and 77 are r/t(TV)-Markov times. It is easily seen 
that 

P(r) G dr,r) < <p(t)) = J—e~*rQ(ri G dr.rj < <p(t)). 
V 2/o 

Obviously, 

T(rj) = C a~2 (xew{u)) du = a~2(x)r) 

and therefore we get the first term in (3.28) to be equal to 

y ^ j T O(y0,^<-a-2(x)r)e-^£(,,|Q)(dr). Q 

Proof of Formula 2.9. We need to compute the right-hand term in (3.28). It 
can be simplified as 

Eg(X(t))I{t < T(r])} = Eg(Y(a2(x)t))I{a2(x)t < r?}, (3.29) 

since 

t = r(ip(t)) = / a~2 [xew^j du = a'2(x)tp(t) on [<p(t) < rj] = [t < r(rj)\. 

Denoting s = a2(x)t, we get that (3.29) is equal to 

J9 (xew^) ^(s)I{s < v} dQ =Jg(xe™) exp { - I (w + | ) } Q(W(s) €dw,s< rj), 

since ^j(s) = exp{—^(W(s) + f)} . Also denote S = \nyo/x and apply the reflection 
principle to obtain 

Q (W(s) edw,s<r)) = Q (w(s) G dw,max W(u) < s\ = 
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[Q(W(s) є du>) - Q(W(s) є 25 - dw)]I{w < S}= 
î{w < S} 

ч/i 

w\ _Ґ2S-W

Ҳ 

holds for S > 0, i.e. for y0 > x, where tp(x) = -?==e x I2, If S < 0, i.e. if y0 < x, 
then 

Q(W(s) edw,s<rj) = Q (w(s) e dw,minW(u) > S) = 
\ u _ s / 

I{w > S} 
[Q(W(s) € du>) - Q(W(s) <E 2.5 - dw)]I{w > S} 

If yo > x, we have to compute 

r<5 

v ^ 
¥ U ^ ] - V 

2(5 - t 

v^ 

=L»(«-)»p{-5(-+j)} £ Kv?) - K ^ ) dг0. 

Denoting ^(y) = (y — K)+ and subst i tut ing tf — 5 = u, we get xew = yoev and 

J\nK/y0

 V ' V* V 2/0 |_ V V* / \ \A / iK/yo 

Obviously, 

2/o e 
v/2 

y/š V 2/o 

e" s /8 [~~-fv + S 

dv. 

2/o e 
u/2 

x _ I v + 8 1 ,-

e - s / 8 j~x~_ fv — 8\ 2/0 
:¥> 

K e - " / 2 

^ (____ _ 1 ^ 
\ / š V 2/o^ V y/š J y/š^ \ y/š 2 

K_(v + 8 1 ' 

y/s V yo \ y/s J vs \ vs 2 

e-5/8 /~f_ ^ _ $\ KX _ (v — 8 1 

K e - v ^ . ^ í v + S 

V V~ V ifo*' V \ / š / í/o-v/š^ V y/š 2 =¥> 

(3.30) 

(3.31) 

(3.32) 

(3.33) 

and therefore, I is equal to 

'Inyo/x 1 

- 2 / 0 

Ф 

Ф 

v, -ïñ-*(^-^ 
«-и-ч™ •• 

Ift) L V VS 2 ) \ y/Š 

YaKx/yl + lf-
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if K < yo, otherwise, I = 0. If 2/0 f_ #, we need to compute 

The substitution u> — 6 = v gives 

dw. 

v + 5. _,v — 6 
<P\ —?=-)-V( 

yfi V~s 
dv 

and we have two cases to be considered. If 2/0 __ K, 1-e- -f m(-^/2/o) __ 0, then it 
follows by (3.30) - (3.33) that I is equal to 

x _ $ /ha_£/__+_n__/_ _ 1 /-

\ \ / š 2 

-Ä" 1 - Ф 
( 

InK/yo +lny0/x 1 

^ 
+ 2 ^ 

î/o 

Kx 

Уo 

1 - Ф 
\nK/yo-

1 - Ф 

o-lnj/o/a: 1 л-V 

И ln/C/yp -\nyp/x 

V~s 

-ҷ^+fьч^f) 
-KФ (lnx 

л/ï + 2 

//ť vťš\ Kx (\nyЦKx ß 
Ч Ф 

yfš 2 J y0 \ ß 2 

If y0 > K, i.e. if \n(K/y0) < 0, then (3.30)-(3.33) applies to prove that I is equal 
to 

\пу0/х < _1 

2 
(ìnx/yo t \/Š\ ( _ , 

_кs> / _ _ _ _ £ _ v_Л , _ £ _ / _ _ _ / _ _ v_Л 
Ä Ф

Ч V* 2 ) + y0 *{ ß 2 ) • 

4. SIMULATIONS 

As we have seen in Section 2, we have two different possibilities how to compute 
qx = E(X(t)—K)+. The Monte Carlo procedure supported by Theorem 2.1 provides 
the following approximations with m = 1000,n = 100000 and x = l,t = 2,02 = 1 : 

1 °i\K 1 2 3 4 

1.5 0.6018±0.0031 0.5036±0.0031 0.4428±0.0070 0.4028±0.0084 

2 0.6459±0.0029 0.5902±0.0044 0.5550±0.0057 0.5277±0.0068 

2.5 0.6704±0.0027 0.6399±0.0037 0.6198±0.0046 0.6011±0.0055 

3 0.6870±0.0026 0.6640±0.0033 0.6543±0.0040 0.6420±0.0046 

0.8 0.4690±0.0036 0.2703±0.0065 0.1757І0.0084 0.1187±0.0098 

0.6 0.4029±0.0037 0.1629±0.0066 0.0774±0.0082 0.0410±0.0040 

0.4 0.3143±0.0036 0.0593±0.0027' 0.0141±0.0014, 0.004Ô±0.0008, 
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<тi\K 0.8 0.6 0.4 

1.5 0.6317±0.0026 0.6780±0.0020 0.7430±0.0013 

2 0.6665±0.0037 0.6995±0.0020 0.7537±0.0013 

2.5 0.6856±0.0024 0.7136±0.0019 0.7625±0.0013 

3 0.6982±0.0023 0.7201±0.0019 0.7666±0.0013 

0.8 0.5364±0.0029 0.6156±0.0021 0.7091±0.0013 

0.6 0.4893±0.0029 0.5840±0.0021 0.6929±0.0013 

0.4 0.4236±0.0028 0.5426±0.0020 0.6722±0.0012 

The corresponding confidence intervals are constructed by the 3cr-method. This 
seems to be more appropriate than usual 0.05-level method in case when comparing 
so many values. 

The second method is based on Theorem 2.2 and Formulas 2.6 and 2.7. The 
corresponding integrals were computed numerically with step 1/&, where k = 800 or 
1600. The rate of accuracy was estimated by the half-step method. The numbers that 
are not denoted by '*' are supposed to be almost accurate. The numbers denoted 
by '*' can differ from the exact value by 0.0001-0.0002. The numbers denoted by 
'**' can differ from the exact value by 0.0002-0.0004. 

tri\K 1 2 3 4 0.8 0.6 0.4 

1.5 0.6013 0.5058 0.4463 0.4037 0.6330* 0.6777* 0.7425 

2 0.6457* 0.5903 0.5545 0.5278 0.6663* 0.7000* 0.7546* 

2.5 0.6709* 0.6377 0.6162 0.5999 0.6857** 0.7134** 0.7620** 

3 0.6860 0.6649 0.6514 0.6412* 0.6975** 0.7217** 0.7668** 

0.8 0.4697* 0.2672 0.1722 0.1194 0.5366* 0.6146* 0.7093* 

0.6 0.4206** 0.1640 0.0788 0.0423 0.4880* 0.5833* 0.6932* 

0.4 0.3116** 0.0587 0.0133 0.0036 0.4226** 0.5414* 0.6716* 
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