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# LINEAR STATISTICAL MODELS WITH CONSTRAINTS REVISITED 

LUBOMÍR KUBÁČEK ${ }^{1}$<br>(Communicated by Anatolij Dvurečenskij)


#### Abstract

In the practice, two classes of basic linear models with constraints occur, i.e., models with observations of a complete first order vector parameter and models with observations of an incomplete first order vector parameter. In the former class, the locally best linear unbiased estimators are known explicitly. In the latter class, they are given by algorithms.

In the paper, explicit formulae for these estimators are given, the effects of constraints on the estimators in the form of suitable projection operators correcting estimators non respecting these constraints are investigated in both of the classes.


## Introduction

Let $\boldsymbol{Y}$ be an $n$-dimensional random vector characterized by the class of distribution functions $\{F(\cdot, \boldsymbol{\beta}): \boldsymbol{\beta} \in \mathcal{V}\}$ possessing the properties

$$
E(\boldsymbol{Y} \mid \boldsymbol{\beta})=\int_{\mathbb{R}^{n}} \boldsymbol{u} \mathrm{~d} F(\boldsymbol{u}, \boldsymbol{\beta})=\mathbf{X} \boldsymbol{\beta}, \quad \boldsymbol{\beta} \in \mathcal{V}
$$

(the vector parameter $\boldsymbol{\beta}$ is called the first order parameter since it occurs in the first statistical moments) and

$$
\operatorname{Var}(\boldsymbol{Y} \mid \boldsymbol{\beta})=\int_{\mathbb{R}^{n}}(\boldsymbol{u}-\mathbf{X} \boldsymbol{\beta})(\boldsymbol{u}-\mathbf{X} \boldsymbol{\beta})^{\prime} \mathrm{d} F(\boldsymbol{u}, \boldsymbol{\beta})=\boldsymbol{\Sigma}
$$

(independence of the covariance matrix of the first order vector parameter $\boldsymbol{\beta}$ ); in the following, the matrix $\boldsymbol{\Sigma}$ is assumed to be known.

Here $\mathbb{R}^{n}$ is an $n$-dimensional Euclidean space and $\mathbf{X}$ is a known $n \times k$ matrix and $\mathcal{V}$ is a linear manifold in $\mathbb{R}^{k}$.

AMS Subject Classification (1991): Primary 62J05. Secondary 62F10.
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## LUBOMÍR KUBÁČEK

The described model is recorded as $(\boldsymbol{Y}, \mathbf{X} \boldsymbol{\beta}, \boldsymbol{\Sigma}), \boldsymbol{\beta} \in \mathcal{V}$. If $\mathcal{V} \neq \mathbb{R}^{k}$, then it is a model with constraints. The locally best linear unbiased estimator (LBLUE) $\hat{\boldsymbol{\beta}}$ of $\boldsymbol{\beta}$ in the case $\mathcal{V}=\mathbb{R}^{k}$ (without constraints) differs from the LBLUE $\hat{\hat{\boldsymbol{\beta}}}$ of $\boldsymbol{\beta}$ in the case $\mathcal{V} \subset \mathbb{R}^{k}, \mathcal{V} \neq \mathbb{R}^{k}$.

The aim of the paper is to investigate the effect of the constraints on $\hat{\boldsymbol{\beta}}$ and to characterize it geometrically, i.e., by projection matrices.

## 1. Notation and auxiliary statements

Let $\mathbf{A}$ be a $k \times n$ matrix; $\mathcal{M}(\mathbf{A})=\left\{\mathbf{A} \boldsymbol{u}: \boldsymbol{u} \in \mathbb{R}^{n}\right\}$ is the column space of the matrix $\mathbf{A}$ and $\operatorname{Ker}(\mathbf{A})=\{\boldsymbol{u}: \mathbf{A u}=\boldsymbol{O}\}$ its null space. The norm of a vector $\boldsymbol{y} \in \mathbb{R}^{n}$ in an $n$-dimensional Hilbert space $\left(\mathbb{R}^{n},\|\cdot\| \mathbf{W}\right)$, where $\mathbf{W}$ is an $n \times n$ positive definite (p.d.) matrix, is defined by the relation $\|\boldsymbol{y}\| \mathbf{w}=\sqrt{\boldsymbol{y}^{\prime} \mathbf{W}_{\boldsymbol{y}}}$ ( ${ }^{\prime}$ means the transposition). If the norm in $\mathbb{R}^{n}$ is not specified, then $\mathbf{W}=\mathbf{I}$ (identity matrix). $\mathbf{P} \mathbf{W}$ denotes the projection matrix of the space $\left(\mathbb{R}^{n},\|\cdot\| \mathbf{W}\right)$ on the subspace $\mathcal{M}\left(\mathbf{B}_{n, s}\right)$; further $\mathbf{M}_{\mathbf{B}}^{\mathbf{W}}=\mathbf{I}-\mathbf{P}_{\mathbf{B}}^{\mathbf{W}}$.

The symbol $\mathbf{P}_{\mathbf{B}}^{\mathbf{W}}$ is used also in the case when $\mathbf{W}$ is only positive semidefinite (p.s.d.), when simultaneously $\mathcal{M}(\mathbf{B}) \subset \mathcal{M}(\mathbf{W})$.

The notation $\tilde{\boldsymbol{\beta}} \sim(\boldsymbol{\beta}, \mathbf{W})$ means that the mean value of the random vector $\tilde{\boldsymbol{\beta}}$ is $\boldsymbol{\beta}$ and its covariance matrix is $\mathbf{W}$.

If $\boldsymbol{u} \in \mathbb{R}^{k}, \mathbf{A}$ is a $k \times l$ matrix and $\mathbf{W}$ is a $k \times k$ p.s.d. matrix, then the symbol $\boldsymbol{u} \perp_{\mathbf{W}} \mathcal{M}(\mathbf{A})$ means $\boldsymbol{u}^{\prime} \mathbf{W} \mathbf{A}=\boldsymbol{O}$.

A generalized inverse (g-inverse) of a matrix $\mathbf{A}$ is denoted as $\mathbf{A}^{-}$(any matrix satisfying the relation $\mathbf{A A}^{-} \mathbf{A}=\mathbf{A}$ ). A special kind of this inverse is the Moore-Penrose g-inverse denoted as $\mathbf{A}^{+}$(the matrix satisfying the relations $\mathbf{A A}^{+} \mathbf{A}=\mathbf{A}, \mathbf{A}^{+} \mathbf{A} \mathbf{A}^{+}=\mathbf{A}^{+}, \mathbf{A} \mathbf{A}^{+}=\left(\mathbf{\mathbf { A A } ^ { + }}\right)^{\prime}$ and $\left.\mathbf{A}^{+} \mathbf{A}=\left(\mathbf{A} \mathbf{A}^{+}\right)^{\prime}\right)$; the theory of $g$-inverses is given in [5].

If $\mathbf{W}$ is p.s.d., then the symbol $\mathbf{P}_{\mathcal{K} e r(\mathbf{A})}^{\mathbf{W}}$ is used in the case $\mathcal{M}\left(\mathbf{A}^{\prime}\right) \subset \mathcal{M}(\mathbf{W})$ (cf. the following lemma).

Lemma 1.1. Let $\mathbf{W}$ be an $n \times n$ p.s.d. matrix and $\mathbf{A}$ any $k \times n$ matrix satisfying the inclusion $\mathcal{M}\left(\mathbf{A}^{\prime}\right) \subset \mathcal{M}(\mathbf{W})$. Then

$$
\mathbf{P}_{\mathcal{K} e r(\mathbf{A})}^{\mathbf{W}}=\mathbf{I}-\mathbf{W}^{+} \mathbf{A}^{\prime}\left(\mathbf{A} \mathbf{W}^{-} \mathbf{A}^{\prime}\right)^{-} \mathbf{A}=\left(\mathbf{M}_{\mathbf{A}^{\prime}}^{\mathbf{W}^{+}}\right)^{\prime}
$$

is a projection matrix on $\mathcal{K e r}(\mathbf{A})$ in $\left(\mathbb{R}^{n},\|\cdot\| \mathbf{W}\right)$ and $\mathbf{M}_{\mathbf{A}^{\prime}}^{\mathbf{W}^{+}}$a projection matrix in $\left(\mathbb{R}^{n},\|\cdot\| \mathbf{W}+\right)$.

Proof. The matrix $\mathbf{P}=\mathbf{P}_{\mathcal{K} e r(\mathbf{A})}^{\mathbf{W}}$ is obviously idempotent and satisfies the relationships $\mathbf{O}=\mathbf{A} \mathbf{P} \Longrightarrow \mathcal{M}(\mathbf{P}) \subset \mathcal{K} \operatorname{er}(\mathbf{A})$ and $r(\mathbf{P})=\operatorname{Tr}(\mathbf{P})=$ $n-\operatorname{Tr}\left[\left(\mathbf{A W} \mathbf{W}^{-} \mathbf{A}^{\prime}\right) \mathbf{A} \mathbf{W}^{-} \mathbf{A}^{\prime}\right]=n-r(\mathbf{A})=\operatorname{dim}[\mathcal{K e r}(\mathbf{A})]$, thus $\mathcal{M}(\mathbf{P})=\operatorname{Ker}(\mathbf{A})$. Further $\mathbf{W P}=\mathbf{P}^{\prime} \mathbf{W}$.
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Analogously, $\mathbf{M}_{\mathbf{A}^{\prime}}^{\mathbf{N}^{+}}=\mathbf{I}-\mathbf{P}_{\mathbf{A}^{\prime}}^{\mathbf{W}^{+}}$, where $\mathbf{P}_{\mathbf{A}^{\prime}}^{\mathbf{W}^{+}}=\mathbf{A}^{\prime}\left(\mathbf{A} \mathbf{W}^{-} \mathbf{A}^{\prime}\right)^{-} \mathbf{A W}^{+}$is idempotent and satisfies the relationships $\mathcal{M}\left(\mathbf{P}_{\mathbf{A}^{\prime}}^{\mathbf{W}^{+}}\right)=\mathcal{M}\left(\mathbf{A}^{\prime}\right)$ and $\mathbf{W}^{+} \mathbf{P}_{\mathbf{A}^{\prime}}^{\mathbf{W}}{ }^{+}=$ $\left(\mathbf{P}_{\mathbf{A}^{\prime}}^{\mathbf{W}} \mathbf{W}^{+}\right)^{\prime} \mathbf{W}^{+}$.

Here $r(\cdot)$ and $\operatorname{Tr}(\cdot)$ denote the rank and the trace of a matrix, respectively. Lemma 1.2. Let $\mathbf{B}$ be any $q \times k$ matrix and $\mathbf{W}$ be any $k \times k$ p.s.d. matrix. Then

$$
\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{W M}_{\mathbf{B}^{\prime}}\right)^{+}= \begin{cases}\mathbf{W}^{-1}-\mathbf{W}^{-1} \mathbf{B}^{\prime}\left(\mathbf{B} \mathbf{W}^{-1} \mathbf{B}^{\prime}\right)^{-} \mathbf{B} \mathbf{W}^{-1} & \text { if } \mathbf{W} \text { is regular, } \\ \mathbf{W}^{+}-\mathbf{W}^{+} \mathbf{B}^{\prime}\left(\mathbf{B} \mathbf{W}^{-} \mathbf{B}^{\prime}\right)^{-} \mathbf{B} \mathbf{W}^{+} & \text {if } \mathcal{M}\left(\mathbf{B}^{\prime}\right) \subset \mathcal{M}(\mathbf{W}), \\ \left(\mathbf{W}+\mathbf{B}^{\prime} \mathbf{B}\right)^{+}-\left(\mathbf{W}+\mathbf{B}^{\prime} \mathbf{B}\right)^{+} \mathbf{B}^{\prime} . & \text { in general. } \\ \cdot\left[\mathbf{B}\left(\mathbf{W}+\mathbf{B}^{\prime} \mathbf{B}\right)^{-} \mathbf{B}^{\prime}\right]^{-} \mathbf{B}\left(\mathbf{W}+\mathbf{B}^{\prime} \mathbf{B}\right)^{+} & \text {in }\end{cases}
$$

Proof. It is sufficient to verify the properties of the Moore-Penrose $g$-inverse.

Corollary 1.3. If $\mathbf{B}$ and $\mathbf{W}$ are matrices from Lemma 1.2, then

$$
\begin{aligned}
\left(\mathbf{M}_{\mathbf{B}^{\prime}}, \mathbf{W} \mathbf{M}_{\mathbf{B}^{\prime}}\right)^{+} & =\mathbf{M}_{\mathbf{B}^{\prime}}\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{W} \mathbf{M}_{\mathbf{B}^{\prime}}\right)^{+}=\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{W} \mathbf{M}_{\mathbf{B}^{\prime}}\right)^{+} \mathbf{M}_{\mathbf{B}^{\prime}} \\
& =\mathbf{M}_{\mathbf{B}^{\prime}}\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{W} \mathbf{W}_{\mathbf{B}^{\prime}}\right)^{+} \mathbf{M}_{\mathbf{B}^{\prime}} .
\end{aligned}
$$

Lemma 1.4. Let $\mathbf{W}$ be an $n \times n$ p.s.d. matrix and $\mathbf{A}$ any $k \times n$ matrix. Then any matrix from the class

$$
\mathcal{A}_{m(\mathbf{W})}^{-}=\left\{\mathbf{A}_{m(\mathbf{W})}^{-}: \mathbf{A A}_{m(\mathbf{W})}^{-} \mathbf{A}=\mathbf{A}, \quad \mathbf{W A}_{m(\mathbf{W})}^{-} \mathbf{A}=\mathbf{A}^{\prime}\left(\mathbf{A}_{m(\mathbf{W})}^{-}\right)^{\prime} \mathbf{W}\right\}
$$

has the property

$$
\forall\{y \in \mathcal{M}(\mathbf{A})\} \forall\left\{x_{y}: \mathbf{A} x_{y}=y\right\}\left\{\left\|\mathbf{A}_{m(\mathbf{W})}^{-} y\right\| \mathbf{w} \leq\left\|x_{y}\right\| \mathbf{w}, \quad \mathbf{A A}_{m(\mathbf{W})}^{-} y=y\right\} .
$$

$\mathcal{A}_{m(\mathbf{W})}^{-}$is the class of all such matrices.
Proof. Cf. [5].

Lemma 1.5. Let $\mathbf{W}$ and $\mathbf{A}$ be matrices from Lemma 1.4. Then

$$
\mathbf{W}^{-} \mathbf{A}^{\prime}\left(\mathbf{A} \mathbf{W}^{-} \mathbf{A}^{\prime}\right)^{-} \in \mathcal{A}_{m(\mathbf{W})}^{-} \quad \text { if } \quad \mathcal{M}\left(\mathbf{A}^{\prime}\right) \subset \mathcal{M}(\mathbf{W})
$$

and

$$
\left(\mathbf{W}+\mathbf{A}^{\prime} \mathbf{A}\right)^{-} \mathbf{A}^{\prime}\left[\mathbf{A}\left(\mathbf{W}+\mathbf{A}^{\prime} \mathbf{A}\right)^{-} \mathbf{A}^{\prime}\right]^{-} \in \mathcal{A}_{m(\mathbf{W})}^{-} \quad \text { in general. }
$$

Proof. Cf. [5].
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Remark 1.6. The notations

$$
\begin{aligned}
& \mathbf{C}=\mathbf{X}^{\prime} \boldsymbol{\Sigma}^{-} \mathbf{X} \quad \text { if } \quad \mathcal{M}(\mathbf{X}) \subset \mathcal{M}(\boldsymbol{\Sigma}), \\
& \mathbf{D}=\mathbf{B C}^{-} \mathbf{B}^{\prime} \quad \text { if } \quad \mathcal{M}\left(\mathbf{B}^{\prime}\right) \subset \mathcal{M}\left(\mathbf{X}^{\prime}\right) \text { and } \mathcal{M}(\mathbf{X}) \subset \mathcal{M}(\boldsymbol{\Sigma}), \\
& \mathbf{G}=\mathbf{C}+\mathbf{B}^{\prime} \mathbf{B}, \\
& \mathbf{H}=\mathbf{B G}^{-} \mathbf{B}^{\prime}, \\
& \mathbf{L}=\mathbf{X}^{\prime}\left(\mathbf{X} \mathbf{C}_{4} \mathbf{X}^{\prime}+\mathbf{X} \mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)^{-} \mathbf{X}+\mathbf{B}^{\prime} \mathbf{B}
\end{aligned}
$$

will be used in Section 2.
The notations

$$
\begin{aligned}
& \mathbf{E}=\mathbf{B}_{1} \mathbf{C}^{-} \mathbf{B}_{1}^{\prime}+\mathbf{B}_{2} \mathbf{B}_{2}^{\prime} \quad \text { if } \quad \mathcal{M}\left(\mathbf{B}_{1}^{\prime}\right) \subset \mathcal{M}\left(\mathbf{X}^{\prime}\right)=\mathcal{M}\left(\mathbf{X}^{\prime} \boldsymbol{\Sigma}^{-} \mathbf{X}\right), \\
& \mathbf{F}=\mathbf{B}_{2}^{\prime} \mathbf{E}^{-} \mathbf{B}_{2}, \\
& \mathbf{D}_{1}=\mathbf{B}_{1} \mathbf{C}^{-1} \mathbf{B}_{1}^{\prime} \quad \text { if } \boldsymbol{\Sigma} \text { and } \mathbf{X}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{X} \text { are regular, } \\
& \mathbf{K}=\mathbf{C}+\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1}, \\
& \mathbf{Q}=\mathbf{X}^{\prime}\left(\mathbf{X} \mathbf{C}_{4} \mathbf{X}^{\prime}+\mathbf{X} \mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}} \mathbf{X}^{\prime}\right)^{-} \mathbf{X}+\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1}
\end{aligned}
$$

will be used in Section 3.

## 2. Indirect observation of the complete first order vector parameter with constraints

Definition 2.1. Let $\boldsymbol{Y} \sim(\mathbf{X} \boldsymbol{\beta}, \boldsymbol{\Sigma}), \boldsymbol{\beta} \in \mathcal{V}=\left\{\boldsymbol{u}: \boldsymbol{u} \in \mathbb{R}^{k}, \boldsymbol{b}+\mathbf{B} \boldsymbol{u}=\boldsymbol{O}\right\}$ (a model of an indirect observation of the complete vector parameter $\boldsymbol{\beta}$ with constraints). This model is regular if $r\left(\mathbf{X}_{n, k}\right)=k<n, r\left(\mathbf{B}_{q, k}\right)=q<k$ and $r(\boldsymbol{\Sigma})=n$.

LEMMA 2.2. In the model from Definition 2.1 a linear function $p(\boldsymbol{\beta})=$ $p_{0}+\boldsymbol{p}^{\prime} \boldsymbol{\beta}, \boldsymbol{\beta} \in \mathcal{V}$, is unbiasedly estimable if and only if $\boldsymbol{p} \in \mathcal{M}\left(\mathbf{X}^{\prime}, \mathbf{B}^{\prime}\right)$.

Proof. Cf. [2; Theorem 2.2].
Lemma 2.3. Let $\mathbf{W}$ be a $k<k$ p.s.d. matrix and $\mathbf{X}$ be any $n \times k$ matrix. If $\mathcal{M}(\mathbf{W})=\mathcal{M}\left(\mathbf{X}^{\prime}\right)$, then $\mathbf{X}^{\prime}\left(\mathbf{X} \mathbf{W}^{-} \mathbf{X}^{\prime}\right)^{-} \mathbf{X}=\mathbf{W}$.

Proof. Let $F_{1} \boldsymbol{\delta} \mathbf{F}_{1}^{\prime}$ be a spectral decomposition of the matrix

$$
\mathbf{X}^{\prime}\left(\mathbf{X} \mathbf{W}^{-} \mathbf{X}^{\prime}\right)^{-} \mathbf{X},
$$

i.e., $\mathbf{F}_{1}^{\prime} \mathbf{F}_{1}=\mathbf{I}$ and $\boldsymbol{\delta}$ is p.d. Let $\mathbf{J} \boldsymbol{\Delta} \mathbf{J}^{\prime}$ be spectral decomposition of the matrix $\mathbf{W}^{+}$, i.e., $\mathbf{J}^{\prime} \mathbf{J}=\mathbf{I}=\mathbf{F}_{1}^{\prime} \mathbf{F}_{1}$ and $\boldsymbol{\Delta}$ is p.d. The fact that $\mathcal{M}\left(\mathbf{X}^{\prime}\right)=\mathcal{M}(\mathbf{W})$ implies that there exists a matrix $\mathbf{U}$ such that $\mathbf{X}^{\prime}=\mathbf{J U}$ and an orthogonal matrix $\mathbf{Q}$ such that $\mathbf{F}_{1}=\mathbf{J} \mathbf{Q}$. The expression $\mathbf{X}^{\prime}\left(\mathbf{X} \mathbf{W}^{-} \mathbf{X}^{\prime}\right)^{-} \mathbf{X}$ is invariant with
respect to the choice of the g-inverse of the matrix $\mathbf{W}$ and also the matrix $\mathbf{X} \mathbf{W}^{-} \mathbf{X}^{\prime}\left(\Longleftarrow \mathcal{M}\left(\mathbf{X}^{\prime}\right)=\mathcal{M}(\mathbf{W})\right)$, and therefore, in the following, the matrix $\mathbf{J} \boldsymbol{\Delta} \mathbf{J}^{\prime}=\mathbf{W}^{+}$can be used instead of $\mathbf{W}^{-}$. Thus

$$
\begin{aligned}
\mathbf{X}^{\prime}\left(\mathbf{X} \mathbf{W}^{-} \mathbf{X}^{\prime}\right)^{-} \mathbf{X} & =\mathbf{J} \mathbf{U}\left(\mathbf{U}^{\prime} \mathbf{J}^{\prime} \mathbf{J} \boldsymbol{\Delta} \mathbf{J}^{\prime} \mathbf{J} \mathbf{U}\right)^{-} \mathbf{U}^{\prime} \mathbf{J}=\mathbf{J} \mathbf{U}\left(\mathbf{U}^{\prime} \boldsymbol{\Delta} \mathbf{U}\right)^{-} \mathbf{U}^{\prime} \mathbf{J}^{\prime}=\mathbf{F}_{1} \delta \mathbf{F}_{1}^{\prime} \\
& =\mathbf{J} \mathbf{Q} \boldsymbol{\delta} \mathbf{Q}^{\prime} \mathbf{J}^{\prime} \Longrightarrow \mathbf{Q} \boldsymbol{\delta} \mathbf{Q}^{\prime}=\mathbf{U}\left(\mathbf{U}^{\prime} \boldsymbol{\Delta} \mathbf{U}\right)^{-} \mathbf{U}^{\prime} \text { is regular }
\end{aligned}
$$

and

$$
\boldsymbol{\Delta}^{\frac{1}{2}} \mathbf{Q} \delta \mathbf{Q}^{\prime} \boldsymbol{\Delta}^{\frac{1}{2}}=\boldsymbol{\Delta}^{\frac{1}{2}} \mathbf{U}\left(\mathbf{U}^{\prime} \boldsymbol{\Delta} \mathbf{U}\right)^{-} \mathbf{U}^{\prime} \boldsymbol{\Delta}^{\frac{1}{2}}
$$

is regular and idempotent, i.e.,

$$
\begin{aligned}
& \Delta^{\frac{1}{2}} \mathbf{Q} \delta \mathbf{Q}^{\prime} \Delta \mathbf{Q} \delta \mathbf{Q}^{\prime} \Delta^{\frac{1}{2}}=\Delta^{\frac{1}{2}} \mathbf{Q} \delta \mathbf{Q}^{\prime} \Delta^{\frac{1}{2}} \\
\Longrightarrow & \delta \mathbf{Q}^{\prime} \boldsymbol{\Delta} \mathbf{Q} \delta=\delta \Longrightarrow \mathbf{Q}^{\prime} \boldsymbol{\Delta} \mathbf{Q}=\delta^{-1} \Longrightarrow \delta=\mathbf{Q}^{\prime} \boldsymbol{\Delta}^{-1} \mathbf{Q} .
\end{aligned}
$$

Thus

$$
\mathbf{X}^{\prime}\left(\mathbf{X} \mathbf{W}^{-} \mathbf{X}^{\prime}\right)^{-} \mathbf{X}=\mathbf{F}_{1} \delta \mathbf{F}_{1}^{\prime}=\mathbf{F}_{1} \mathbf{Q}^{\prime} \boldsymbol{\Delta}^{-1} \mathbf{Q} \mathbf{F}_{1}^{\prime}=\mathbf{J} \boldsymbol{\Delta}^{-1} \mathbf{J}^{\prime}=\mathbf{W}
$$

LEMMA 2.4. Let $\boldsymbol{\Sigma}$ be an $n \times n$ p.s.d. matrix, $\mathbf{X}$ an $n \times k$ matrix, and $\mathbf{B}$ a $q \times k$ matrix. The matrices $\mathbf{C}_{1}, \mathbf{C}_{2}, \mathbf{C}_{3}$ and $\mathbf{C}_{4}$ are matrices given by the relationship

$$
\left(\begin{array}{rr}
\boldsymbol{\Sigma}, & \mathbf{X} \\
\mathbf{X}^{\prime}, & \mathbf{O}
\end{array}\right)^{-}=\left(\begin{array}{rr}
\mathbf{C}_{1}, & \mathbf{C}_{2} \\
\mathbf{C}_{3}, & -\mathbf{C}_{4}
\end{array}\right)
$$

Then a version of the matrix $\left[\left(\mathbf{M}_{\mathbf{B}} \mathbf{X}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime}$ is

$$
\mathbf{A}=\left[\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)_{m\left(\mathbf{X C}_{4} \mathbf{X}^{\prime}\right)}^{-}\right]^{\prime} \mathbf{X}\left[\left(\mathbf{X}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime}
$$

Proof. With respect to Lemma 1.4, it is necessary and sufficient to prove the validity of the following two relationships

$$
\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime} \mathbf{A}^{\prime} \mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}=\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}
$$

and

$$
\boldsymbol{\Sigma} \mathbf{A}^{\prime} \mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}=X \mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{A} \boldsymbol{\Sigma}
$$

The validity of the first is obvious.
With respect to the properties of the Pandora-Box matrix (cf. [4] and [1; p. 176])

$$
\mathbf{X C}_{3} \boldsymbol{\Sigma}=\mathbf{\Sigma} \mathbf{C}_{3}^{\prime} \mathbf{X}^{\prime}=\mathbf{X C}_{4} \mathbf{X}^{\prime}
$$

and $\mathbf{C}_{3}^{\prime}$ can be chosen as $\left(\mathbf{X}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}$. Now

$$
\begin{aligned}
\boldsymbol{\Sigma} \mathbf{A}^{\prime} \mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime} & =\boldsymbol{\Sigma}\left(\mathbf{X}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-} \mathbf{X}^{\prime}\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)_{m\left(\mathbf{X C}_{4} \mathbf{X}^{\prime}\right)}^{-} \mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime} \\
& =\mathbf{X} \mathbf{C}_{4} \mathbf{X}^{\prime}\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)_{m\left(\mathbf{X C}_{4} \mathbf{X}^{\prime}\right)}^{-} \mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}
\end{aligned}
$$

what is, with respect to Lemma 1.4, a symmetric matrix.
This lemma characterizes geometrically the estimation in the sample space $\mathbb{R}^{n}$. Let in the model from Definition 2.1, $\boldsymbol{b}=\boldsymbol{O}$ and $\boldsymbol{\Sigma}$ be regular. Then the $\boldsymbol{\Sigma}$-LBLUE of $\mathbf{X} \boldsymbol{\beta}$ is

$$
\mathbf{X} \mathbf{M}_{\mathbf{B}^{\prime}}\left[\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)_{m(\Sigma)}^{-}\right]^{\prime} \mathbf{Y},
$$

where $\mathbf{X} \mathbf{M}_{\mathbf{B}^{\prime}}\left[\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime}$ is the projection matrix in $\left(\mathbb{R}^{n},\|\cdot\|_{\boldsymbol{\Sigma}^{-1}}\right)$ on the subspace $\mathcal{M}\left(\mathbf{X M}_{\mathbf{B}^{\prime}}\right)$. The resulting estimator can be obtained as a projection, by the projection matrix $\mathbf{X M}_{\mathbf{B}^{\prime}}\left[\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)_{m}^{-}\left(\mathbf{X C}_{4} \mathbf{X}^{\prime}\right)\right]^{\prime}$, of the estimator $\mathbf{X}\left[\left(\mathbf{X}^{\prime}\right)_{m(\Sigma)}^{-}\right]^{\prime} \boldsymbol{Y}$, which does not respect the constraints $\mathcal{V}$. (The matrix $\mathbf{X}\left[\left(\mathbf{X}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime}$ is the projection matrix on $\mathcal{M}(\mathbf{X})$ in $\left(\mathbb{R}^{n},\|\cdot\|_{\boldsymbol{\Sigma}^{-1}}\right)$.)

Corollary 2.7 characterizes geometrically the estimation in the case when $\boldsymbol{\beta}$ is unbiasedly estimable.

LEMMA 2.5. Let $\boldsymbol{\beta}_{0}^{*}$ be within the model from Definition 2.1 any fixed solution of the equation $\mathbf{b}+\mathbf{B} \boldsymbol{\beta}=\boldsymbol{O}$. Then for each $\boldsymbol{\beta} \in\{\boldsymbol{u}: \mathbf{b}+\mathbf{B u}=\boldsymbol{O}\}$ one has

$$
\mathbf{X} \boldsymbol{\beta}-\mathbf{X} \mathbf{M}_{\mathbf{B}^{\prime}}\left[\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)_{m(\Sigma)}^{-}\right]^{\prime} \mathbf{X} \boldsymbol{\beta}=\mathbf{X} \boldsymbol{\beta}_{0}^{*}-\mathbf{X} \mathbf{M}_{\mathbf{B}^{\prime}}\left[\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)_{m(\Sigma)}^{-}\right]^{\prime} \mathbf{X} \boldsymbol{\beta}_{0}^{*} .
$$

Proof. It is sufficient to realize that $\boldsymbol{\beta}=\boldsymbol{\beta}_{0}^{*}+\mathbf{M}_{\mathbf{B}^{\prime}} \boldsymbol{\kappa}$.
The notation $\mathbf{X} \mathbf{u}^{*}$ is used for $\mathbf{X} \boldsymbol{\beta}_{0}^{*}-\mathbf{X} \mathbf{M}_{\mathbf{B}^{\prime}}\left[\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime} \mathbf{X} \boldsymbol{\beta}_{0}^{*}$.
Theorem 2.6. In the model from Definition 2.1
(i) the $\boldsymbol{\Sigma}-L B L U E$ of $\mathbf{X} \boldsymbol{\beta}$ is

$$
\widehat{\widehat{X \beta}}=\mathbf{X P}_{\mathcal{K} e r(\mathbf{B})}^{\mathbf{L}} \hat{\boldsymbol{\beta}}+\mathbf{X} \mathbf{u}^{*}
$$

where $\widehat{\mathbf{X} \boldsymbol{\beta}}=\mathbf{X}\left[\left(\mathbf{X}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime} \boldsymbol{Y}$ (the $\boldsymbol{\Sigma}-L B L U E$ of $\mathbf{X} \boldsymbol{\beta}$ in the model $\mathbf{Y} \sim$ $\left.(\mathbf{X} \boldsymbol{\beta}, \boldsymbol{\Sigma}), \boldsymbol{\beta} \in \mathbb{R}^{k}\right), \hat{\boldsymbol{\beta}}=\left[\left(\mathbf{X}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime} \boldsymbol{Y}$ (one version of the $\boldsymbol{\Sigma}-L B L U E$ of $\boldsymbol{\beta}$ in the same model; if the model is regular, then there exists only one such estimator) and $\boldsymbol{u}^{*}=-\mathbf{B}_{m(\mathbf{L})}^{-} \boldsymbol{b}$,
(ii)

$$
\mathbf{u}^{*} \in \mathcal{V}=\{\mathbf{u}: \quad \boldsymbol{b}+\mathbf{B} \mathbf{u}=\mathbf{O}\} \quad \text { and } \quad \mathbf{u}^{*} \perp_{\mathbf{L}} \mathcal{K} \operatorname{er}(\mathbf{B})
$$

(iii)

$$
\begin{aligned}
& \operatorname{Var}(\widehat{\widehat{\mathbf{X} \boldsymbol{\beta}}} \mid \boldsymbol{\Sigma})=\mathbf{X}\left[\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{L} \mathbf{M}_{\mathbf{B}^{\prime}}\right)^{+}-\mathbf{M}_{\mathbf{B}^{\prime}}\right] \mathbf{X}^{\prime} \\
& \operatorname{Var}(\widehat{\mathbf{X} \boldsymbol{\beta}} \mid \boldsymbol{\Sigma})=\mathbf{X}\left\{\left[\mathbf{X}^{\prime}\left(\boldsymbol{\Sigma}+\mathbf{X} \mathbf{X}^{\prime}\right)^{-} \mathbf{X}\right]^{+}-\mathbf{I}\right\} \mathbf{X}^{\prime} \\
& \operatorname{Var}(\widehat{\widehat{\mathbf{X} \boldsymbol{\beta}}} \mid \boldsymbol{\Sigma}) \leq \mathbf{L} \operatorname{Var}(\widehat{\mathbf{X} \boldsymbol{\beta}} \mid \boldsymbol{\Sigma})
\end{aligned}
$$

( $\leq_{\mathbf{L}}$ denotes the Loevner ordering p.s.d. matrices).

Proof.
(i) Let $\boldsymbol{\beta}_{\mathbf{0}}$ be any fixed solution of the equation $\boldsymbol{b}+\mathbf{B} \boldsymbol{\beta}=\boldsymbol{O}$, and $\mathbf{K}_{\mathbf{B}}$ be a $k \times[k-r(\mathbf{B})]$ matrix satisfying the equality $\mathcal{M}\left(\mathbf{K}_{\mathbf{B}}\right)=\mathcal{K} e r(\mathbf{B})\left(=\mathcal{M}\left(\mathbf{M}_{\mathbf{B}^{\prime}}\right)\right)$. Then the model

$$
\boldsymbol{Y}-\mathbf{X} \boldsymbol{\beta}_{0} \sim\left(\mathbf{X K}_{\mathbf{B}} \boldsymbol{\gamma}, \mathbf{\Sigma}\right), \quad \boldsymbol{\gamma} \in \mathbb{R}^{k-r(\mathbf{B})},
$$

is equivalent to the model from Definition 2.1, and $\mathbf{X} \boldsymbol{\beta}=\mathbf{X} \boldsymbol{\beta}_{0}+\mathbf{X} \mathbf{K}_{\mathbf{B}} \boldsymbol{\gamma}$. Thus

$$
\widehat{\widehat{\mathbf{X \beta}}}=\mathbf{X} \boldsymbol{\beta}_{0}+\mathbf{X} K_{\mathbf{B}}\left\{\left[\left(\mathbf{X} \mathbf{K}_{\mathbf{B}}\right)^{\prime}\right]_{m(\boldsymbol{\Sigma})}^{-}\right\}^{\prime}\left(\boldsymbol{Y}-\mathbf{X} \boldsymbol{\beta}_{0}\right) .
$$

As $\mathcal{M}\left(\mathbf{X K}_{\mathbf{B}}\right)=\mathcal{M}\left(\mathbf{X M}_{\mathbf{B}^{\prime}}\right)$, then, with respect to Lemma 1.4,

$$
\mathbf{X K}_{\mathbf{B}}\left\{\left[\left(\mathbf{X K}_{\mathbf{B}}\right)^{\prime}\right]_{m(\boldsymbol{\Sigma})}^{-}\right\}^{\prime}=\mathbf{X M}_{\mathbf{B}^{\prime}}\left\{\left[\left(\mathbf{X M}_{\mathbf{B}^{\prime}}\right)^{\prime}\right]_{m(\boldsymbol{\Sigma})}^{-}\right\}^{\prime}
$$

In accordance with Lemma 2.4,

$$
\begin{aligned}
& \widehat{\widehat{X B}}= X M_{\mathbf{B}^{\prime}} \\
& {\left[\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)_{m\left(\mathbf{X C}_{4} \mathbf{X}^{\prime}\right)}^{-}\right]^{\prime} \mathbf{X}\left[\left(\mathbf{X}^{\prime}\right)_{m(\Sigma)}^{-}\right]^{\prime} \boldsymbol{Y} } \\
&+\mathbf{X}\left\{\mathbf{I}-\mathbf{M}_{\mathbf{B}^{\prime}}\left[\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)_{m\left(\mathbf{X C}_{4} \mathbf{X}^{\prime}\right)}^{-}\right]^{\prime} \mathbf{X}\right\} \beta_{0} .
\end{aligned}
$$

The expression $\mathbf{M}_{\mathbf{B}^{\prime}}\left[\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)_{m}^{-}\left(\mathbf{X} \mathbf{C}_{4} \mathbf{X}^{\prime}\right)\right]^{\prime} \mathbf{X}$ gives the whole class of matrices, however $\mathbf{X M}_{\mathbf{B}^{\prime}}\left[\left(\mathbf{M}_{\mathbf{B}^{\prime}}, \mathbf{X}^{\prime}\right)_{m\left(\mathbf{X C}_{4} \mathbf{X}^{\prime}\right)}^{-}\right]^{\prime} \mathbf{X}$ is only one matrix; we show that it can be expressed in the form $X P_{\mathcal{K} e^{L}(B)}^{L}$.

Let $\mathbf{X P}=\mathbf{X} \mathbf{M}_{\mathbf{B}^{\prime}}\left[\left(\mathbf{M}_{\mathbf{B}} \mathbf{X}^{\prime}\right)_{m}\left(\mathbf{X C}_{4} \mathbf{X}^{\prime}\right)\right]^{\prime} \mathbf{X}$. According to Lemma 1.5,

$$
\mathbf{X P}=X M_{\mathbf{B}^{\prime}}\left[M_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\left(X C_{4} \mathbf{X}^{\prime}+X M_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)^{+} X \mathbf{M}_{\mathbf{B}^{\prime}}\right]^{+} \mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\left(\mathbf{X C} C_{4} \mathbf{X}^{\prime}+X \mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)^{+} \mathbf{X} .
$$

Lemma 1.2 implies

$$
\begin{aligned}
\mathbf{X P} & =\mathbf{X} \mathbf{M}_{\mathbf{B}^{\prime}}\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{L} \mathbf{M}_{\mathbf{B}^{\prime}}\right)^{+}\left(\mathbf{L}-\mathbf{B}^{\prime} \mathbf{B}\right) \\
& =\mathbf{X} \mathbf{M}_{\mathbf{B}^{\prime}}\left[\mathbf{L}^{+}-\mathbf{L}^{+} \mathbf{B}^{\prime}\left(\mathbf{B L} \mathbf{L}^{+} \mathbf{B}^{\prime}\right)^{+} \mathbf{B L} \mathbf{L}^{+}\right]\left(\mathbf{L}-\mathbf{B}^{\prime} \mathbf{B}\right) \\
& =\mathbf{X} \mathbf{B}_{\mathbf{B}}, \mathbf{P}_{\mathcal{K} e r(B)}^{\mathbf{L}}=\mathbf{X} \mathbf{P}_{\mathcal{K} e r(B)}^{\mathbf{L}} .
\end{aligned}
$$

Thus

$$
\mathbf{X K}_{\boldsymbol{B}}\left\{\left[\left(\mathbf{X K}_{\mathbf{B}}\right)^{\prime}\right]_{m(\Sigma)}^{-}\right\}^{\prime} \boldsymbol{Y}=\mathbf{X P}_{\operatorname{Ker}(\mathbf{B})}^{\mathrm{L}}\left[\left(\mathbf{X}^{\prime}\right)_{m(\Sigma)}^{-}\right]^{\prime} \boldsymbol{Y}
$$

Finally,

$$
\begin{aligned}
& \mathbf{X}\left\{\mathbf{I}-\mathbf{M}_{\mathbf{B}^{\prime}}\left[\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)_{m}^{-}\left(\mathbf{X C}_{4} \mathbf{X}^{\prime}\right)\right]^{\prime} \mathbf{X}\right\} \boldsymbol{\beta}_{0} \\
& =\mathbf{X}\left\{\mathbf{I}-\mathbf{M}_{\mathbf{B}^{\prime}}\left[\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\left(\mathbf{X C} \mathbf{C}_{4} \mathbf{X}^{\prime}+\mathbf{X} \mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)^{+} \mathbf{X} \mathbf{M}_{\mathbf{B}^{\prime}}\right]^{+} \mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime} .\right. \\
& \left.\cdot\left(\mathbf{X C}_{4} \mathbf{X}^{\prime}+\mathbf{X M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)^{+} \mathbf{X}\right\} \boldsymbol{\beta}_{0} \\
& =\mathbf{X}\left\{\mathbf{I}-\left[\mathbf{L}^{+}-\mathbf{L}^{+} \mathbf{B}^{\prime}\left(\mathbf{B L}^{+} \mathbf{B}^{\prime}\right)^{+} \mathbf{B L}^{+}\right]\left(\mathbf{L}-\mathbf{B}^{\prime} \mathbf{B}\right)\right\} \boldsymbol{\beta}_{0} \\
& =\left\{\mathbf{X}-\mathbf{X}\left[\mathbf{L}^{+} \mathbf{L}-\mathbf{L}^{+} \mathbf{B}^{\prime} \mathbf{B}-\mathbf{L}^{+} \mathbf{B}^{\prime}\left(\mathbf{B L}^{+} \mathbf{B}^{\prime}\right)^{+} \mathbf{B} \mathbf{L}^{+} \mathbf{L}+\mathbf{L}^{+} \mathbf{B}^{\prime}\left(\mathbf{B L}^{+} \mathbf{B}^{\prime}\right)^{+} \mathbf{B L}^{+} \mathbf{B}^{\prime} \mathbf{B}\right]\right\} \boldsymbol{\beta}_{0} \\
& =\left[\mathbf{X}-\mathbf{X}+\mathbf{X L} \mathbf{L}^{+} \mathbf{B}^{\prime} \mathbf{B}+\mathbf{X L} \mathbf{L}^{+} \mathbf{B}^{\prime}\left(\mathbf{B L}^{+} \mathbf{B}^{\prime}\right)^{+} \mathbf{B}-\mathbf{X L}^{+} \mathbf{B}^{\prime}\left(\mathbf{B L}^{+} \mathbf{B}^{\prime}\right)^{+} \mathbf{B L}^{+} \mathbf{B}^{\prime} \mathbf{B}\right] \boldsymbol{\beta}_{0} \\
& =\mathbf{X L}{ }^{+} \mathbf{B}^{\prime}\left(\mathbf{B L}^{+} \mathbf{B}^{\prime}\right)^{+} \mathbf{B} \boldsymbol{\beta}_{0}=-\mathbf{X B} \mathbf{B}_{m(\mathbf{L})}^{-} \boldsymbol{b}
\end{aligned}
$$

since $\mathbf{X L}{ }^{+} \mathbf{L}=\mathbf{X}, \mathbf{B L} \mathbf{L}^{+}=\mathbf{B}$ and $\mathbf{X L} \mathbf{L}^{+} \mathbf{B}^{\prime}\left(\mathbf{B L}^{+} \mathbf{B}^{\prime}\right)^{+} \mathbf{B L} \mathbf{C}^{+} \mathbf{B}^{\prime}=\mathbf{X L}^{+} \mathbf{B}^{\prime}$.
(ii) As $\boldsymbol{b} \in \mathcal{M}(\mathbf{B})$, obviously $\boldsymbol{b}+\mathbf{B}\left(-\mathbf{B}^{-} \boldsymbol{b}\right)=\boldsymbol{O}$. Further, $\mathcal{K} \operatorname{er}(\mathbf{B})=\mathcal{M}(\mathbf{I}-$
$\left.\mathbf{B}^{-} \mathbf{B}\right)$ and $\boldsymbol{b}=\mathbf{B}$ for some vector $\boldsymbol{s} \in \mathbb{R}^{q}$; thus

$$
\begin{aligned}
& \mathbf{u}^{*} \mathbf{L}\left(\mathbf{I}-\mathbf{B}^{-} \mathbf{B}\right)=-\mathbf{b}^{\prime}\left(\mathbf{B}_{\mathbf{M}(\mathbf{L})}^{-}\right)^{\prime} \mathbf{L}+\boldsymbol{b}^{\prime}\left(\mathbf{B}_{m(\mathbf{L})}^{-}\right)^{\prime} \mathbf{L B} \mathbf{B}^{-} \mathbf{B} \\
&\left.=-\boldsymbol{s}^{\prime} \mathbf{B}^{\prime}\left(\mathbf{B}_{m(\mathbf{L})}^{-}\right)^{\prime} \mathbf{L}\left(\mathbf{I}-\mathbf{B B}^{-}\right)=-\boldsymbol{s}^{\prime} \mathbf{L B _ { m }}-\mathbf{L}\right) \\
& \mathbf{B}\left(\mathbf{I}-\mathbf{B}^{-} \mathbf{B}\right)=\mathbf{O}
\end{aligned}
$$

(cf. Lemma 1.4).
(iii) Thanks to Lemma 1.4, for any $n \times k$ matrix $\mathbf{A}$ we have

$$
\begin{aligned}
\operatorname{Var}\left\{\mathbf{A}\left[\left(\mathbf{A}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime} \boldsymbol{Y} \mid \boldsymbol{\Sigma}\right\} & =\mathbf{A}\left[\left(\mathbf{A}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime} \boldsymbol{\Sigma}\left(\mathbf{A}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-} \mathbf{A}^{\prime} \\
& =\mathbf{A}\left[\left(\mathbf{A}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime}\left\{\mathbf{A}\left[\left(\mathbf{A}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime}\right\} \boldsymbol{\Sigma}=\mathbf{A}\left[\left(\mathbf{A}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime} \boldsymbol{\Sigma}
\end{aligned}
$$

Thus, Lemmas 1.4 and 2.4 together with (i) imply

$$
\begin{aligned}
& \operatorname{Var}(\widehat{\widehat{\mathbf{X} \boldsymbol{\beta}}} \mid \boldsymbol{\Sigma})=\mathbf{X M}_{\mathbf{B}^{\prime}}\left[\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)_{m\left(\mathbf{X C}_{4} \mathbf{X}^{\prime}\right)}^{-}\right]^{\prime} \mathbf{X C}_{4} \mathbf{X}^{\prime} \\
& =X M_{\mathbf{B}^{\prime}}\left[M_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\left(\mathbf{X C} \mathbf{C}_{4} \mathbf{X}^{\prime}+\mathbf{X} M_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)^{+} \mathbf{X} \mathbf{M}_{\mathbf{B}^{\prime}}\right]^{-} \mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\left(\mathbf{X C}_{4} \mathbf{X}^{\prime}+\mathbf{X} \mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)^{+} \mathbf{X C} \mathbf{C}_{4} \mathbf{X}^{\prime} \\
& =\mathbf{X}\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{L} \mathbf{M}_{\mathbf{B}^{\prime}}\right)^{+} \mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\left(\mathbf{X C} \mathbf{C}_{4} \mathbf{X}^{\prime}+\mathbf{X} \mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)^{+}\left(\mathbf{X C}_{4} \mathbf{X}^{\prime}+\mathbf{X} \mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}-\mathbf{X} \mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right) \\
& =\mathbf{X}\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{L} \mathbf{M}_{\mathbf{B}^{\prime}}\right)^{+} \mathbf{X}^{\prime}-\mathbf{X M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime} .
\end{aligned}
$$

The expression for $\operatorname{Var}(\widehat{\mathbf{X} \boldsymbol{\beta}} \mid \boldsymbol{\Sigma})$ is given in [1; Theorem 5.2.5].
Furthermore

$$
\left.\left.\begin{array}{rl}
\mathbf{0} & \leq \mathbf{L}\left\{\mathbf{I}-\mathbf{X} \mathbf{M}_{\mathbf{B}^{\prime}}\left[\left(\mathbf{M}_{\mathbf{B}^{\prime}}, \mathbf{X}^{\prime}\right)_{m}^{-}\left(\mathbf{X C}_{4} \mathbf{X}^{\prime}\right)\right.\right.
\end{array}\right]^{\prime}\right\} \mathbf{X}\left[\left(\mathbf{X}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime} \boldsymbol{\Sigma} .
$$

here the facts that $\mathbf{X}\left[\left(\mathbf{X}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime} \boldsymbol{\Sigma}=\mathbf{X} \mathbf{C}_{4} \mathbf{X}^{\prime}$ and

$$
\begin{aligned}
& \mathbf{X} \mathbf{M}_{\mathbf{B}^{\prime}}\left[\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)_{m\left(\mathbf{X} \mathbf{C}_{4} \mathbf{X}^{\prime}\right)}^{-}\right]^{\prime} \mathbf{X}\left[\left(\mathbf{X}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime} \boldsymbol{\Sigma} \\
= & \mathbf{X} \mathbf{M}_{\mathbf{B}^{\prime}}\left[\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)_{m\left(\mathbf{X} \mathbf{C}_{4} \mathbf{X}^{\prime}\right)}^{-}\right]^{\prime} \mathbf{X}\left[\left(\mathbf{X}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime} \boldsymbol{\Sigma}\left(\mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}\right)_{m\left(\mathbf{X C}_{4} \mathbf{X}^{\prime}\right)}^{-} \mathbf{M}_{\mathbf{B}^{\prime}} \mathbf{X}^{\prime}
\end{aligned}
$$

were utilized.
Corollaries 2.7, 2.8 and 2.9 can be proved analogously.
COROLLARY 2.7. Let the model from Definition 2.1 be regular. Then
(i) the $\boldsymbol{\Sigma}-L B L U E$ of $\boldsymbol{\beta}$ is $\hat{\hat{\boldsymbol{\beta}}}$, where

$$
\begin{aligned}
\mathbf{X} \hat{\boldsymbol{\beta}} & =\mathbf{X} \boldsymbol{\beta}_{0}+\mathbf{P}_{\mathbf{X} \mathbf{X}_{\mathbf{B}^{\prime}}}^{\boldsymbol{\Sigma}^{-1}}\left(\boldsymbol{Y}-\mathbf{X} \boldsymbol{\beta}_{0}\right)=\mathbf{X} \boldsymbol{\beta}_{0}+\mathbf{P}_{\mathbf{X} \mathbf{M}_{\mathbf{B}^{\prime}}}^{(\mathbf{X C})^{-1} \mathbf{X}^{\prime}+}\left(\mathbf{X} \hat{\boldsymbol{\beta}}-\mathbf{X} \boldsymbol{\beta}_{0}\right) \\
& =\mathbf{X}\left[\boldsymbol{\beta}_{0}+\mathbf{P}_{\mathcal{K} e r(\mathbf{B})}^{\mathbf{X}^{\prime}\left(\mathbf{X C} \mathbf{X}^{-1} \mathbf{X}^{\prime}\right)^{-} \mathbf{X}}\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}_{0}\right)\right]=\mathbf{X}\left(\boldsymbol{u}^{*}+\mathbf{P}_{\mathcal{K} e r(\mathbf{B})}^{\mathbf{C}} \hat{\boldsymbol{\beta}}\right),
\end{aligned}
$$

$\hat{\boldsymbol{\beta}}=\mathbf{C}^{-1} \mathbf{X}^{\prime} \boldsymbol{\Sigma}^{-1} \boldsymbol{Y} \quad\left(\right.$ the $\boldsymbol{\Sigma}-L B L U E$ of $\boldsymbol{\beta}$ in the model $\left.Y \sim(\mathbf{X} \boldsymbol{\beta}, \boldsymbol{\Sigma}), \boldsymbol{\beta} \in \mathbb{R}^{k}\right)$,
(ii) $\hat{\boldsymbol{\beta}}=\left[\mathbf{I}-\mathbf{C}^{-1} \mathbf{B}^{\prime}\left(\mathbf{B C} \mathbf{C}^{-1} \mathbf{B}^{\prime}\right)^{-1} \mathbf{B}\right] \hat{\boldsymbol{\beta}}-\mathbf{C}^{-1} \mathbf{B}^{\prime}\left(\mathbf{B C} \mathbf{C}^{-1} \mathbf{B}^{\prime}\right)^{-1} \boldsymbol{b}$,
(iii) $\boldsymbol{u}^{*}=-\mathbf{C}^{-1} \mathbf{B}^{\prime}\left(\mathbf{B} \mathbf{C}^{-1} \mathbf{B}^{\prime}\right)^{-1} \boldsymbol{b} \in \mathcal{V}, \boldsymbol{u}^{*} \perp_{\mathbf{C}} \mathcal{K} \operatorname{Ker}(\mathbf{B})$,
(iv) $\operatorname{Var}(\hat{\boldsymbol{\beta}} \mid \boldsymbol{\Sigma})=\mathbf{C}^{-1}-\mathbf{C}^{-1} \mathbf{B}^{\prime} \mathbf{D}^{-1} \mathbf{B} \mathbf{C}^{-1}=\mathbf{P} \mathbf{C}^{-1} \mathbf{P}^{\prime}=\mathbf{P} \mathbf{C}^{-1}=\mathbf{C}^{-1} \mathbf{P}^{\prime}$,
where $\mathbf{C}^{-1}=\operatorname{Var}(\hat{\boldsymbol{\beta}} \mid \boldsymbol{\Sigma})$ and $\mathbf{P}=\mathbf{P}_{\mathcal{K} e r(\mathbf{B})}^{\mathbf{C}}$.
Corollary 2.8. If $\mathbf{X}=\mathbf{I}$, then the model from Definition 2.1 represents a direct observation of an incomplete vector parameter with constraints (cf. [3]). If this model is regular, then $\hat{\boldsymbol{\beta}}=\boldsymbol{Y}, \operatorname{Var}(\hat{\boldsymbol{\beta}} \mid \boldsymbol{\Sigma})=\boldsymbol{\Sigma}, \hat{\hat{\boldsymbol{\beta}}}=\mathbf{P}_{\mathcal{K} e r(\mathbf{B})}^{\boldsymbol{\Sigma}^{\boldsymbol{- 1}}} \hat{\boldsymbol{\beta}}+\mathbf{u}^{*}$, $\mathbf{P}_{\mathcal{K} e r(\mathbf{B})}^{\boldsymbol{\Sigma}^{-1}}=\mathbf{I}-\boldsymbol{\Sigma} \mathbf{B}^{\prime}\left(\mathbf{B} \boldsymbol{\Sigma} \mathbf{B}^{\prime}\right)^{-1} \mathbf{B}, \boldsymbol{u}^{*}=-\boldsymbol{\Sigma} \mathbf{B}^{\prime}\left(\mathbf{B} \boldsymbol{\Sigma} \mathbf{B}^{\prime}\right)^{-1} \boldsymbol{b}=-\mathbf{B}_{m\left(\boldsymbol{\Sigma}^{-1}\right)}^{-} \boldsymbol{b}, \boldsymbol{u}^{*} \in \mathcal{V}$, $\boldsymbol{u}^{*} \perp_{\boldsymbol{\Sigma}^{-1}} \operatorname{Ker}(\mathbf{B})$.
Corollary 2.9. The $\boldsymbol{\Sigma}$-LBLUE of $\mathbf{X} \boldsymbol{\beta}$ in the model from Definition 2.1 is (i)

$$
\begin{aligned}
\widehat{\widehat{\mathbf{X} \boldsymbol{\beta}}} & =\mathbf{X} \mathbf{P}_{\mathcal{K} e r(\mathbf{B})}^{\mathbf{C}} \mathbf{C}^{-} \mathbf{X}^{\prime} \mathbf{\Sigma}^{-} \boldsymbol{Y}+\mathbf{X} \mathbf{u}^{*} \\
\mathbf{u}^{*} & =-\mathbf{B}_{m(\mathbf{C})}^{-} \boldsymbol{b}
\end{aligned}
$$

if, simultaneously, $\mathcal{M}\left(\mathbf{B}^{\prime}\right) \subset \mathcal{M}\left(\mathbf{X}^{\prime}\right)$ and $\mathcal{M}(\mathbf{X}) \subset \mathcal{M}(\mathbf{\Sigma})$,
(ii)

$$
\begin{aligned}
& \widehat{\widehat{\mathbf{X} \boldsymbol{\beta}}}=\mathbf{X} \mathbf{P}_{\mathcal{K} e r(\mathbf{B})}^{\mathbf{G}} \mathbf{C}^{-} \mathbf{X}^{\prime} \boldsymbol{\Sigma}^{-} \mathbf{Y}+\mathbf{X} \mathbf{u}^{*} \\
&=\mathbf{X} \mathbf{P}_{\mathcal{K} e r(\mathbf{B})}^{\mathbf{G}} \mathbf{G}^{-} \mathbf{X}^{\prime} \boldsymbol{\Sigma}^{-} \mathbf{Y}+\mathbf{X} \mathbf{u}^{*} \\
& \mathbf{u}^{*}=-\mathbf{B}_{m(\mathbf{G})}^{-} \boldsymbol{b} \\
& \text { if } \mathcal{M}\left(\mathbf{B}^{\prime}\right) \not \subset \mathcal{M}\left(\mathbf{X}^{\prime}\right) \text { and } \mathcal{M}(\mathbf{X}) \subset \mathcal{M}(\boldsymbol{\Sigma}) .
\end{aligned}
$$

THEOREM 2.10. Consider the estimators $\mathbf{X} \hat{\boldsymbol{\beta}}=\mathbf{X}\left[\left(\mathbf{X}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime} \boldsymbol{Y}, \mathbf{X} \mathbf{P}_{\mathcal{K} e r(\mathbf{B})}^{\mathbf{C}} \hat{\boldsymbol{\beta}}-$ $\mathbf{X} \mathbf{B}_{m(\mathbf{C})}^{-} \boldsymbol{b}, \mathbf{X} \tilde{\tilde{\boldsymbol{\beta}}}=\mathbf{X G}^{-} \mathbf{X}^{\prime} \boldsymbol{\Sigma}^{-} \boldsymbol{Y}-\mathbf{X G}^{-} \mathbf{B}^{\prime} \boldsymbol{b}$ and $\mathbf{X} \mathbf{P}_{\mathcal{K} e r(\mathbf{B})}^{\mathbf{G}} \tilde{\tilde{\boldsymbol{\beta}}}-\mathbf{X G}^{-} \mathbf{B}^{\prime} \mathbf{H}^{-} \boldsymbol{b}$ from Corollary 2.8 (all these estimators are unbiased). Then
(i) $\operatorname{Var}(\mathbf{X} \hat{\boldsymbol{\beta}} \mid \boldsymbol{\Sigma})=\mathbf{X} \mathbf{C}^{-} \mathbf{X}^{\prime}$,
(ii) $\operatorname{Var}(\mathbf{X} \tilde{\tilde{\boldsymbol{\beta}}} \mid \boldsymbol{\Sigma})=\mathbf{X} \mathbf{G}^{-} \mathbf{X}^{\prime}-\mathbf{X} \mathbf{G}^{-} \mathbf{B}^{\prime} \mathbf{B} \mathbf{G}^{-} \mathbf{X}^{\prime}$,
(iii) $\operatorname{Var}\left(\mathbf{X} \mathbf{P}_{\mathcal{K} e r(\mathbf{B})}^{\mathbf{C}} \hat{\boldsymbol{\beta}} \mid \boldsymbol{\Sigma}\right)=\operatorname{Var}(\mathbf{X} \hat{\boldsymbol{\beta}} \mid \boldsymbol{\Sigma})-\mathbf{X} \mathbf{C}^{-} \mathbf{B}^{\prime} \mathbf{D}^{-} \mathbf{B C} \mathbf{C}^{-} \mathbf{X}^{\prime}$,

$$
\begin{equation*}
\operatorname{Var}\left(\mathbf{X} \mathbf{P}_{\mathcal{K} e r(\mathbf{B})}^{\mathbf{G}} \tilde{\tilde{\boldsymbol{\beta}}} \mid \boldsymbol{\Sigma}\right)=\operatorname{Var}\left(\mathbf{X} \mathbf{P}_{\mathcal{K} e r(\mathbf{B})}^{\mathbf{G}} \hat{\boldsymbol{\beta}} \mid \boldsymbol{\Sigma}\right)=\mathbf{X G}^{-} \mathbf{X}^{\prime}-\mathbf{X G}^{-} \mathbf{B}^{\prime} \mathbf{H}^{-} \mathbf{B G}^{-} \mathbf{X}^{\prime} \tag{iv}
\end{equation*}
$$

Further,

$$
\begin{aligned}
& \text { (v) } \operatorname{Var}(\mathbf{X} \hat{\boldsymbol{\beta}} \mid \boldsymbol{\Sigma}) \geq_{\mathbf{L}} \operatorname{Var}(\mathbf{X} \tilde{\tilde{\boldsymbol{\beta}}} \mid \boldsymbol{\Sigma}) \geq_{\mathbf{L}} \operatorname{Var}\left(\mathbf{X P}_{\mathcal{K} e r(\mathbf{B})}^{\mathbf{G}} \tilde{\tilde{\boldsymbol{\beta}}} \mid \boldsymbol{\Sigma}\right), \\
& \text { (vi) } \operatorname{Var}(\mathbf{X} \hat{\boldsymbol{\beta}} \mid \boldsymbol{\Sigma}) \geq_{\mathbf{L}} \operatorname{Var}\left(\mathbf{X P}_{\mathcal{K}_{\mathcal{K} e r} \mathbf{C}(\mathbf{B})} \hat{\boldsymbol{\beta}} \mid \boldsymbol{\Sigma}\right)
\end{aligned}
$$

Proof. It is an elementary task to prove the unbiasedness and the statements (i), (ii), (iii), (iv) and the first inequality in (v). As far as the second inequality in (v) is concerned, obviously

$$
\mathbf{I} \geq_{L} \mathbf{B}\left(B^{\prime} \mathbf{B}\right)^{-} \mathbf{B}^{\prime} \geq_{L} \mathbf{B}\left(\mathbf{C}+B^{\prime} \mathbf{B}\right)^{-} \mathbf{B}^{\prime}=\mathbf{H} .
$$

As $\mathcal{M}(\mathbf{B}) \subset \mathcal{M}(\mathbf{H})$, the matrix $\mathbf{B}^{\prime} \mathbf{H}^{-} \mathbf{B}$ does not depend on the g-inverse and $\mathbf{B}^{\prime} \mathbf{H}^{-} \mathbf{B} \geq_{\mathbf{L}} \mathbf{B}^{\prime} \mathbf{B}$. The last inequality is implied by the following consideration: $\mathbf{I} \geq_{\mathbf{L}} \mathbf{H} \Longrightarrow \mathbf{I} \geq_{\mathbf{L}} \mathbf{R}$, where $\mathbf{R}=\operatorname{Diag}\left(R_{1,1}, \ldots, R_{q, q}\right), \mathbf{H}=\mathbf{Q R Q}^{\prime}$, and $\mathbf{Q}$ is a proper orthogonal matrix. Here $1 \geq R_{i, i} \geq 0, i=1, \ldots, q$; thus $\mathbf{R} \geq \mathbf{L}$ $\mathbf{R}^{2}$. As $\mathcal{M}(\mathbf{B}) \subset \mathcal{M}(\mathbf{H})$, there exists a matrix $\mathbf{S}$ such that $\mathbf{B}=\mathbf{H S}$. Thus $\mathbf{B}^{\prime} \mathbf{B}=\mathbf{S}^{\prime} \mathbf{H}^{2} \mathbf{S}=\mathbf{S}^{\prime} \mathbf{Q} \mathbf{Q}^{\prime} \mathbf{H}^{2} \mathbf{Q} \mathbf{Q}^{\prime} \mathbf{S}=\mathbf{S}^{\prime} \mathbf{Q} \mathbf{R}^{2} \mathbf{Q}^{\prime} \mathbf{S}$. Further $\mathbf{B}^{\prime} \mathbf{H}^{-} \mathbf{B}=\mathbf{S}^{\prime} \mathbf{H S}=$ $\mathbf{S}^{\prime} \mathbf{Q} \mathbf{Q}^{\prime} \mathbf{H Q Q} \mathbf{Q}^{\prime} \mathbf{S}=\mathbf{S}^{\prime} \mathbf{Q R} \mathbf{Q}^{\prime} \mathbf{S}$, which implies $\mathbf{B}^{\prime} \mathbf{B}=\mathbf{S}^{\prime} \mathbf{Q} \mathbf{R}^{2} \mathbf{Q}^{\prime} \mathbf{S} \leq_{\mathbf{L}} \mathbf{S}^{\prime} \mathbf{Q R Q} \mathbf{Q}^{\prime} \mathbf{S}=$ $\mathbf{B}^{\prime} \mathbf{H}^{-} \mathbf{B} \Longrightarrow \mathbf{X G}^{-} \mathbf{B}^{\prime} \mathbf{H}^{-} \mathbf{B G} \mathbf{X}^{-} \mathbf{Z}_{\mathbf{L}} \mathbf{X} \mathbf{G}^{-} \mathbf{B}^{\prime} \mathbf{B G}^{-} \mathbf{X}^{\prime}$.
(vi) is obvious.

## 3. Indirect observation of the incomplete first order vector parameter with constraints

For a motivation of the problem, let us consider a simple geodetic network consisting of four points, which is constructed for a measurement of the recent crustal movement (see Fig. 1).


Figure 1.

The parameters $\beta_{1}, \ldots, \beta_{9}$ (angles and distances) were measured directly according a design which prescribes to repeat $n_{i}$ times the measurement of the $i$ th parameter $(i=1, \ldots, 9)$. There was no possibility to measure the parameter $\boldsymbol{\beta}_{10}$, which is important from the point of view of the problem being solved.

The measurement of angles $\beta_{3}, \beta_{4}, \beta_{7}, \beta_{8}$ and $\beta_{9}$ is modelled by random variables $Y_{i}, i=3,4,7,8,9$, characterized by a class of probability distributions such that the mean value is $E\left(Y_{i} \mid \beta_{i}\right)=\beta_{i}$ and the knowr dispersion is $\operatorname{Var}\left(Y_{i}\right)=\vartheta_{1}$. Analogously the measurement of distances $\beta_{1}, \beta_{2}, \beta_{5}$ and $\beta_{6}$ is modelled by the random variables $Y_{j}, j=1,2,5,6$, such that $E\left(Y_{j} \mid \beta_{j}\right)=\beta_{j}$ and $\operatorname{Var}\left(Y_{j}\right)=\vartheta_{2}+\vartheta_{3} v_{j j}$, where $\vartheta_{2}$ and $\vartheta_{3}$ are known parameters of the second order and $v_{j j}$ a known number. (The measurements in the network considered were performed by one theodolit and one range finder.)

The experiment is aimed to investigate the effect of recent crustal movements on the parameters $\beta_{1}, \beta_{2}$ and $\beta_{10}$.

Let the design prescribe $n_{i}$ given in Table 1 ;

| $i$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{i}$ | 1 | 1 | 2 | 2 | 1 | 1 | 2 | 2 | 2 |

Table 1.
the measurements in the network are modelled by a 14 -dimensional random variable $\boldsymbol{Y}=\left(Y_{1}, Y_{2}, Y_{3,1}, Y_{3,2}, Y_{4,1}, Y_{4,2}, Y_{5}, Y_{6}, Y_{7,1}, Y_{7,2}, Y_{8,1}, Y_{8,2}, Y_{9,1}, Y_{9,2}\right)^{\prime}$,

$$
\begin{gathered}
E(\boldsymbol{Y} \mid \boldsymbol{\beta})=\mathbf{X} \boldsymbol{\beta}_{[1]}, \quad \operatorname{Var}(\boldsymbol{Y} \mid \boldsymbol{\vartheta})=\boldsymbol{\vartheta}_{1} \mathbf{V}_{1}+\boldsymbol{\vartheta}_{2} \mathbf{V}_{2}+\boldsymbol{\vartheta}_{3} \mathbf{V}_{3}, \\
\boldsymbol{b}+\mathbf{B}_{1} \boldsymbol{\Delta} \boldsymbol{\beta}_{[1]}+\mathbf{B}_{2} \boldsymbol{\beta}_{[2]}=\boldsymbol{O}
\end{gathered}
$$

where $\mathbf{X}$ is a design matrix of the form

## LUBOMÍR KUBÁČEK

$$
\mathbf{X}_{(14,9)}=\left(\begin{array}{ccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

the 10 -dimensional vector of the unknown parameters is split into two parts

$$
\begin{aligned}
\boldsymbol{\beta}_{[1]}=\boldsymbol{\beta}_{[1 a]}+\Delta \boldsymbol{\beta}_{[1]}= & \left(\boldsymbol{\beta}_{1 a}, \boldsymbol{\beta}_{2 a}, \boldsymbol{\beta}_{3 a}, \boldsymbol{\beta}_{4 a}, \boldsymbol{\beta}_{5 a}, \boldsymbol{\beta}_{6 a}, \boldsymbol{\beta}_{7 a}, \boldsymbol{\beta}_{8 a}, \boldsymbol{\beta}_{9 a}\right)^{\prime} \\
& +\left(\Delta \beta_{1}, \Delta \beta_{2}, \Delta \beta_{3}, \Delta \beta_{4}, \Delta \beta_{5}, \Delta \beta_{6}, \Delta \beta_{7}, \Delta \beta_{8}, \Delta \beta_{9}\right)^{\prime}
\end{aligned}
$$

where $\beta_{i a}, i=1, \ldots, 9$, are the approximate values of the unknown parameters, $\boldsymbol{\beta}_{[2]}=\boldsymbol{\beta}_{10}$ and $\mathbf{V}_{1}, \mathbf{V}_{2}$ and $\mathbf{V}_{3}$ are diagonal matrices with diagonals

$$
\begin{aligned}
\operatorname{diag} \mathbf{V}_{1} & =(0,0,1,1,1,1,0,0,1,1,1,1,1,1) \\
\operatorname{diag} \mathbf{V}_{2} & =(1,1,0,0,0,0,1,1,0,0,0,0,0,0)
\end{aligned}
$$

and

$$
\operatorname{diag} \mathbf{V}_{3}=\left(v_{11}, v_{22}, 0,0,0,0, v_{55}, v_{66}, 0,0,0,0,0,0\right)
$$

respectively.
In the problem considered the parameters $\boldsymbol{\beta}_{[1]}=\boldsymbol{\beta}_{[1 a]}+\boldsymbol{\Delta} \boldsymbol{\beta}_{[1]}$ and $\boldsymbol{\beta}_{[2]}=\boldsymbol{\beta}_{10}$ must satisfy the conditions

$$
\boldsymbol{b}+\mathbf{B}_{1} \boldsymbol{\Delta} \boldsymbol{\beta}_{[1]}+\mathbf{B}_{2} \boldsymbol{\beta}_{10}=\boldsymbol{O}
$$

where

$$
\begin{aligned}
& \boldsymbol{b}^{\prime}=\left(\beta_{7 a}+\beta_{8 a}+\beta_{9 a}-\pi, \beta_{3 a}+\beta_{4 a}-\pi\right. \\
&\left.\beta_{5 a}-\beta_{6 a} \frac{\sin \beta_{7 a}}{\sin \beta_{8 a}}, \beta_{2 a}-\beta_{6 a} \frac{\sin \beta_{9 a}}{\sin \beta_{8 a}}, \beta_{1 a}-\beta_{2 a} \frac{\sin \beta_{4 a}}{\sin \beta_{3 a}}\right)^{\prime}
\end{aligned}
$$

$$
\mathbf{B}_{1}=\left(\begin{array}{ccccc}
0, & 0, & 0, & 0, & 0, \\
0, & 0, & 1, & 1, & 0, \\
0, & 0, & 0, & 0, & 1, \\
0, & 1, & 0, & 0, & 0, \\
1, & -\frac{\sin \beta_{4 a}}{\sin \beta_{3 a}}, & \beta_{2 a} \frac{\sin \beta_{4 a} \cos \beta_{3 a}}{\sin ^{2} \beta_{3 a}}, & -\beta_{2 a} \frac{\cos \beta_{4 a}}{\sin \beta_{3 a}}, & 0, \\
& & & & \\
& 0, & 1, & 1, & 1 \\
& 0, & 0, & 0, & 0 \\
& -\frac{\sin \beta_{7 a}}{\sin \beta_{8 a}}, & \beta_{6 a} \frac{\cos \beta_{7 a}}{\sin \beta_{8 a}}, & \beta_{6 a} \frac{\sin \beta_{7 a} \cos \beta_{8 a}}{\sin \beta_{8 a}}, & 0 \\
r-\frac{\sin \beta_{9 a}}{\sin \beta_{8 a}}, & 0, & \beta_{6 a} \frac{\sin \beta_{9 a} \cos \beta_{8 a}}{\sin \beta_{8 a}}, & -\beta_{6 a} \frac{\cos \beta_{9 a}}{\sin \beta_{8 a}} \\
0, & 0, & 0, & 0
\end{array}\right),
$$

and $\mathbf{B}_{2}^{\prime}=(0,1,0,0,0)$.
In the following, the covariance matrix $\boldsymbol{\Sigma}=\sum_{i=1}^{3} \boldsymbol{\vartheta}_{i} \mathbf{V}_{i}$ is supposed to be known.

Definition 3.1. Let $\boldsymbol{Y} \sim\left(\mathbf{X} \boldsymbol{\beta}_{1}, \boldsymbol{\Sigma}\right)$,

$$
\boldsymbol{\beta}=\binom{\boldsymbol{\beta}_{1}}{\boldsymbol{\beta}_{2}} \in \mathcal{V}=\left\{\binom{\boldsymbol{u}}{\boldsymbol{v}}: \boldsymbol{u} \in \mathbb{R}^{k_{1}}, \boldsymbol{v} \in \mathbb{R}^{k_{2}}, \boldsymbol{b}+\mathbf{B}_{1} \boldsymbol{u}+\mathbf{B}_{2} \boldsymbol{v}=\boldsymbol{O}\right\}
$$

where $\boldsymbol{b}$ is a $q$-dimensional vector and the matrices $\mathbf{B}_{1}$ and $\mathbf{B}_{2}$ are of the type $q \times k_{1}$ and $q \times k_{2}$, respectively. It is a model of an indirect observation of an incomplete first order vector parameter $\boldsymbol{\beta}_{1}$ with the constraints $\mathcal{V}$. This model is regular if $r\left(\mathbf{X}_{n, k_{1}}\right)=k_{1}<n, r\left(\mathbf{B}_{1}, \mathbf{B}_{2}\right)=q<k_{1}+k_{2}, r\left(\mathbf{B}_{2}\right)=k_{2}<q$, and $r(\boldsymbol{\Sigma})=n$.

LEMMA 3.2. Let $\mathbf{B}_{1}$ and $\mathbf{B}_{2}$ be any $q \times k_{1}$ and $q \times k_{2}$ matrices, respectively. Then

$$
\mathcal{K e r}\left(\mathbf{B}_{1}, \mathbf{B}_{2}\right)=\mathcal{M}\binom{\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}}{\mathbf{M}_{\mathbf{B}_{2}^{\prime} \mathbf{M}_{\mathbf{B}_{1}}}}
$$

Proof.

$$
\mathcal{K} \operatorname{er}\left(\mathbf{B}_{1}, \mathbf{B}_{2}\right)=\mathcal{M}\left(\begin{array}{cc}
\mathbf{M}\binom{\mathbf{B}_{1}^{\prime}}{\mathbf{B}_{2}^{\prime}}
\end{array}\right)=\left(\begin{array}{cc}
\mathbf{I}-\mathbf{B}_{1}^{\prime} \mathbf{R}^{-} \mathbf{B}_{1}, & -\mathbf{B}_{1}^{\prime} \mathbf{R}^{-} \mathbf{B}_{2} \\
-\mathbf{B}_{2}^{\prime} \mathbf{R}^{-} \mathbf{B}_{1}, & \mathbf{I}-\mathbf{B}_{2}^{\prime} \mathbf{R}^{-} \mathbf{B}_{2}^{\prime}
\end{array}\right),
$$

where $\mathbf{R}=\mathbf{B}_{1} \mathbf{B}_{1}^{\prime}+\mathbf{B}_{2} \mathbf{B}_{2}^{\prime}$. Thus

$$
\begin{aligned}
& \mathcal{M}\left(\mathbf{I}-\mathbf{B}_{1}^{\prime} \mathbf{R}^{-} \mathbf{B}_{1},-\mathbf{B}_{1}^{\prime} \mathbf{R}^{-} \mathbf{B}_{2}\right) \\
= & \mathcal{M}\left(\mathbf{I}-\mathbf{B}_{1}^{\prime} \mathbf{R}^{-} \mathbf{B}_{1}, \mathbf{B}_{1}^{\prime} \mathbf{R}^{-} \mathbf{B}_{2}\left(\mathbf{B}_{2}^{\prime} \mathbf{R}^{-} \mathbf{B}_{2}\right)^{-} \mathbf{B}_{2}^{\prime} \mathbf{R}^{-} \mathbf{B}_{1}\right) \\
= & \mathcal{M}\left(\mathbf{I}-\mathbf{B}_{1}^{\prime} \mathbf{R}^{-} \mathbf{B}_{1}+\mathbf{B}_{1}^{\prime} \mathbf{R}^{-} \mathbf{B}_{2}\left(\mathbf{B}_{2}^{\prime} \mathbf{R}^{-} \mathbf{B}_{2}\right)^{-} \mathbf{B}_{2}^{\prime} \mathbf{R}^{-} \mathbf{B}_{1}\right)
\end{aligned}
$$

since both matrices $\mathbf{I}-\mathbf{B}_{1}^{\prime} \mathbf{R}^{-} \mathbf{B}_{1}$ and $\mathbf{B}_{1}^{\prime} \mathbf{R}^{-} \mathbf{B}_{2}\left(\mathbf{B}_{2}^{\prime} \mathbf{R}^{-} \mathbf{B}_{2}\right)^{-} \mathbf{B}_{2}^{\prime} \mathbf{R}^{-} \mathbf{B}_{1}$ are p.s.d. (cf. [5; p. 122]). Further

$$
\begin{aligned}
\mathcal{M}\left(\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}\right) & =\mathcal{M}\left[\mathbf{I}-\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{R} \mathbf{M}_{\mathbf{B}_{2}}\right)^{+} \mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1}\right] \\
& =\mathcal{M}\left[\mathbf{I}-\mathbf{B}_{1}^{\prime} \mathbf{R}^{-} \mathbf{B}_{1}^{\prime}+\mathbf{B}_{1}^{\prime} \mathbf{R}^{-} \mathbf{B}_{2}^{\prime}\left(\mathbf{B}_{2}^{\prime} \mathbf{R}^{-} \mathbf{B}_{2}^{\prime}\right)^{-} \mathbf{B}_{2}^{\prime} \mathbf{R}^{-} \mathbf{B}_{1}^{\prime}\right] .
\end{aligned}
$$

Analogously, $\mathcal{M}\left(-\mathbf{B}_{2}^{\prime} \mathbf{R}^{-} \mathbf{B}_{1}^{\prime}, \mathbf{I}-\mathbf{B}_{2}^{\prime} \mathbf{R}^{-} \mathbf{B}_{2}^{\prime}\right)=\mathcal{M}\left(\mathbf{M}_{\mathbf{B}_{2}^{\prime} \mathbf{M}_{\mathbf{B}_{1}}}\right)$.

Lemma 3.3. In the model from Definition 3.1,

$$
\begin{aligned}
& \mathbf{X} \mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}\left[\left(\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}} \mathbf{X}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime} \\
= & \mathbf{X M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}\left[\left(\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}} \mathbf{X}^{\prime}\right)_{m\left(\mathbf{X C}_{4} \mathbf{X}^{\prime}\right)}^{-}\right]^{\prime} \mathbf{X}\left[\left(\mathbf{X}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime},
\end{aligned}
$$

where $\mathbf{C}_{4}$ is given in Lemma 2.4.
Proof is analogous to that of Lemma 2.4.
Lemma 3.4. In the model from Definition 3.1, a linear function

$$
p\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}\right)=p_{0}+\boldsymbol{p}_{1}^{\prime} \boldsymbol{\beta}_{1}+\boldsymbol{p}_{2}^{\prime} \boldsymbol{\beta}_{2}, \quad\binom{\boldsymbol{\beta}_{1}}{\boldsymbol{\beta}_{2}} \in \mathcal{V}
$$

is unbiasedly estimable if and only if

$$
\binom{p_{1}}{p_{2}}=\mathcal{M}\left(\begin{array}{cc}
\mathbf{X}^{\prime}, & \mathbf{B}_{1}^{\prime} \\
\mathbf{O}, & \mathbf{B}_{2}^{\prime}
\end{array}\right) .
$$

Proof. It is sufficient to substitute in Lemma 2.2 the matrix $(\mathbf{X}, \mathbf{O})$ for $\mathbf{X}$ and the matrix $\left(\mathbf{B}_{1}, \mathbf{B}_{2}\right)$ for $\mathbf{B}$.

Theorem 3.5. In the model from Definition 3.1,
(i) the $\boldsymbol{\Sigma}$-LBLUE of $\mathbf{X} \boldsymbol{\beta}_{1}$ is

$$
\widehat{\widehat{\mathbf{X} \boldsymbol{\beta}_{1}}}=\mathbf{X} \mathbf{P}_{\mathcal{K} e r\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1}\right)} \hat{\boldsymbol{\beta}}_{1}+\mathbf{X} \mathbf{u}^{*},
$$

where $\hat{\boldsymbol{\beta}}_{1}=\left[\left(\mathbf{X}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime} \boldsymbol{Y}$ and $\boldsymbol{u}^{*}=-\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1}\right)_{m(\mathbf{Q})}^{-} \mathbf{M}_{\mathbf{B}_{2}} \boldsymbol{b}$,
(ii)

$$
\boldsymbol{u}^{*} \in\left\{\boldsymbol{u}: \mathbf{M}_{\mathbf{B}_{2}} \boldsymbol{b}+\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1} \boldsymbol{u}=\boldsymbol{O}\right\}, \quad \boldsymbol{u}^{*} \perp_{\mathbf{Q}} \mathcal{K} \operatorname{er}\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1}\right),
$$

(iii)

$$
\begin{aligned}
\operatorname{Var}\left(\widehat{\mathbf{X} \boldsymbol{\beta}_{1}} \mid \boldsymbol{\Sigma}\right) & =\mathbf{X}\left\{\left[\mathbf{X}^{\prime}\left(\boldsymbol{\Sigma}+\mathbf{X} \mathbf{X}^{\prime}\right)^{-} \mathbf{X}\right]^{+}-\mathbf{I}\right\} \mathbf{X}^{\prime}=\mathbf{X C}_{4} \mathbf{X}^{\prime} \\
\operatorname{Var}\left(\widehat{\widehat{\mathbf{X} \boldsymbol{\beta}_{1}}} \mid \boldsymbol{\Sigma}\right) & =\mathbf{X}\left[\left(\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}} \mathbf{Q M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}\right)^{+}-\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}\right] \mathbf{X}^{\prime} \\
\operatorname{Var}\left(\widehat{\widehat{\mathbf{X} \boldsymbol{\beta}_{1}}} \mid \boldsymbol{\Sigma}\right) & \leq \mathbf{L} \operatorname{Var}\left(\widehat{\mathbf{X} \boldsymbol{\beta}_{1}} \mid \boldsymbol{\Sigma}\right)
\end{aligned}
$$

## LINEAR STATISTICAL MODELS WITH CONSTRAINTS REVISITED

Proof. If $\mathbf{K}_{1}, \mathbf{K}_{2}$ are $k_{1} \times r$ and $k_{2} \times r$ matrices with the properties $\mathcal{K e r}\left(\mathbf{B}_{1}, \mathbf{B}_{2}\right)=\mathcal{M}\binom{\mathbf{K}_{1}}{\mathbf{K}_{2}}$ and $r=k_{1}+k_{2}-r\left(\mathbf{B}_{1}, \mathbf{B}_{2}\right)$, respectively, then the model from Definition 3.1 is equivalent to the model

$$
\boldsymbol{Y}-\mathbf{X} \boldsymbol{\beta}_{1,0} \sim\left(\mathbf{X K}_{1} \boldsymbol{\gamma}, \boldsymbol{\Sigma}\right), \quad \boldsymbol{\gamma} \in \mathbb{R}^{r} ;
$$

here $\boldsymbol{\beta}_{1,0}$ is any fixed solution of the equation $\boldsymbol{b}+\mathbf{B}_{1} \boldsymbol{\beta}_{1,0}+\mathbf{B}_{2} \boldsymbol{\beta}_{2,0}=\boldsymbol{O}$. Thus

$$
\widehat{\widehat{\mathbf{X} \boldsymbol{\beta}_{1}}}=\mathbf{X} \boldsymbol{\beta}_{1,0}+\widehat{\mathbf{X K _ { 1 } \boldsymbol { \gamma }}}=\mathbf{X} \boldsymbol{\beta}_{1,0}+\mathbf{X} \mathbf{K}_{1}\left[\left(\mathbf{K}_{1}^{\prime} \mathbf{X}^{\prime}\right)_{m(\Sigma)}^{-}\right]^{\prime}\left(\boldsymbol{Y}-\mathbf{X} \boldsymbol{\beta}_{1,0}\right) .
$$

By Lemmas 3.2, 1.4 and 3.3 we obtain

$$
\begin{aligned}
& \mathbf{X} \mathbf{K}_{1}\left[\left(\mathbf{K}_{1}^{\prime} \mathbf{X}^{\prime}\right)_{m(\Sigma)}^{-}\right]^{\prime} \\
= & \mathbf{X M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}\left[\left(\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}} \mathbf{X}^{\prime}\right)_{m\left(\mathbf{X C}_{4} \mathbf{X}^{\prime}\right)}^{-}\right]^{\prime} \mathbf{X}\left[\left(\mathbf{X}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime} \\
= & \mathbf{X M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}\left[\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}} \mathbf{X}^{\prime}\left(\mathbf{X C}_{4} \mathbf{X}^{\prime}+\mathbf{X M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}} \mathbf{X}^{\prime}\right)^{-} \mathbf{X M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}\right]^{-} . \\
& \cdot \mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}} \mathbf{X}^{\prime}\left(\mathbf{X C}_{4} \mathbf{X}^{\prime}+\mathbf{X M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}} \mathbf{X}^{\prime}\right)^{-} \mathbf{X}\left[\left(\mathbf{X}^{\prime}\right)_{m(\Sigma)}^{-}\right]^{\prime} \\
= & \mathbf{X}\left(\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}} \mathbf{Q M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}\right)^{+} \mathbf{M}_{\mathbf{B}_{\mathbf{1}}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}\left(\mathbf{Q}-\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1}\right)\left[\left(\mathbf{X}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime} \\
= & \mathbf{X} \mathbf{K}_{\mathcal{K} e r\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{\mathbf{1}}\right)}\left[\left(\mathbf{X}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime} .
\end{aligned}
$$

Further we continue analogously as in the proof of Theorem 2.6
THEOREM 3.6. Let $p\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}\right)=\boldsymbol{p}_{1}^{\prime} \boldsymbol{\beta}_{1}+\boldsymbol{p}_{2}^{\prime} \boldsymbol{\beta}_{2},\binom{\boldsymbol{\beta}_{1}}{\boldsymbol{\beta}_{2}} \in \mathcal{V}$, be an unbiasedly estimable function in the model from Definition 3.1. Then
(i) the $\boldsymbol{\Sigma}$-LBLUE of the function $p(\cdot)$ is

$$
\underset{p\left(\widehat{\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}}\right)}{ }=\left(\boldsymbol{p}_{1}^{\prime}-\boldsymbol{p}_{2}^{\prime} \mathbf{B}_{2}^{+} \mathbf{B}_{1}\right) \mathbf{P}_{\mathcal{K} e r\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1}\right)}^{\mathbf{Q}}\left[\left(\mathbf{X}^{\prime}\right)_{m(\boldsymbol{\Sigma})}^{-}\right]^{\prime} \boldsymbol{Y}-\boldsymbol{p}_{2}^{\prime} \mathbf{B}_{2}^{+} \boldsymbol{b},
$$

and
(ii)

$$
\begin{aligned}
& \operatorname{Var}\left(\widehat{\left.\left(\underset{\widehat{\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}}}{ }\right) \mid \boldsymbol{\Sigma}\right)}\right. \\
= & \left(\boldsymbol{p}_{1}^{\prime}-\boldsymbol{p}_{2}^{\prime} \mathbf{B}_{2}^{+} \mathbf{B}_{1}\right)\left[\left(\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}} \mathbf{Q M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}\right)^{+}-\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}\right]\left[\boldsymbol{p}_{1}-\mathbf{B}_{1}^{\prime}\left(\mathbf{B}_{2}^{+}\right)^{\prime} \boldsymbol{p}_{2}\right] .
\end{aligned}
$$

Proof.
(i) With respect to Lemma 3.4 the function $p(\cdot)$ is unbiasedly estimable if and only if there exist vectors $\boldsymbol{u} \in \mathbb{R}^{n}$ and $\boldsymbol{v} \in \mathbb{R}^{q}$ such that $\boldsymbol{p}_{1}=\mathbf{X}^{\prime} \boldsymbol{u}+\mathbf{B}_{1}^{\prime} \boldsymbol{v}$, $\boldsymbol{p}_{2}=\mathbf{B}_{2}^{\prime} \boldsymbol{v}$; thus $\boldsymbol{v}=\left(\mathbf{B}_{2}^{\prime}\right)^{+} \boldsymbol{p}_{2}=\left(\mathbf{B}_{2}^{+}\right)^{\prime} \boldsymbol{p}_{2}, \mathbf{u}^{\prime} \mathbf{X}=\boldsymbol{p}_{1}^{\prime}-\boldsymbol{p}_{2}^{\prime} \mathbf{B}_{2}^{+} \mathbf{B}_{1}$ and

$$
\boldsymbol{p}_{1}^{\prime} \boldsymbol{\beta}_{1}+\boldsymbol{p}_{2}^{\prime} \boldsymbol{\beta}_{2}=\boldsymbol{u}^{\prime} \mathbf{X} \boldsymbol{\beta}_{1}+\boldsymbol{v}^{\prime}\left(\mathbf{B}_{1} \boldsymbol{\beta}_{1}+\mathbf{B}_{2} \boldsymbol{\beta}_{2}\right)=\left(\boldsymbol{p}_{1}^{\prime}-\boldsymbol{p}_{2}^{\prime} \mathbf{B}_{2}^{+} \mathbf{B}_{1}\right) \boldsymbol{\beta}_{1}-\boldsymbol{p}_{2}^{\prime} \mathbf{B}_{2}^{+} \boldsymbol{b}
$$

The $\boldsymbol{\Sigma}$-LBLUE of $\left(\boldsymbol{p}_{1}^{\prime}-\boldsymbol{p}_{2}^{\prime} \mathbf{B}_{2}^{+} \mathbf{B}_{1}\right) \boldsymbol{\beta}_{1}-\boldsymbol{p}_{2}^{\prime} \mathbf{B}_{2}^{+} \boldsymbol{b},\binom{\boldsymbol{\beta}_{1}}{\boldsymbol{\beta}_{2}} \in \mathcal{V}$, is

$$
\left(\boldsymbol{p}_{1}^{\prime}-\boldsymbol{p}_{2}^{\prime} \mathbf{B}_{2}^{+} \mathbf{B}_{1}\right) \mathbf{P}_{\mathcal{K} e r}^{\mathbf{Q}}\left(\mathrm{M}_{\mathbf{B}_{2}} \mathbf{B}_{1}\right)\left[\left(\mathbf{X}^{\prime}\right)_{m(\Sigma)}^{-}\right]^{\prime} \boldsymbol{Y}-\boldsymbol{p}_{2}^{\prime} \mathbf{B}_{2}^{+} \boldsymbol{b} .
$$

(ii) With respect to Lemma 3.3 and (i)

$$
\operatorname{Var}\left[\widehat{p\left(\widehat{\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}}\right)} \mid \boldsymbol{\Sigma}\right]=\boldsymbol{u}^{\prime} \mathbf{X} \mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}\left[\left(\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}} \mathbf{X}^{\prime}\right)_{m\left(\mathbf{X C}_{4} \mathbf{X}^{\prime}\right)}^{-}\right]^{\prime} \mathbf{X} \mathbf{C}_{4} \mathbf{X}^{\prime} \boldsymbol{u}
$$

further

$$
\begin{aligned}
& \mathbf{X} \mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}\left[\left(\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}} \mathbf{X}^{\prime}\right)_{m\left(\mathbf{X C}_{4} \mathbf{X}^{\prime}\right)}^{-}\right]^{\prime} \mathbf{X C}_{4} \mathbf{X}^{\prime} \\
&= \mathbf{X} \mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}\left(\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}} \mathbf{Q} \mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}\right)^{+}\left[\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}} \mathbf{X}^{\prime}\right. \\
&\left.\quad-\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}} \mathbf{X}^{\prime}\left(\mathbf{X C}_{4} \mathbf{X}^{\prime}+\mathbf{X M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}} \mathbf{X}^{\prime}\right)^{+} \mathbf{X M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}} \mathbf{X}^{\prime}\right] \\
&=\mathbf{X}\left[\left(\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}} \mathbf{Q M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}\right)^{+}-\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}\right] \mathbf{X}^{\prime} .
\end{aligned}
$$

THEOREM 3.7. Let the model from Definition 3.1 be regular and $\hat{\boldsymbol{\beta}}_{1}$ be the $\boldsymbol{\Sigma}$-LBLUE of $\boldsymbol{\beta}_{1}$ in the model $\boldsymbol{Y} \sim\left(\mathbf{X} \boldsymbol{\beta}_{1}, \boldsymbol{\Sigma}\right), \boldsymbol{\beta}_{1} \in \mathbb{R}^{k_{1}}$.
(i) The $\mathbf{D}_{1}-L B L U E$ of $\boldsymbol{\beta}_{2}$ in the model $\mathbf{B} \hat{\boldsymbol{\beta}}_{1}+\boldsymbol{b} \sim\left(-\mathbf{B}_{2} \boldsymbol{\beta}_{2}, \mathbf{D}_{1}\right)$, is $\tilde{\tilde{\boldsymbol{\beta}}}_{2}=-\mathbf{F}^{-1} \mathbf{B}_{2}^{\prime} \mathbf{E}^{-1}\left(\mathbf{B}_{1} \hat{\boldsymbol{\beta}}_{1}+\boldsymbol{b}\right) ;$
(ii) the $\boldsymbol{\Sigma}$-LBLUE of $\boldsymbol{\beta}_{2}$ in the model from Definition 3.1 is $\hat{\boldsymbol{\beta}}_{2}=\tilde{\tilde{\boldsymbol{\beta}}}_{2}$;
(iii) the $\boldsymbol{\Sigma}$-LBLUE of $\boldsymbol{\beta}_{1}$ in the model from Definition 3.1 is

$$
\begin{aligned}
\hat{\hat{\boldsymbol{\beta}}}_{1}= & \mathbf{P}_{\mathcal{K} e r\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1}\right)}^{\mathbf{C}} \hat{\boldsymbol{\beta}}_{1}-\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1}\right)_{m(\mathbf{C})}^{-} \boldsymbol{b} \\
= & \left(\mathbf{C}^{-1} \mathbf{B}_{1}^{\prime} \mathbf{E}^{-1} \mathbf{B}_{1}+\mathbf{C}^{-1} \mathbf{B}_{1}^{\prime} \mathbf{E}^{-1} \mathbf{B}_{2} \mathbf{F}^{-1} \mathbf{B}_{2}^{\prime} \mathbf{E}^{-1} \mathbf{B}_{1}\right) \hat{\boldsymbol{\beta}}_{1} \\
& \quad-\left(\mathbf{C}^{-1} \mathbf{B}_{1}^{\prime} \mathbf{E}^{-1}-\mathbf{C}^{-1} \mathbf{B}_{1}^{\prime} \mathbf{E}^{-1} \mathbf{B}_{2} \mathbf{F}^{-1} \mathbf{B}_{2}^{\prime} \mathbf{E}^{-1}\right) \boldsymbol{b} \\
= & \left(\mathbf{I}-\mathbf{C}^{-1} \mathbf{B}_{1}^{\prime} \mathbf{E}^{-1} \mathbf{M}_{\mathbf{B}_{2}}^{\mathbf{E}^{-1}} \mathbf{B}_{1}\right) \hat{\boldsymbol{\beta}}_{1}-\mathbf{C}^{-1} \mathbf{B}_{1}^{\prime} \mathbf{E}^{-1} \mathbf{M}_{\mathbf{B}_{2}}^{\mathbf{E}^{-1}} \boldsymbol{b}
\end{aligned}
$$

(iv) the $\boldsymbol{\Sigma}$-LBLUE of $\binom{\boldsymbol{\beta}_{1}}{\boldsymbol{\beta}_{2}}$ in the model from Definition 3.1 is

$$
\begin{aligned}
& \binom{\hat{\hat{\boldsymbol{\beta}}}_{1}}{\hat{\boldsymbol{\beta}}_{2}}=\mathbf{P}\binom{\hat{\boldsymbol{\beta}}_{1}}{\tilde{\tilde{\boldsymbol{\beta}}}_{2}}+\binom{\boldsymbol{u}^{*}}{\boldsymbol{v}^{*}}=\mathbf{P}\binom{\hat{\boldsymbol{\beta}}_{1}-\boldsymbol{u}^{*}}{\tilde{\boldsymbol{\beta}}_{2}-\boldsymbol{v}^{*}}+\binom{\boldsymbol{u}^{*}}{\boldsymbol{v}^{*}}, \\
& \text { where } \mathbf{P}=\mathbf{P}_{\mathcal{K} \text { er }\left(\mathbf{B}_{1}, \mathbf{B}_{2}\right)}^{(*)},(*)=\binom{\mathbf{C}, \mathbf{0}}{\mathbf{0}, \mathbf{1}}, \boldsymbol{u}^{*}=-\mathbf{C}^{-1} \mathbf{B}_{1}^{\prime} \mathbf{E}^{-1} \boldsymbol{b}, \boldsymbol{v}^{*}= \\
& -\mathbf{B}_{2}^{\prime} \mathbf{E}^{-1} \boldsymbol{b} \text {; } \\
& \text { (v) } \\
& \binom{\boldsymbol{u}^{*}}{\boldsymbol{v}^{*}} \in \mathcal{V}=\left\{\binom{\boldsymbol{u}}{\boldsymbol{v}}: \boldsymbol{b}+\mathbf{B}_{1} \boldsymbol{u}+\mathbf{B}_{2} \boldsymbol{v}=\boldsymbol{O}\right\}, \quad\binom{\boldsymbol{u}^{*}}{\boldsymbol{v}^{*}} \perp_{(*)} \mathcal{K} \operatorname{er}\left(\mathbf{B}_{1}, \mathbf{B}_{2}\right) ;
\end{aligned}
$$

(vi)

$$
\operatorname{Var}\left(\left.\binom{\hat{\boldsymbol{\beta}}_{1}}{\hat{\boldsymbol{\beta}}_{2}} \right\rvert\, \boldsymbol{\Sigma}\right)=\left(\begin{array}{ll}
\mathbf{V}_{1,1}, & \mathbf{V}_{1,2} \\
\mathbf{V}_{2,1}, & \mathbf{V}_{2,2}
\end{array}\right),
$$

where

$$
\begin{aligned}
\mathbf{V}_{1,1} & =\mathbf{C}^{-1}-\mathbf{C}^{-1} \mathbf{B}_{1}^{\prime}\left(\mathbf{E}^{-1}-\mathbf{E}^{-1} \mathbf{B}_{2} \mathbf{F}^{-1} \mathbf{B}_{2}^{\prime} \mathbf{E}^{-1}\right) \mathbf{B}_{1} \mathbf{C}^{-1} \\
& =\mathbf{C}^{-1}-\mathbf{C}^{-1} \mathbf{B}_{1}^{\prime}\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{E M} \mathbf{M}_{\mathbf{B}_{2}}\right)^{+} \mathbf{B}_{1} \mathbf{C}^{-1}, \\
\mathbf{V}_{1,2} & =-\mathbf{C}^{-1} \mathbf{B}_{1}^{\prime} \mathbf{E}^{-1} \mathbf{B}_{2} \mathbf{F}^{-1}=\mathbf{V}_{2,1}^{\prime}, \\
\mathbf{V}_{2,2} & =\mathbf{F}^{-1}-\mathbf{I} .
\end{aligned}
$$

Proof. With respect to [4] or [1; Section 5.3], the $\boldsymbol{\Sigma}$-LBLUE of $\binom{\boldsymbol{\beta}_{\boldsymbol{1}}}{\boldsymbol{\beta}}$ can be obtained as a solution of the problem to minimize the function $\phi(\boldsymbol{u}, \boldsymbol{v})=$ $(\boldsymbol{Y}-\mathbf{X} \boldsymbol{u})^{\prime} \boldsymbol{\Sigma}^{-1}(\boldsymbol{Y}-\mathbf{X} \boldsymbol{u}), \boldsymbol{u} \in \mathbb{R}^{k_{1}}$, under the side condition $\boldsymbol{b}+\mathbf{B}_{1} \boldsymbol{u}+\mathbf{B}_{2} \boldsymbol{v}$ $=\boldsymbol{O}$. The auxiliary function of the Lagrange procedure is $\Phi(\boldsymbol{u}, \boldsymbol{v})=$ $(\boldsymbol{Y}-\mathbf{X u})^{\prime} \boldsymbol{\Sigma}^{-1}(\boldsymbol{Y}-\mathbf{X u})-2 \boldsymbol{\lambda}^{\prime}\left(\boldsymbol{b}+\mathbf{B}_{1} \boldsymbol{u}+\mathbf{B}_{2} \boldsymbol{v}\right)$ (the vector of the indefinite Lagrange multipliers is $\boldsymbol{\lambda}$ ). By a standard procedure we obtain: $\mathbf{C} \hat{\boldsymbol{\beta}}_{1}-\mathbf{X} \boldsymbol{Y}^{\prime} \boldsymbol{\Sigma}^{-1} \boldsymbol{Y}-\mathbf{B}_{1}^{\prime} \boldsymbol{\lambda}$ $=\boldsymbol{O}, \mathbf{B}_{2}^{\prime} \boldsymbol{\lambda}=\boldsymbol{O}$ and $\boldsymbol{b}+\mathbf{B}_{1} \hat{\hat{\boldsymbol{\beta}}}_{1}+\mathbf{B}_{2} \hat{\boldsymbol{\beta}}_{2}=\boldsymbol{O}$. Thus

$$
\hat{\boldsymbol{\beta}}_{1}=\mathbf{C}^{-1} \mathbf{X}^{\prime} \boldsymbol{\Sigma}^{-1} \boldsymbol{Y}+\mathbf{C}^{-1} \mathbf{B}_{1}^{\prime} \boldsymbol{\lambda}
$$

and

$$
\left(\begin{array}{cc}
\mathbf{D}_{1}, & \mathbf{B}_{2} \\
\mathbf{B}_{2}^{\prime}, & \mathbf{O}
\end{array}\right)\binom{\boldsymbol{\lambda}}{\hat{\hat{\boldsymbol{\beta}}}_{2}}=\binom{-\boldsymbol{b}-\mathbf{B}_{1} \mathbf{C}^{-1} \mathbf{X}^{\prime} \boldsymbol{\Sigma}^{-1} \boldsymbol{Y}}{\mathbf{0}} .
$$

The matrix

$$
\left(\begin{array}{ll}
\mathbf{D}_{1}, & \mathbf{B}_{2} \\
\mathbf{B}_{2}^{\prime}, & \mathbf{O}
\end{array}\right)
$$

## LUBOMÍR KUBÁČEK

is regular in a consequence of the assumption on the regularity of the model. With respect to the theory of the Pandora-Box matrix (cf. [4] and [1; p. 176])

$$
\left(\begin{array}{cc}
\mathbf{D}_{1}, & \mathbf{B}_{2} \\
\mathbf{B}_{2}^{\prime}, & \mathbf{O}
\end{array}\right)^{-}=\left(\begin{array}{cc}
\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{D}_{1} \mathbf{M}_{\mathbf{B}_{2}}\right)^{+}, & \left(\mathbf{B}_{2}^{\prime}\right)_{m\left(\mathbf{D}_{1}\right)}^{-} \\
\left(\left(\mathbf{B}_{2}^{\prime}\right)_{m\left(\mathbf{D}_{1}\right)}^{-}\right)^{\prime}, & -\left[\left(\mathbf{B}_{2}^{\prime}\right)_{m\left(\mathbf{D}_{1}\right)}^{-}\right]^{\prime} \mathbf{D}_{1}\left(\mathbf{B}_{2}^{\prime}\right)_{m\left(\mathbf{D}_{1}\right)}^{-}
\end{array}\right)
$$

As $\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{2}=\boldsymbol{O}$, the matrix $\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{D}_{1} \mathbf{M}_{\mathbf{B}_{2}}\right)^{+}$can be rewritten as $\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{E M}_{\mathbf{B}_{2}}\right)^{+}$. Because of $\mathcal{M}\left(\mathbf{B}_{2}\right) \subset \mathcal{M}(\mathbf{E})$, we can write (cf. Lemma 1.2) $\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{D}_{1} \mathbf{M}_{\mathbf{B}_{2}}\right)^{+}=$ $\mathbf{E}^{-1}-\mathbf{E}^{-1} \mathbf{B}_{2} \mathbf{F}^{-1} \mathbf{B}_{2}^{\prime} \mathbf{E}^{-1}$. In the last relationship all the inverses exist because of the regularity of the model. Further, $\left(\mathbf{B}_{2}^{\prime}\right)_{m\left(\mathbf{D}_{1}\right)}^{-}=\left(\mathbf{B}_{2}^{\prime}\right)_{m(\mathbf{E})}^{-}$, and thus $\left(\mathbf{B}_{2}^{\prime}\right)_{m\left(\mathbf{D}_{1}\right)}^{-}=\mathbf{E}^{-1} \mathbf{B}_{2} \mathbf{F}^{-1}$. Finally

$$
\left[\left(\mathbf{B}_{2}^{\prime}\right)_{m(\mathbf{E})}^{-}\right]^{\prime} \mathbf{D}_{1}\left(\mathbf{B}_{2}^{\prime}\right)_{m(\mathbf{E})}^{-}=\mathbf{F}^{-1} \mathbf{B}_{2}^{\prime} \mathbf{E}^{-1}\left(\mathbf{E}-\mathbf{B}_{2} \mathbf{B}_{2}^{\prime}\right) \mathbf{E}^{-1} \mathbf{B}_{2} \mathbf{F}^{-1}=\mathbf{F}^{-1}-\mathbf{I}
$$

Thus $\boldsymbol{\lambda}=-\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{D}_{1} \mathbf{M}_{\mathbf{B}_{2}}\right)^{+}\left(\boldsymbol{b}+\mathbf{B}_{1} \hat{\boldsymbol{\beta}}_{1}\right)$ and

$$
\hat{\hat{\boldsymbol{\beta}}}_{1}=\hat{\boldsymbol{\beta}}_{1}-\mathbf{C}^{-1} \mathbf{B}_{1}^{\prime}\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{D}_{1} \mathbf{M}_{\mathbf{B}_{2}}\right)^{+} \mathbf{B}_{1} \hat{\boldsymbol{\beta}}_{1}-\mathbf{C}^{-1} \mathbf{B}_{1}^{\prime}\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{D}_{1} \mathbf{M}_{\mathbf{B}_{2}}\right)^{+} \boldsymbol{b}
$$

As

$$
\mathbf{C}^{-1} \mathbf{B}_{1}^{\prime}\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{D}_{1} \mathbf{M}_{\mathbf{B}_{2}}\right)^{+} \mathbf{B}_{1}=\left(\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}^{\mathbf{C}^{-1}}\right)^{\prime}=\mathbf{P}_{\mathbf{C}^{-1} \mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}^{\mathbf{C}}=\mathbf{I}-\mathbf{P}_{\mathcal{K} e r\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1}\right)}^{\mathbf{C}}
$$

and

$$
\mathbf{C}^{-1} \mathbf{B}_{1}^{\prime}\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{D}_{1} \mathbf{M}_{\mathbf{B}_{2}}\right)^{+}=\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1}\right)_{m(\mathbf{C})}^{-}=\mathbf{C}^{-1} \mathbf{B}_{1}^{\prime} \mathbf{E}^{-1} \mathbf{M}_{\mathbf{B}_{2}}^{\mathbf{E}^{-1}}
$$

we have proved (iv).
Further

$$
\hat{\hat{\boldsymbol{\beta}}}_{1}=-\mathbf{F}^{-1} \mathbf{B}_{2}^{\prime} \mathbf{E}^{-1} \mathbf{B}_{1} \hat{\boldsymbol{\beta}}_{1}=\tilde{\tilde{\boldsymbol{\beta}}}_{2}
$$

(the $\boldsymbol{\Sigma}$-LBLUE in the model $\mathbf{B}_{1} \tilde{\boldsymbol{\beta}}_{1}+\boldsymbol{b} \sim\left(-\mathbf{B}_{2} \boldsymbol{\beta}_{2}, \mathbf{B}_{1} \mathbf{C}^{-1} \mathbf{B}_{1}^{\prime}=\mathbf{D}_{1}\right)$ ).
As the matrix $\mathbf{B}_{2}$ is of the full rank in columns, the parameter $\boldsymbol{\beta}_{2}$ in the model $\mathbf{B}_{1} \hat{\boldsymbol{\beta}}_{1}+\boldsymbol{b} \sim\left(-\mathbf{B}_{2} \boldsymbol{\beta}_{2}, \mathbf{B}_{1} \mathbf{C}^{-1} \mathbf{B}_{1}^{\prime}\right)$ is unbiasedly estimable and the $\mathbf{D}_{1}$-LBLUE is $\tilde{\tilde{\boldsymbol{\beta}}}_{2}$. Here it is necessary to remark that the matrix $\mathbf{D}_{1}$ need not be regular, however the matrix $\mathbf{E}=\mathbf{D}_{1}+\mathbf{B}_{2} \mathbf{B}_{2}^{\prime}$ is regular in consequence of the assumption on the regularity of the model. The relationship $\left(\mathbf{B}_{2}^{\prime}\right)_{m\left(\mathbf{D}_{1}\right)}^{-}=\left(\mathbf{B}_{2}^{\prime}\right)_{m(\mathbf{E})}^{-}$ is utilized as well. By this, (iii) is proved.

With respect to Lemma 1.1,

$$
\mathbf{P}_{\mathcal{K} e r\left(\mathbf{B}_{1}, \mathbf{B}_{2}\right)}^{(*)}=\left(\begin{array}{cc}
\mathbf{I}-\mathbf{C}^{-1} \mathbf{B}_{1}^{\prime} \mathbf{E}^{-1} \mathbf{B}_{1}, & -\mathbf{C}^{-1} \mathbf{B}_{1}^{\prime} \mathbf{E}^{-1} \mathbf{B}_{2} \\
-\mathbf{B}_{2}^{\prime} \mathbf{E}^{-1} \mathbf{B}_{1}, & \mathbf{I}-\mathbf{F}
\end{array}\right)
$$

where $(*)=\left(\begin{array}{c}\mathbf{C}, \mathbf{0} \\ \mathbf{O}, \\ \mathbf{I}\end{array}\right)$. If we compare expressions for $\hat{\hat{\boldsymbol{\beta}}}_{1}, \hat{\hat{\boldsymbol{\beta}}}_{2}$ and $\tilde{\tilde{\boldsymbol{\beta}}}_{2}$, we obtain the statements in (v).

Now it is easy to prove the other statements and therefore their proofs are omitted.

Corollary 3.8. If in the regular model from Theorem $3.7, \mathbf{X}=\mathbf{I}$, i.e., if $a$ model of a direct observation of an incomplete vector parameter with constraints is under consideration (cf. [3]), then

$$
\hat{\boldsymbol{\beta}}_{1}=\boldsymbol{Y}, \quad \tilde{\tilde{\boldsymbol{\beta}}}_{2}=-\mathbf{F}_{1}^{-1} \mathbf{B}_{2}^{\prime} \mathbf{E}_{1}^{-1}\left(\mathbf{B} \hat{\boldsymbol{\beta}}_{1}+\boldsymbol{b}\right)=\hat{\boldsymbol{\beta}}_{2},
$$

where

$$
\begin{aligned}
\dot{\boldsymbol{\beta}}_{1} & =\left[\mathbf{I}-\mathbf{C}^{-1} \mathbf{B}_{2}^{\prime}\left(\mathbf{I}-\mathbf{E}_{1}^{-1} \mathbf{B}_{2} \mathbf{F}_{1}^{-1} \mathbf{B}_{2}^{\prime}\right) \mathbf{E}_{1}^{-1} \mathbf{B}_{1}\right] \hat{\boldsymbol{\beta}}_{1}-\mathbf{C}^{-1} \mathbf{B}_{1}^{\prime} \mathbf{E}_{1}^{-1}\left(\mathbf{I}-\mathbf{B}_{2} \mathbf{F}_{1}^{-1} \mathbf{B}_{2}^{\prime} \mathbf{E}^{-1}\right) \boldsymbol{b} \\
& =\mathbf{P}_{\mathcal{K} e r}^{\boldsymbol{\Sigma}^{-1}}\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1}\right)^{\hat{\boldsymbol{\beta}}_{1}-\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1}\right)_{m\left(\boldsymbol{\Sigma}^{-1}\right)}^{-} \boldsymbol{b}} .
\end{aligned}
$$

and $\mathbf{E}_{1}=\mathbf{B}_{1} \mathbf{\Sigma} \mathbf{B}_{1}^{\prime}+\mathbf{B}_{2} \mathbf{B}_{2}^{\prime}, \mathbf{F}_{1}=\mathbf{B}_{2}^{\prime} \mathbf{E}_{1}^{-1} \mathbf{B}_{2}$, etc.
Remark 3.9. If the vector parameter $\boldsymbol{\beta}_{1}$ in Theorem 3.7 is a nuisance one, then, with respect to (ii), $\hat{\hat{\boldsymbol{\beta}}}_{2}$ can be obtained in a simpler way saving simultaneously the numerical labour. Further, the statement (iv) from Theorem 3.7 is of great importance for obtaining the equivalent algorithms necessary for checking the numerical reliability of the estimation.

Corollary 3.10. Let in the model from Definition $3.1 \mathcal{M}\left(\mathbf{B}_{1}^{\prime}\right) \subset \mathcal{M}\left(\mathbf{X}^{\prime}\right) \subset$ $\mathcal{M}(\boldsymbol{\Sigma})$. Then

$$
\begin{equation*}
\widehat{\widehat{\mathbf{X} \boldsymbol{\beta}_{1}}}=\mathbf{X P}_{\mathcal{K} e r\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1}\right)}^{\mathbf{C}} \hat{\boldsymbol{\beta}}_{1}+\mathbf{X} \mathbf{u}^{*}, \tag{i}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathbf{P}_{\mathcal{K} e r}^{\mathbf{C}}\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1}\right) & =\mathbf{I}-\mathbf{C}^{-} \mathbf{B}_{1}^{\prime}\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{E M}_{\mathbf{B}_{2}}\right)^{-} \mathbf{B}_{1}, \\
\mathbf{u}^{*} & =-\mathbf{C}^{-} \mathbf{B}_{1}^{\prime}\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{E M}_{\mathbf{B}_{2}}\right)^{-} \boldsymbol{b}
\end{aligned}
$$

(ii)

$$
\mathbf{u}^{*} \perp_{\mathbf{C}} \mathcal{K} e r\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1}\right), \quad \boldsymbol{u}^{*} \in\left\{\boldsymbol{u}: \mathbf{M}_{\mathbf{B}_{2}} \boldsymbol{b}+\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1} \boldsymbol{u}=\mathbf{O}\right\}
$$

(iii) the $\mathbf{B}_{1} \mathbf{C}^{-} \mathbf{B}_{1}^{\prime}-L B L U E$ of $\boldsymbol{\beta}_{2}$ in the model

$$
\widehat{\mathbf{B}_{1} \boldsymbol{\beta}_{1}}+b \sim\left(-\mathbf{B}_{2} \boldsymbol{\beta}_{2}, \mathrm{D}_{1}=\mathbf{B}_{1} \mathbf{C}^{-} \mathbf{B}_{1}^{\prime}\right)
$$

is

$$
\tilde{\tilde{\boldsymbol{\beta}}}_{2}=-\left(\mathbf{B}_{2}^{\prime} \mathbf{E}^{-} \mathbf{B}_{2}\right)^{-} \mathbf{B}_{2}^{\prime} \mathbf{E}^{-}\left(\widehat{\mathbf{B}_{1} \boldsymbol{\beta}_{1}}+\boldsymbol{b}\right) ;
$$

(iv) one version of $\hat{\boldsymbol{\beta}}_{2}$ is $\tilde{\tilde{\boldsymbol{\beta}}}_{2}$,
(v)

$$
\binom{\hat{\hat{\boldsymbol{\beta}}}_{1}}{\hat{\boldsymbol{\beta}}_{2}}=\mathbf{P}_{\mathcal{K} e r\left(\mathbf{B}_{1}, \mathbf{B}_{2}\right)}^{(*)}\binom{\hat{\boldsymbol{\beta}}_{1}}{\tilde{\tilde{\boldsymbol{\beta}}}_{2}}+\binom{\mathbf{u}^{*}}{\boldsymbol{v}^{*}}
$$

where
$(*)=\left(\begin{array}{cc}\mathbf{C}, & \mathbf{O} \\ \mathbf{O}, & \mathbf{I}\end{array}\right), \quad \mathbf{P}_{\mathcal{K} \operatorname{er}\left(\mathbf{B}_{1}, \mathbf{B}_{2}\right)}^{(*)}=\left(\begin{array}{cc}\mathbf{I}-\mathbf{C}^{-} \mathbf{B}_{1}^{\prime} \mathbf{E}^{-} \mathbf{B}_{1}, & -\mathbf{C}^{-} \mathbf{B}_{1}^{\prime} \mathbf{E}^{-} \mathbf{B}_{2} \\ -\mathbf{B}_{2}^{\prime} \mathbf{E}^{-} \mathbf{B}_{1}, & \mathbf{I}-\mathbf{B}_{2}^{\prime} \mathbf{E}^{-} \mathbf{B}_{2}\end{array}\right)$,

$$
\boldsymbol{u}^{(*)}=-\mathbf{C}^{-} \mathbf{B}_{1}^{\prime} \mathbf{E}^{-} \boldsymbol{b}, \quad \boldsymbol{v}^{(*)}=-\mathbf{B}_{2}^{\prime} \mathbf{E}^{-} \boldsymbol{b}
$$

(vi)
$\binom{\boldsymbol{u}^{*}}{\boldsymbol{v}^{*}} \perp_{(*)} \operatorname{Ker}\left(\mathbf{B}_{1}, \mathbf{B}_{2}\right), \quad\binom{\boldsymbol{u}^{*}}{\boldsymbol{v}^{*}} \in \mathcal{V}=\left\{\binom{\boldsymbol{u}}{\boldsymbol{v}}: \boldsymbol{b}+\mathbf{B}_{1} \boldsymbol{u}+\mathbf{B}_{2} \boldsymbol{v}=\boldsymbol{O}\right\}$.
The proof can be performed analogously as in Theorem 3.7.
COROLLARY 3.11. Let $\binom{\hat{\hat{\boldsymbol{\beta}}}_{1}}{\hat{\boldsymbol{\beta}}_{2}}$ be the estimator from Corollary 3.10. Then

$$
\operatorname{Var}\left(\left.\binom{\hat{\boldsymbol{\beta}}_{1}}{\hat{\hat{\boldsymbol{\beta}}}_{2}} \right\rvert\, \boldsymbol{\Sigma}\right)=\left(\begin{array}{cc}
\left(\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}} \mathbf{C M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}\right)^{+}, & -\mathbf{C}^{+} \mathbf{B}_{1}^{\prime} \mathbf{E}^{-} \mathbf{B}_{2} \mathbf{F}^{+} \\
-\mathbf{F}^{+} \mathbf{B}_{2}^{\prime} \mathbf{E}^{-} \mathbf{B}_{1} \mathbf{C}^{+}, & \mathbf{F}^{+}-\mathbf{F}^{+} \mathbf{F}
\end{array}\right) .
$$

Proof. With respect to (i) and (iv) from Corollary 3.10,

$$
\operatorname{Var}\left(\left.\binom{\hat{\boldsymbol{\hat { \beta }}}_{1}}{\hat{\hat{\boldsymbol{\beta}}}_{2}} \right\rvert\, \boldsymbol{\Sigma}\right)=\operatorname{Var}\left[\left.\binom{\left(\mathbf{M}_{\mathbf{B}_{1}^{\prime}}^{\mathrm{C}_{1}^{+} \mathbf{M}_{\mathbf{B}_{2}}}\right)^{\prime} \mathbf{C}^{-} \mathbf{X}^{\prime} \boldsymbol{\Sigma}^{-}}{-\mathbf{F}^{+} \mathbf{B}_{2}^{\prime} \mathbf{E}^{-} \mathbf{B}_{1} \mathbf{C}^{-} \mathbf{X}^{\prime} \boldsymbol{\Sigma}^{-}} \boldsymbol{Y} \right\rvert\, \boldsymbol{\Sigma}\right] .
$$

As

$$
\left(\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}^{\mathbf{C}^{+}}\right)^{\prime} \mathbf{C}^{+} \mathbf{C} \mathbf{C}^{+} \mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}^{\mathbf{C}^{+}}=\mathbf{C}^{+} \mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}^{\mathbf{C}^{+}}=\left(\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}} \mathbf{C M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}\right)^{+}
$$

and

$$
\begin{aligned}
& -\mathbf{F}^{+} \mathbf{B}_{2}^{\prime} \mathbf{E}^{-} \mathbf{B}_{1} \mathbf{C}^{+} \mathbf{C} \mathbf{C}^{+} \mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}^{\mathbf{C}^{+}} \\
= & -\mathbf{F}^{+} \mathbf{B}_{2}^{\prime} \mathbf{E}^{-} \mathbf{B}_{1} \mathbf{C}^{+}\left[\mathbf{I}-\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1} \mathbf{C}^{-} \mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}\right)^{+} \mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1} \mathbf{C}^{+}\right] \\
= & -\mathbf{F}^{+} \mathbf{B}_{2}^{\prime} \mathbf{E}^{-} \mathbf{B}_{1} \mathbf{C}^{+},
\end{aligned}
$$

we can finish the proof in the obvious way.
Here the facts $\mathcal{M}\left(\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}\right) \subset \mathcal{M}\left(\mathbf{X}^{\prime}\right)=\mathcal{M}(\mathbf{C}), \mathbf{P}_{\mathcal{K} e r\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1}\right)}^{\mathbf{C}}=\left(\mathbf{M}_{\mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}}^{\mathbf{C}^{+}}\right)^{\prime}$ and $\mathbf{F F}^{+}=\mathbf{F}^{+} \mathbf{F} \Longrightarrow \mathbf{F}^{+} \mathbf{F F} \mathbf{F}^{+}=\mathbf{F}^{+} \mathbf{F}$ were utilized.

COROLLARY 3.12. Let in the model from Definition 3.1, $\mathcal{M}(\mathbf{X}) \subset \mathcal{M}(\boldsymbol{\Sigma})$. Then
(i) the $\boldsymbol{\Sigma}$-LBLUE of $\mathbf{X} \boldsymbol{\beta}_{1}$ is $\widehat{\widehat{\mathbf{X} \boldsymbol{\beta}_{1}}}=\underset{\operatorname{Ker}\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1}\right)}{\mathbf{X} \mathbf{P}_{1}^{\mathbf{K}}} \tilde{\mathbf{\beta}}_{1}+\mathbf{X}^{*}$, where

$$
\begin{aligned}
\mathbf{P}_{\mathcal{K} e r}^{\mathbf{K}}\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1}\right) & =\mathbf{I}-\mathbf{K}^{-} \mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1} \mathbf{K}^{-} \mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}}\right)^{+} \mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1} \\
\tilde{\tilde{\boldsymbol{\beta}}}_{1} & =\mathbf{K}^{-} \mathbf{X}^{\prime} \boldsymbol{\Sigma}^{-} \boldsymbol{Y}-\mathbf{K}^{-} \mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}} \boldsymbol{b}
\end{aligned}
$$

$$
\begin{gathered}
\forall\left\{\binom{\boldsymbol{\beta}_{1}}{\boldsymbol{\beta}_{2}} \in\left\{\binom{\boldsymbol{u}}{\boldsymbol{v}}: \boldsymbol{b}+\mathbf{B}_{1} \mathbf{u}+\mathbf{B}_{2} \boldsymbol{v}=\boldsymbol{O}\right\}\right\} \\
{\left[E\left(\mathbf{X} \tilde{\tilde{\boldsymbol{\beta}}}_{1} \mid \boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}\right)=\mathbf{X} \boldsymbol{\beta}_{1} \text { and } E\left(\mathbf{B}_{1} \tilde{\tilde{\boldsymbol{\beta}}}_{1} \mid \boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}\right)=\mathbf{B}_{1} \boldsymbol{\beta}_{1}\right]} \\
\boldsymbol{u}^{*}=-\mathbf{K}^{-} \mathbf{B}_{1}^{\prime}\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1} \mathbf{K}^{-} \mathbf{B}_{1} \mathbf{M}_{\mathbf{B}_{2}}\right)^{+} \boldsymbol{b}
\end{gathered}
$$

(ii) $\boldsymbol{u}^{*} \perp_{\mathbf{K}} \operatorname{Ker}\left(\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1}\right), \boldsymbol{u}^{*} \in\left\{\boldsymbol{u}: \mathbf{M}_{\mathbf{B}_{2}} \boldsymbol{b}+\mathbf{M}_{\mathbf{B}_{2}} \mathbf{B}_{1} \boldsymbol{u}=\boldsymbol{O}\right\}$,
(iii) the $\boldsymbol{\Sigma}$-LBLUE of any unbiasedly estimable function $p\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}\right)=p_{0}+$ $\boldsymbol{p}_{1}^{\prime} \boldsymbol{\beta}_{1}+\boldsymbol{p}_{2}^{\prime} \boldsymbol{\beta}_{2},\binom{\boldsymbol{\beta}_{1}}{\boldsymbol{\beta}_{2}} \in \mathcal{V}$, is
$p\left(\widehat{\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}\right.}{ }_{2}\right)=p_{0}+\left(\boldsymbol{p}_{1}^{\prime}-\boldsymbol{p}_{2}^{\prime} \mathbf{B}_{2}^{-} \mathbf{B}_{1}\right) \hat{\boldsymbol{\beta}}_{1}-\left(\boldsymbol{p}_{1}^{\prime}-\boldsymbol{p}_{2}^{\prime} \mathbf{B}_{2}^{-} \mathbf{B}_{1}\right) \mathbf{K}^{-} \mathbf{B}_{1}^{\prime} \mathbf{M}_{\mathbf{B}_{2}} \boldsymbol{b}-\boldsymbol{p}_{2}^{\prime} \mathbf{B}_{2}^{-} \boldsymbol{b}$.

The proof can be established analogously as for Theorems 3.7 and 3.5.
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