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QUASI-PERMUTATION POLYNOMIALS
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Abstract. A quasi-permutation polynomial is a polynomial which is a bijection from one
subset of a finite field onto another with the same number of elements. This is a natural gen-
eralization of the familiar permutation polynomials. Basic properties of quasi-permutation
polynomials are derived. General criteria for a quasi-permutation polynomial extending the
well-known Hermite’s criterion for permutation polynomials as well as a number of other
criteria depending on the permuted domain and range are established. Different types of
quasi-permutation polynomials and the problem of counting quasi-permutation polynomials
of fixed degree are investigated.
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1. Introduction

Let Fq denote a finite field of q elements, with q being a power of a fixed prime p.

A permutation polynomial (over Fq), abbreviated as PP, is a polynomial which is a

bijection of Fq onto itself. The problem of finding necessary and/or sufficient con-

ditions for permutation polynomials has been a subject of numerous investigations,

see e.g. [5], [6], [8], [9], or Chapter 7 of [7]. The best known and most used criterion

is due to Hermite, see e.g. Theorem 7.4 of [7], which states that f(x) ∈ Fq[x] is a PP

if and only if the following two conditions hold:

(1) f has exactly one root in Fq;

(2) for each integer t with 1 6 t 6 q − 2 and t 6≡ 0 mod p, the reduction

of (f(x))t mod (xq − x) has degree 6 q − 2.

This work was supported by the Commission on Higher Education, the Thailand Research
Fund RTA 51890005 and Kasetsart University Institute for Advanced Studies.
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In a number of situations, it is necessary to consider not only PP but their natu-

ral generalization, here referred to as a quasi-permutation polynomials, abbreviated

by QPP, which we now define.

Let S and T be two nonempty subsets of Fq with the same number of ele-

ments s = |S| = |T |; this terminology will be kept fixed throughout the paper.

A polynomial P (x) ∈ Fq[x] is called an (S, T )-quasi-permutation polynomial, ab-

breviated by (S, T )QPP or simply QPP when both S and T are left understood, if

{P (c) ; c ∈ S} = T . Clearly, when S = T = Fq, P (x) is the usual PP. Without

imposing any structure on the sets S and T , it seems hardly possible to extract any

useful information about QPP’s. It is thus surprising that quite a general criterion

for QPP can be derived irrespective of what the sets S and T are, and this is car-

ried out in Section 3. Yet, most anticipated results are valid only when confined to

certain structures of the sets S and T . Note also that merely imposing the struc-

ture of being a group under multiplication on either S or T already forces it to be

multiplicatively invertible because each nonzero element α ∈ Fq satisfies αq−1 = 1.

Therefore, imposing too many structures on either the set S or T , such as being a

ring, would turn it into a field, which is never considered here as it is part of the

PP’s situation.

In the next section, basic properties of QPP are gathered. In Section 3, several

general criteria for a polynomial to be a QPP are proved. In Section 4, QPP’s which

are linearized polynomials are investigated. In Section 5, characterizations of QPP’s

using the concept of characters are derived, while Section 6 deals with monomials,

binomials, and other forms of QPP’s are investigated. The final section deals with

the problem of counting the number of QPP’s of a fixed degree.

2. Basic properties

We start by investigating the representation of functions by polynomials of interest

at hand. A simple interpolation technique shows immediately that any function

from S to T is uniquely representable as a polynomial of degree 6 s − 1.

Proposition 2.1. If f : S → T is a function, where S and T are nonempty

subsets of Fq with the same number of elements |S| = |T | = s 6 q, then there exists

a polynomial P ∈ Fq[x] with deg P 6 s− 1 uniquely representing f in the sense that

P (c) = f(c) for all c ∈ S.

P r o o f. Let S = {a1, a2, . . . , as} and let

P (x) = cs−1x
s−1 + cs−2x

s−2 + . . . + c1x + c0 ∈ Fq[x].
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The system of linear equations

c0 + c1ai + c2a
2
i + . . . + cs−1a

s−1
i = f(ai) (i = 1, . . . , s)

uniquely determines the coefficients ci because its coefficient matrix (aj
i ) has a

nonzero Vandermonde determinant. This guarantees the existence of such a poly-

nomial. Indeed, such polynomial P ∈ Fq[x] can be obtained from the Lagrange

polynomial interpolating at the points c ∈ S, see e.g. Section 2.1 in Chapter V of [4].

To prove uniqueness, assume that there is another polynomial h ∈ Fq[x] with

deg h 6 s − 1 such that h(c) = f(c) for all c ∈ S. Then P − h ∈ Fq[x] would be

a polynomial of degree 6 s − 1 which vanishes at s distinct points in a finite field,

forcing h ≡ P . �

Remark. It is worth remarking that should we be able to obtain an injective

function on S, it is always possible to compose it with a unique polynomial of degree

6 s − 1 (guaranteed by Proposition 2.1) sending f(S) bijectively onto T , to get

an (S, T )QPP. This remark enables us generally to find QPP’s over the domain S

without having to worry about the set T .

The shapes of polynomials of degree 6 s− 1 representing functions from S into T

can be made explicit as shown in the following proposition. Recall that F∗
q := Fq\{0}

is a cyclic multiplicative group of order q− 1, so we can write F∗
q = 〈α〉, where α is a

fixed generator of F∗
q . Each element β ∈ Fq can thus be written as β = αi for some

i ∈ N ∪ {0,−∞}, with the convention that α−∞ = 0. If S is a subset of Fq with

|S| = s, then we put

(2.1) S = {αi1 , αi2 , . . . , αis}

for some distinct i1, i2, . . . , is ∈ N∪{0,−∞} satisfying ij 6≡ ik mod(q− 1), whenever

j 6= k.

Proposition 2.2. Let S and T be two nonempty subsets of Fq having the same

number of elements |S| = |T | = s 6 q with S written as in (2.1). Let

W =








1 αi1 . . . (αi1 )s−1

1 αi2 . . . (αi2 )s−1

...
...
. . .

...

1 αis . . . (αis)s−1








, V = detW,

and let Ck,j denote the (k, j)-cofactor of W . Then

P (x) = a0 + a1x + . . . + as−1x
s−1 ∈ Fq[x]
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is a polynomial of degree 6 s − 1 representing a function sending S into T if and

only if each of its coefficients aj is a T -linear combination of C1,j+1/V, C2,j+1/V, . . . ,

Cs,j+1/V, i.e.,

aj = t1
C1,j+1

V
+ t2

C2,j+1

V
+ . . . + ts

Cs,j+1

V
(j = 0, 1, . . . , s − 1)

for some t1, . . . , ts ∈ T.

Moreover, the number of such polynomials is equal to the number of functions

from S to T which is ss.

P r o o f. Consider

U := (f(αi1 ) f(αi2 ) f(αi3 ) . . . f(αis))t

= (P (αi1 ) P (αi2) P (αi3 ) . . . P (αis))t ∈ T s,

where t denotes the transpose of a matrix. Then WX = U where

X = (a0 a1 a2 . . . as−1)
t .

Since the matrix W has a nonzero Vandermonde determinant, the first part follows

at once from Cramer’s rule. Note that each function f gives rise to one vector U .

Each vector U in turn gives rise to one particular set of coefficients a0, . . . , as−1, and

vice versa. The second part is thus immediate. �

Next, we count the number of QPP’s. Denote the set of all polynomials of degree

6 q − 1 in Fq[x] by

Pq := {f ∈ Fq[x] ; deg f 6 q − 1};

the set of those polynomials in Pq which represent functions from S to T by

Pq(S, T ) := {f ∈ Pq ; f : S → T };

the set of all polynomials of degree 6 s − 1 in Fq[x] by

Ps := {f ∈ Fq[x] ; deg f 6 s − 1};

and the set of those polynomials in Ps which uniquely represent functions from S

to T by

Ps(S, T ) := {f ∈ Ps ; f : S → T }.

Further, let

Nq(S, T ) := |{f ∈ Pq(S, T ); f is an (S, T )QPP}|,

Ns(S, T ) := |{f ∈ Ps(S, T ) ; f is an (S, T )QPP}|.

The next result gives information on these sets.
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Proposition 2.3.

(i) We have |Ps(S, T )| = ss and Ns(S, T ) = s!.

(ii) To each f ∈ Ps(S, T ) there correspond exactly qq−s polynomials in Pq(S, T )

whose restriction to S is identical with f and so

|Pq(S, T )| = ss · qq−s.

(iii) To each f ∈ Ps(S, T ) which is an (S, T )QPP there correspond exactly qq−s

(S, T )QPP’s in Pq(S, T ) whose restriction to S is identical with f and so

Nq(S, T ) = s! · qq−s.

P r o o f. (i) By Proposition 2.1, each function from S into T is uniquely rep-

resentable as a polynomial in Fq[x] of degree 6 s − 1 and since there are ss such

functions, we deduce that |Ps(S, T )| = ss. Since there are altogether s! (S, T )-

permutations, we have Ns(S, T ) = s!.

(ii) Each polynomial in Ps(S, T ) is also a function from S to T and each polynomial

in Pq(S, T ) is a function from Fq to Fq whose restriction to S is mapped into T .

Since Ps(S, T ) ⊂ Pq(S, T ), a polynomial in Ps(S, T ) is elevated to be a polynomial in

Pq(S, T ) by assigning any of the q values in Fq to each of the remaining q−s elements

in the domain and the first assertion is immediate. The second assertion follows by

using (i).

The proof of (iii) is similar to that of (ii). �

Since the number of functions: Fq → Fq is qq and the number of functions: S → T

is ss, the number of functions f : Fq → Fq with f(S) * T is qq − ssqq−s which is

equal to the number of polynomials f(x) ∈ Fq[x] with f(S) * T and deg f 6 q − 1

because any function from Fq into Fq is uniquely representable as a polynomial of

degree < q. Moreover, if m is the number of bijective functions: S → T , then the

number of (S, T )QPP’s of degree 6 q − 1 is mqq−s.

We record next, without proof, the straight-forward fact that the set of QPP’s is

closed under multiplication by nonzero elements of T and is closed under addition

by elements of T provided the set T is so.

Proposition 2.4. Let f(x) ∈ Fq[x], S, T ⊆ Fq with |S| = |T |, c ∈ T \ {0} and

b ∈ T . Assume that f(x) is an (S, T )QPP.

(i) If T is closed under multiplication, then cf(x) is an (S, T )QPP.

(ii) If T is closed under addition, then f(x) + b is an (S, T )QPP.

We end this section with remarks about group structure. It is well known, see

e.g. Section 3 in Chapter 7 of [7], that the set A(Fq) of all PP’s of degree 6 q − 1
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over Fq forms a group under composition and reduction modulo xq − x. This group

is isomorphic to Sq, the symmetric group on q letters. Also known is the fact,

Theorem 7.18 of [7], that this group is generated by xq−2 and all linear polynomials

over Fq. In the case of QPP’s, we have the following related result.

Theorem 2.5. Let S ⊆ Fq and let

SA(Fq) := {f(x) ∈ Fq[x] ; f(x) is an (S, S)QPP} ∩ A(Fq).

Then SA(Fq) is a subgroup of A(Fq).

P r o o f. If f, g ∈ SA(Fq), then f and g are both (S, S)QPP and PP. Conse-

quently, g−1 is both (S, S)QPP and PP implying that so is f ◦ g−1. �

3. General criteria

We start this section by establishing a very general necessary and sufficient con-

dition for QPP; its proof is inspired by the work of Carlitz and Lutz, [1].

Theorem 3.1. Let S and T be nonempty subsets of Fq containing the same

number of elements, s, and S(x) =
∏

α∈S

(x − α). For P (x) ∈ Fq[x] and k ∈ N, put

(P (x))k = Bk(x)S(x) + Ak(x),

where Bk(x) and Ak(x) := as−1,kxs−1 + as−2,kxs−2 + . . . + a1,kx + a0,k ∈ Fq[x]. Let

Vj =
∑

b∈S

bj (j = 0, 1, . . . , s − 1)

and

T (x) = sxq−1 + xq−2(as−1,1Vs−1 + as−2,1Vs−2 + . . . + a0,1V0)

+ xq−3(as−1,2Vs−1 + as−2,2Vs−2 + . . . + a0,2V0) + . . .

+ x(as−1,q−2Vs−1 + as−2,q−2Vs−2 + . . . + a0,q−2V0)

+ (as−1,q−1Vs−1 + as−2,q−1Vs−2 + . . . + a0,q−1V0 − s).

Then P (x) is an (S, T )QPP if and only if

gcd(T (x), x(xq−1 − 1)) =
∏

α∈Fq\T

(x − α),

where the empty product is taken to be 1.
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P r o o f. For k ∈ N we have
∑

b∈S

(P (b))k =
∑

b∈S

[Bk(b)S(b) + Ak(b)] =
∑

b∈S

Ak(b)(3.1)

= as−1,k

∑

b∈S

bs−1 + as−2,k

∑

b∈S

bs−2 + . . . + a1,k

∑

b∈S

b + sa0,k.(3.2)

For b ∈ S, k, l ∈ N, it is evident that

(P (b))k = (P (b))k+l(q−1) ,(3.3)

(P (b))q−1 = (P (b))l(q−1).(3.4)

Let

Q(x) =
∏

b∈S

(x − P (b))

so that Q(x) is monic and deg Q(x) = s. By (3.2), (3.3) and (3.4) we have

Q′(x)

Q(x)
=

∑

b∈S

1

x − P (b)
=

1

x

∑

b∈S

(P (b))0 +
∞∑

k=1

1

xk+1

∑

b∈S

(P (b))k(3.5)

=
s

x
+

∑

k≡1 mod(q−1)

1

xk+1

∑

b∈S

P (b)

+
∑

k≡2 mod(q−1)

1

xk+1

∑

b∈S

(P (b))2

+ . . . +
∑

k≡q−2 mod(q−1)

1

xk+1

∑

b∈S

(P (b))q−2

+
∑

k≡0 mod(q−1), k 6=0

1

xk+1

∑

b∈S

(P (b))q−1

=

sxq−1 +
(

∑

b∈S

P (b)
)

xq−2 + . . .

x(xq−1 − 1)

+

(
∑

b∈S

(P (b))q−2
)

x +
(

∑

b∈S

(P (b))q−1
)

− s

x(xq−1 − 1)

=

sxq−1 +
(

∑

b∈S

A1(b)
)

xq−2 + . . .

x(xq−1 − 1)

+

(
∑

b∈S

Aq−2(b)
)

x +
(

∑

b∈S

Aq−1(b)
)

− s

x(xq−1 − 1)
=

T (x)

x(xq−1 − 1)

where T (x) is of the form as stated in the statement of the theorem.
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Assume that gcd(T (x), x(xq−1 − 1)) =
∏

α∈Fq\T

(x − α). Then

Q′(x)

Q(x)
=

W (x)
∏

β∈T

(x − β)
,

where W (x) = T (x)
/ ∏

α∈Fq\T

(x − α) ∈ Fq[x]. Since deg Q(x) = s and Q(x) is monic,

we have

Q(x) =
∏

β∈T

(x − β).

Consequently,
∏

b∈S

(x − P (b)) = Q(x) =
∏

β∈T

(x − β),

implying that {P (b) ; b ∈ S} = {β ; β ∈ T }, i.e. P (x) is an (S, T )QPP.

Let

(3.6)
U1(x)

U2(x)
=

T (x)

x(xq−1 − 1)
=

Q′(x)

Q(x)
,

where U1(x)/U2(x) is in reduced form. Then deg U2(x) 6 deg Q(x). Assume that

P (x) is an (S, T )QPP. Then Q(x) has no repeated root(s) and

Q(x) =
∏

b∈S

(x − P (b)) =
∏

α∈T

(x − α).

Thus, Q′(x)/Q(x) is in reduced form yielding Q(x) = U2(x) and Q′(x) = U1(x).

Since x(xq−1 − 1) =
∏

α∈Fq

(x − α) and U2(x) =
∏

α∈T

(x − α), by (3.6) we get

gcd(T (x), x(xq−1 − 1)) =
∏

α∈Fq\T

(x − α).

�

Using Theorem 3.1, we now give an example of a QPP which is not a PP.

Example. Let f(x) = x2 + 1 ∈ F5[x]. Since f(2) = 0 = f(3), f(x) is not a PP.

Take S = {0, 2, 4}, T = {0, 1, 2}. Then

S(x) =
∏

α∈S

(x − α) = x(x − 2)(x − 4) = x3 − x2 + 3x.

464



Using the notation of Theorem 3.1, we have

f(x) = 0 · S(x) + A1(x), A1(x) = x2 + 1,

(f(x))2 = (x + 1)S(x) + A2(x), A2(x) = 2x + 1,

(f(x))3 = (x3 + x2 + x + 3)S(x) + A3(x), A3(x) = 3x2 + x + 1,

(f(x))4 = (x5 + x4 + 2x3 + 4x2 + 4x + 2)S(x) + A4(x), A4(x) = 4x2 − x + 1.

Thus, T (x) = 3x4 + 3x3 + 4x − 1 = (x − 3)(x − 4)(3x2 + 4x + 2), and so gcd(T (x),

x(x4 − 1)) = (x − 3)(x − 4) =
∏

α∈F5\T

(x − α), showing, by Theorem 3.1, that f(x) is

a QPP.

Most of the known criteria for PP’s are immediate consequences of Theorem 3.1;

for instance, taking S(x) = xq − x, we get:

Corollary 3.2. Let P (x) ∈ Fq[x] and

(P (x))k = Bk(x)(xq − x) + Ak(x),

where Ak(x) = aq−1,kxq−1 + aq−2,kxq−2 + . . . + a1,kx + a0,k ∈ Fq[x]. Let

R(x) = −aq−1,1x
q−2 − aq−1,2x

q−3 − . . . − aq−1,q−2x − aq−1,q−1.

Then P (x) is a PP if and only if R(x) and x(xq−1 − 1) are relatively prime.

Specializing the reduction polynomials in Corollary 3.2, we obtain the classical

Hermite’s criterion.

Corollary 3.3. Let P (x) and R(x) be defined as in Corollary 3.2. Then P (x) is

a PP if and only if the following two conditions hold:

(i) deg Ak(x) < q − 1 (1 6 k < q − 1),

(ii) deg Aq−1(x) = q − 1.

P r o o f. To invoke upon the result of Corollary 3.2, we need to show that the

two conditions are equivalent to R(x) and x(xq−1 − 1) being relatively prime. If (i)

and (ii) hold, then R(x) = −aq−1,q−1 6= 0, so R(x) and x(xq−1 − 1) are relatively

prime. On the other hand, since Q(x) = x(xq−1 − 1), we have Q′(x) = −1. Thus,

−aq−1,1x
q−2 − aq−1,2x

q−3 − . . . − aq−1,q−1 = R(x) = Q′(x) = −1,

i.e., aq−1,k = 0 (1 6 k < q − 1) and aq−1,q−1 = 1, rendering (i) and (ii) true. �
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In Corollary 3.3, if (i) holds but (ii) does not, then Q(x) is a linearized polynomial

because from (3.5) we have

Q′(x)

Q(x)
=

−aq−1,1x
q−2 − aq−1,2x

q−3 − . . . − aq−1,q−1

x(xq−1 − 1)
= 0,

i.e., Q′(x) = 0, implying that each monomial in Q has degree equal to a multiple of

p = charFq.

The main result of [1] is another consequence.

Corollary 3.4. Let P (x) and R(x) be defined as in Corollary 3.2. Then P (x) is

a PP if and only if the following two conditions hold:

(i) deg Ak(x) < q − 1 (1 6 k < q − 1),

(ii) the equation P (x) = 0 has exactly one solution in Fq.

P r o o f. If P (x) is a PP, then (i) holds by Corollary 3.3, while (ii) holds by the

definition of PP. On the other hand, assume (i) and (ii) hold. From (ii) and (3.2) we

get

(3.7) −aq−1,q−1 =
∑

b∈Fq

(P (b))q−1 = 0 + 1 + 1 + . . . + 1
︸ ︷︷ ︸

(q−1)times

= −1,

i.e., deg Aq−1(x) = q − 1, and so P (x) is a PP by Corollary 3.3. �

There is an alternative formulation similar to Theorem 3.1, whose proof, which is

the same as that of Theorem 3.1, is omitted here.

Proposition 3.5. Let Sp(x) =
∏

α∈S

(x − P (α)). For k ∈ N put

(3.8) xk = Bkp
(x)Sp(x) + Akp

(x),

where Bkp
(x), Akp

(x) := cs−1,kxs−1 + cs−2,kxs−2 + . . . + c1,kx + c0,k ∈ Fq[x]. Let

Wj =
∑

b∈S

(P (b))j (j = 0, 1, . . . , s − 1)

and

Tp(x) = sxq−1 + xq−2(cs−1,1Ws−1 + cs−2,1Ws−2 + . . . + c0,1W0)

+ xq−3(cs−1,2Ws−1 + cs−2,2Ws−2 + . . . + c0,2W0) + . . .

+ x(cs−1,q−2Ws−1 + cs−2,q−2Ws−2 + . . . + c0,q−2W0)

+ (cs−1,q−1Ws−1 + cs−2,q−1Ws−2 + . . . + c0,q−1W0 − s).
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Then P (x) is an (S, T )QPP if and only if

gcd(Tp(x), x(xq−1 − 1)) =
∏

α∈Fq\T

(x − α),

where the empty product is defined as 1.

Though the statements of Theorem 3.1 and Proposition 3.5 are different, the

corollaries of Theorem 3.1 listed above and their counterparts derivable from Propo-

sition 3.5 are identical because Tp(x) = T (x). To see this, it is enough to verify that

for each k ∈ N,

(3.9)
∑

b∈S

Ak(b) =
∑

b∈S

Akp
(P (b)).

From (3.8) we have

∑

b∈S

(P (b))k =
∑

b∈S

{Bkp
(P (b))Sp(P (b)) + Akp

(P (b))}

=
∑

b∈S

{

Bkp
(P (b))

∏

α∈S

(P (b) − P (α)) + Akp
(P (b))

}

=
∑

b∈S

Akp
(P (b)),

from which together with (3.1) the identity (3.9) follows.

4. Linearized polynomials

Let q be a prime power and n ∈ N. Recall from [7] that L(x) ∈ Fqr [x], r ∈ N, is

called a linearized polynomial, or q-polynomial, if it is of the form

L(x) =

n∑

i=0

aix
qi

.

For such polynomials we have the following criterion for QPP.

Theorem 4.1. Let S be an additive subgroup of Fqr , T ⊆ Fqr with 0 ∈ T and

|S| = |T |. Let

L(x) =

r−1∑

i=0

aix
qi

∈ Fqr [x]

be a linearized polynomial sending S into T . Then L(x) is an (S, T )QPP if and only

if L(x) has exactly one root, namely 0, in S.
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P r o o f. Assume that L(x) is an (S, T )QPP. Clearly, L(0) = 0 showing that

0 ∈ S is a root of L(x). If c ∈ S is a root of L(x), since L(x) is a bijection, we must

have c = 0.

Conversely, assume that L(x) has only the root 0 ∈ S. To show that L is an

(S, T )QPP, it suffices to show that L is injective on S. This is immediate from S

being an additive group and

0 = L(b) − L(c) =

r−1∑

i=0

ai(b
qi

− cqi

) =

r−1∑

i=0

ai(b − c)qi

= L(b − c).

�

The requirement that S is an additive group in Theorem 4.1 cannot be omitted

as seen in the following example.

Example. Let F9
∼= Z3[x]/(x2 + 1) with α ∈ F9 satisfying α2 + 1 = 0. Let

S1 = {0, α, 2α} and S2 = {0, α + 1, α + 2} be subsets of F9. Clearly, S1 is an

additive subgroup of F9 but S2 is not. Consider the linearized polynomial L(x) =

x3 + 2x ∈ F9[x]. Since 0 is the only root of L(x) in S1, by Theorem 4.1 L(x) is an

(S1, L(S1))QPP. However, from L(0) = 0, L(α + 1) = α = L(α + 2) we see that 0 is

the only root of L(x) in S2 as well, but L(x) is not an (S2, L(S2))QPP.

The following result which is Theorem 7.9 in [7] is an immediate consequence of

Theorem 4.1.

Corollary 4.2. Every linearized polynomial in Fq[x] is a PP if and only if it has

only the root 0 in Fq.

Making use of the notion of the vector space, linearized polynomials provide a large

class of PP’s and QPP’s as shown in the next result which itself is of independent

interest. Before stating the theorem, we recall some facts from linear algebra. Let

S be an additive subgroup of Fqr and 0 ∈ T ⊆ Fqr with |S| = |T |. If SFq ⊆ S, then

S can be viewed as a vector subspace of Fqr over Fq.

Theorem 4.3. Let S be an additive subgroup of Fqr , 0 ∈ T ⊆ Fqr , |S| = |T |.

Assume that SFq ⊆ S and set d := dimFq
S, r = kd (k ∈ N). Let β0, β1, . . . , βd−1 ∈ S

be linearly independent over Fq and put

(4.1) αi := βi + βqd

i + βq2d

i + . . . + βq(k−1)d

i (i = 0, 1, 2, . . . , d − 1).

Let L : S → T be a linearized polynomial of the form

(4.2) L(x) =

r−1∑

i=0

aix
qi

∈ Fqr [x], with at = ai whenever t ≡ i mod d.
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(i) Assume that α0, α1, . . . , αd−1 are linearly independent over Fq. Then L(β0),

L(β1), . . . , L(βd−1) are linearly independent over Fq if and only if detA 6= 0,

where

(4.3) A =









a0 aq
d−1 aq2

d−2 . . . aqd−1

1

a1 aq
0 aq2

d−1 . . . aqd−1

2

...
...

...
. . .

...

ad−1 aq
d−2 aq2

d−3 . . . aqd−1

0









.

(ii) If α0, α1, . . . , αd−1 are linearly dependent over Fq, then L(β0), L(β1), . . . ,

L(βd−1) are linearly dependent over Fq, and L(x) is not an (S, T )QPP.

P r o o f. Write

γm := L(βm) (m = 0, 1, 2, . . . , d − 1).

Since βqr

m = βm (0 6 j 6 r − 1; 0 6 m 6 d− 1), using at = ai if t ≡ i mod d we have

γqj

m = aqj

0 βqj

m + aqj

1 βqj+1

m + . . . + aqj

r−jβ
qj+r−j

m + . . . + aqj

r−1β
qj+r−1

m(4.4)

= aqj

j−jβ
qj

m + aqj

(j+1)−jβ
qj+1

m + . . . + aqj

0−jβ
q0

m + . . . + aqj

(j−1)−jβ
qj−1

m

=

r−1∑

i=0

aqj

i−jβ
qi

m .

Substituting into (4.2), we get








γ0 γq
0 . . . γqr−1

0

γ1 γq
1 . . . γqr−1

1
...

...
. . .

...

γd−1 γq
d−1 . . . γqr−1

d−1








(4.5)

=








β0 βq
0 . . . βqr−1

0

β1 βq
1 . . . βqr−1

1
...

...
. . .

...

βd−1 βq
d−1 . . . βqr−1

d−1





















a0 aq
r−1 . . . aqr−1

1

a1 aq
0 . . . aqr−1

2
...

...
. . .

...

ad−1 aq
d−2 . . . aqr−1

d

...
...

. . .
...

ar−1 aq
r−2 . . . aqr−1

0














.

Equating the top left hand corner, we get

∆ = B1A1 + B2A2 + . . . + BkAk,
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where

∆ =








γ0 γq
0 . . . γqd−1

0

γ1 γq
1 . . . γqd−1

1
...

...
. . .

...

γd−1 γq
d−1 . . . γqd−1

d−1








,

and for 1 6 l 6 k,

Bl =









βq(l−1)d

0 βq(l−1)d+1

0 . . . βqld−1

0

βq(l−1)d

1 βq(l−1)d+1

1 . . . βqld−1

1
...

...
. . .

...

βq(l−1)d

d−1 βq(l−1)d+1

d−1 . . . βqld−1

d−1









,

Al =









a(l−1)d aq
(l−1)d−1 . . . aqd−1

(l−2)d+1

a(l−1)d+1 aq
(l−1)d . . . aqd−1

(l−2)d+2

...
...

. . .
...

ald−1 aq
ld−2 . . . aqd−1

(l−1)d









.

Since at = ai if t ≡ i mod d, we have

Al =









a0 aq
d−1 aq2

d−2 . . . aqd−1

1

a1 aq
0 aq2

d−1 . . . aqd−1

2

...
...

...
. . .

...

ad−1 aq
d−2 aq2

d−3 . . . aqd−1

0









= A (l = 1, 2, . . . , k).

Thus,

∆ = (B1 + B2 + . . . + Bk)A = BA,

where, using (4.1),

B =








α0 αq
0 . . . αqd−1

0

α1 αq
1 . . . αqd−1

1
...

...
. . .

...

αd−1 αq
d−1 . . . αqd−1

d−1








.

(i) Assume that α0, α1, . . . , αd−1 are linearly independent over Fq. By Lemma 3.51

of [7], we know that detB 6= 0. Thus, det∆ = 0 if and only if det A = 0 and so the

assertion follows again from Lemma 3.51 in [7].

(ii) If α0, α1, . . . , αd−1 are linearly dependent over Fq, then Lemma 3.51 of [7]

implies detB = 0, and so det∆ = 0. This yields that γ0, γ1, . . . , γd−1 are linearly

dependent over Fq, i.e., there are b0, b1, . . . , bd−1 ∈ Fq not all zero such that

L(0) = 0 = b0L(β0) + b1L(β1) + . . . + bd−1L(βd−1)

= L(b0β0 + b1β1 + . . . + bd−1βd−1).
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If b0β0 + b1β1 + . . . + bd−1βd−1 = 0, since β0, β1, . . . , βd−1 are linearly independent

over Fq, hence all bi = 0, which is a contradiction. Thus, b0β0+b1β1+. . .+bd−1βd−1 6=

0 showing that L(x) is not an (S, T )QPP. �

Remarks. 1. The special case where d = r, which forces all the matrices in (4.5)

to be square, shows in particular that L(x) is an (S, T )QPP if and only if

det









a0 aq
r−1 aq2

r−2 . . . aqr−1

1

a1 aq
0 aq2

r−1 . . . aqr−1

2

...
...

...
. . .

...

ar−1 aq
r−2 aq2

r−3 . . . aqr−1

0









6= 0.

This special case is a generalization of Theorem 7.24 in [7].

2. It is easily seen that the condition SFq ⊆ S can be dropped if q = p.

Pushing the result in Theorem 4.3 (i) a little further, we get

Corollary 4.4. Let S be an additive subgroup of Fqr , 0 ∈ T ⊆ Fqr , |S| = |T |.

Assume that SFq ⊆ S and set d := dimFq
S, r = kd (k ∈ N). Let β0, β1, . . . , βd−1 ∈ S

be linearly independent over Fq and put

αi := βi + βqd

i + βq2d

i + . . . + βq(k−1)d

i (i = 0, 1, 2, . . . , d − 1).

Let L : S → T be a linearized polynomial of the form (4.2) satisfying at = ai

whenever t ≡ i mod d. If α0, α1, . . . , αd−1 are linearly independent over Fq and

detA 6= 0, where A is given by (4.3), then L(x) is an (S, T )QPP.

P r o o f. By Theorem 4.1, L(x) is an (S, T )QPP if and only if L(x) has only

one root 0 ∈ S, that is, if and only if the linear operator on the vector space S

over Fq induced by L(x) is nonsingular. This linear operator is nonsingular pre-

cisely when L(β0), L(β1), . . . , L(βd−1) are linearly independent over Fq whenever

β0, β1, . . . , βd−1 ∈ S are linearly independent over Fq. Theorem 4.3 then shows that

L(β0), L(β1), . . . , L(βd−1) are linearly independent over Fq. �

The following example illustrates that both possibilities in Theorem 4.3 do occur.

Example. In

F24 ∼= Z2[x]/(x4 + x + 1) = {c0 + c1α + c2α
2 + c3α

3; c0, c1, c2, c3 ∈ Z2},

where α4 + α + 1 = 0, let

S1 = {0, α, α2, α2 + α} ⊆ F24 , S2 = {0, α2 + 1, α3 + 1, α2 + α3} ⊆ F24 .
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Note that both S1 and S2 are additive subgroups of F24 . For each i ∈ {1, 2}, consider

the linearized polynomial L : Si → L(Si) given by

L(x) = a0x + a1x
2 + a0x

4 + a1x
8 ∈ F24 [x].

Taking β0 = α, β1 = α2 both belonging to S1 and linearly independent over F2,

direct computation gives β0 + β22

0 = α + α4 = 1, β1 + β22

1 = α2 + α8 = 1, both of

which are clearly linearly dependent over F2. Since L(β0) = L(β1) = a0 + a1, they

are linearly dependent over F2 and so L(x) is not an (S1, L(S1))QPP.

Taking β0 = α2 + 1, β1 = α2 + α3 both belonging to S2 and linearly independent

over F2, direct computation gives β0 +β22

0 = 1 and β1 +β22

1 = α2 +α, both of which

are linearly independent over F2. By Theorem 4.3, det

(
a0 a2

1

a1 a2
0

)

6= 0 if and only if

L(β0) and L(β1) are linearly independent over F2.

Observe that the linearized polynomials L over Fqr in Theorem 4.3 and Corol-

lary 4.4 are of degree 6 qr−1. As seen in Proposition 2.1, these linearized polyno-

mials may be not the unique polynomials of degree 6 s − 1 representing functions

L : S → T . This leads us to ask whether the unique polynomial of degree 6 s − 1

representing a function equivalent to a linearized polynomial L : S → T over Fqr is

necessarily linearized. This is so if q = p as shown in the next proposition, and false

otherwise as seen in the example right after.

Proposition 4.5. Let S be an additive subgroup of Fpr and 0 ∈ T ⊆ Fpr with

|S| = |T | = s 6 pr. If L : S → T is a linearized polynomial of the form

(4.6) L(x) =

r−1∑

i=0

aix
pi

∈ Fpr [x],

then the unique polynomial f : S → T in Fpr [x] with degree 6 s − 1 which repre-

sents L in the sense that f(y) = L(y) (y ∈ S) is also a linearized polynomial.

P r o o f. By Proposition 2.1, let the unique polynomial f : S → T in Fpr [x] with

degree 6 s − 1 which represents L be f(x) =
s−1∑

i=0

bix
i ∈ Fpr [x]. For y, z ∈ S and

c ∈ Fp, we see that

f(y + z) = L(y + z) =

r−1∑

i=0

ai(y + z)pi

=

r−1∑

i=0

ai(y
pi

+ zpi

) = L(y)+L(z) = f(y)+ f(z)

and

f(cy) = L(cy) =
r−1∑

i=0

ai(cy)pi

= c
r−1∑

i=0

aiy
pi

= cL(y) = cf(y).

By Lemma 10.10 of [10], f(x) is a linearized polynomial. �
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Example. In

F43 = F26
∼= Z2[x]/(x6 + x + 1) = {c0 + c1α + c2α

2 + . . . + c5α
5 ; ci ∈ Z2},

where α6 +α+1 = 0, let S = {0, 1, α2, α2 +1}, T = {0, α3 +α2 +1, α, α2} be subsets

of F43 . Consider the linearized polynomial

L(x) = x + x16 ∈ F43 [x]

whose restriction to S is a function sending S into T given by

LS(x) =

{

0 if x = 0 or 1,

α3 + α2 + 1 if x = α2 or α2 + 1.

If

f(x) = a0 + a1x + a2x
2 + a3x

3 ∈ F43 [x]

is the unique polynomial of degree 6 3 representing LS , equating the values of f and

LS over S and solving the system for the coefficients ai we get

f(x) = (α5 + α2)x + (α5 + α2)x2,

which is not a linearized polynomial over F43 , though L is a linearized polynomial

over F26 .

The requirement that S is an additive group in Proposition 4.5 cannot be dropped

even when q = p, as shown in the following example.

Example. Let F53
∼= Z5[x]/(x3 + x + 1), with α ∈ F53 satisfying α3 + α + 1 = 0.

Let S = {1, 2, α} and T = {0, 1, 3} be subsets of F53 . Clearly, S is not an additive

subgroup of F53 . Consider the linearized polynomial

L(x) = x + x5 + x52

∈ F53 [x].

Then L is a function from S into T since L(1) = 3, L(2) = 1, and L(α) = 0.

Let f(x) = a0 + a1x + a2x
2 ∈ F53 [x] be the unique polynomial representing L

on S. Solving for the coefficients, we get a0 = 4α/(α2 + 2α + 2) 6= 0, showing that

f(x) is not a linearized polynomial.

Next, we use Zhou’s technique [11] to find analogues of his result for QPP’s.
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Theorem 4.6. Let S ⊆ Fqr , |S| = s, α a primitive element in Fqr , {α0, α1, . . . ,

αr−1} a basis of Fqr over Fq and β ∈ Fqr \ {0}. If

(4.7) f(x) =

r−1∑

k=0

βqk

(α0 + αqk

α1 + α2qk

α2 + . . . + α(r−1)qk

αr−1)x
qk

∈ Fqr [x],

then f(x) is an (S, f(S))QPP.

P r o o f. Since α is a primitive element of Fqr , we can write S = {αi1 , αi2 , . . . ,

αis}, where i1, i2, . . . , is ∈ N ∪ {0,−∞} are such that ij 6≡ ik mod(qr − 1) whenever

j 6= k, with the convention that α−∞ = 0. Referring to Lemma 1.3 of [11], we can

take an m-sequence {bi} ⊆ Fq given by bi = Tr(βαi) (i > 0). For i ∈ {i1, i2, . . . , is},

consider the numbers

Bi :=
r−1∑

k=0

bk+iαk =
r−1∑

k=0

αk Tr(βαk+i)

=

r−1∑

k=0

αk(βαk+i + βqα(k+i)q + βq2

α(k+i)q2

+ . . . + βqr−1

α(k+i)qr−1

)

=

(r−1∑

k=0

αkβαk

)

αi +

(r−1∑

k=0

αkβqαkq

)

(αi)q + . . .

+

(r−1∑

k=0

αkβqr−1

αkqr−1

)

(αi)qr−1

.

The Bi’s are distinct, for otherwise there are u, v ∈ {1, 2, . . . , s} such that u 6= v, but

r−1∑

k=0

bk+iu
αk = Biu

= Biv
=

r−1∑

k=0

bk+iv
αk.

As {α0, α1, . . . , αr−1} is a basis of Fqr over Fq, this yields

bk+iu
= bk+iv

(k = 0, 1, 2, . . . , r − 1),

contradicting Lemma 1.4 of [11]. Hence, |{Bi ; i = i1, i2, . . . , is}| = s. Since Bi =

f(αi) (i = i1, i2, . . . , is), we conclude that f(x) ∈ Fqr [x] is an (S, f(S))QPP. �

Using the remark in Section 2, we get
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Corollary 4.7. Let S and T be subsets of Fqr with |S| = |T | and let f(x) ∈ Fqr [x]

be as in (4.7).

(i) If P (x) ∈ Fqr [x] is a bijection from f(S) to T , then P ◦ f is an (S, T )QPP.

(ii) If Q(x) ∈ Fqr [x] is a bijection from S to R ⊆ Fqr and f(R) = T , then f ◦ Q is

an (S, T )QPP.

We work out an example to illustrate the ideas involved.

Example. In F23 ∼= Z2[x]/(x3 + x + 1) = {c0 + c1α + c2α
2 ; ci ∈ Z2}, where

α3 + α + 1 = 0, let

S = {α, α2, α2 + α, α2 + α + 1}, T = {α, α + 1, α2 + α, α2 + 1}

be subsets of F23 . Clearly, α is a primitive element in F23 and {1, α, α2} is a basis

of F23 over F2. Choose β = α + 1 ∈ F∗
23 . Let R = {1, α, α + 1, α2 + 1} ⊆ F23 .

Consider the linearized polynomial

f(x) =

2∑

k=0

(α + 1)2
k

(1 + α2k

α + α2·2k

α2)x2k

= (α2 + 1)x + (α2 + α)x2 + (α2 + α)x4 ∈ F23 [x].

By Theorem 4.6, f(x) is an (R, f(R))QPP with

f(1) = α2 + 1, f(α) = α2 + α, f(α + 1) = α + 1, f(α2 + 1) = α,

i.e., f(x) is an (R, T )QPP. Take a bijective function g : S → R given by

g(x) =







1 if x = α2 + α + 1,

α if x = α2 + α,

α + 1 if x = α2,

α2 + 1 if x = α.

By Proposition 2.2 and direct computation,

Pg(x) = α + x + x2 + (α2 + α)x3 ∈ F23 [x]

is the unique polynomial of degree 6 3 representing g. By Corollary 4.7, we have

that

(f ◦ Pg)(x) = (α2 + α) + (α2 + 1)x + (α + 1)x2 + (α + 1)x3

+ (α2 + α + 1)x6 + (α2 + α)x8 + (α2 + 1)x12

≡ (α2 + α) + (α + 1)x + (α + 1)x2 + (α + 1)x3 + (α2 + 1)x5

+ (α2 + α + 1)x6 mod(x23

− x)

is an (S, T )QPP.
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Our next theorem is an analogue of Theorem 4 in [2] for QPP’s.

Theorem 4.8. Let S be an additive subgroup of Fqr and U = Fqr \ S(qi−qj),

r > i > j > 0, where

S(qi−qj) := {βqi−qj

; β ∈ S \ {0}}.

Then f(x) = xqi

− axqj

is an (S, f(S))QPP for each a ∈ U \ {0}.

P r o o f. For a ∈ U \ {0} we have 0 6= a /∈ S(qi−qj). Since f(x) = xqi

− axqj

=

xqj

(xqi−qj

− a), we deduce that f(x) has only one root 0 ∈ S and the result follows

from Theorem 4.1. �

Taking j = 0 in Theorem 4.8, we have

Corollary 4.9. Let S be an additive subgroup of Fqr and U = Fqr \ S(qi−1)

(0 < i < r), where S(qi−1) = {βqi−1 ; β ∈ S \ {0}}. Then f(x) = xqi

− ax is

an (S, f(S))QPP for all a ∈ U \ {0}.

We illustrate its use with an example.

Example. In F24 ∼= Z2[x]/(x4 +x+1) = {c0 +c1α+c2α
2 +c3α

3 ; ci ∈ Z2}, where

α4+α+1 = 0, let S = {0, α, α2, α2+α} ⊆ F24 and U = F24\S(22−20) = F24\S(3). We

have S(3) = {0, 1, α3, α2 + α3}. By Theorem 4.8, f(x) = x4 − ax is an (S, f(S))QPP

for each a ∈ U \ {0}.

5. Criteria involving characters

Let 〈G, ∗〉 be a finite abelian group and F a field. A function χ : G → F is called

a character if it is a homomorphism of G into the multiplicative group F ∗ of nonzero

elements of F , i.e., a mapping from G into F ∗ such that χ(g1 ∗ g2) = χ(g1)χ(g2)

for all g1, g2 ∈ G. If χ(g) = 1 for all g ∈ G, then χ is said to be trivial. All other

characters of G are called nontrivial. If G is a group with respect to multiplication,

then a character χ of G is called a multiplicative character, while if G is a group with

respect to addition, then a character χ of G is called an additive character. Denote

by Ĝ the set of characters of G; it is an abelian group under the multiplication of

characters, i.e., χ1(h)χ2(h) = χ1χ2(h) for all h ∈ G.

Some criteria for QPP’s based on the use of characters of abelian subgroups of Fq

are given below.
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Theorem 5.1. Let S and T be multiplicative (or additive) abelian subgroups

of Fq, and let f(x) ∈ Fq[x] be sending S onto T . Then f(x) is an (S, T )QPP if and

only if
∑

c∈S

χ(f(c)) = 0

for each nontrivial character χ of S.

P r o o f. We give only a proof for multiplicative S; the other case is similar.

Assume that f(x) is an (S, T )QPP. We may assume without loss of generality that

both S and T have the same set of characters. Let χ be a nontrivial character of

both S and T . By Theorem 5.4 of [7] we have
∑

c∈S

χ(f(c)) =
∑

b∈T

χ(b) = 0.

Conversely, assume that
∑

c∈S

χ(f(c)) = 0 for all multiplicative characters χ 6= χ0,

the trivial character of S. For fixed a ∈ T = f(S), the number N of solutions of

f(x) = a in S is given, see e.g. equation (5.5), p. 189 of [7], by

N =
1

|S|

∑

c∈S

∑

χ∈Ŝ

χ(f(c))χ(a)

=
1

|S|

(
∑

c∈S

χ0(f(c))χ0(a) +
∑

χ6=χ0

∑

c∈S

χ(f(c))χ(a)

)

=
1

|S|

(
∑

c∈S

1 · 1 +
∑

χ6=χ0

χ(a)
∑

c∈S

χ(f(c))

)

=
1

|S|

(

|S| +
∑

χ6=χ0

χ(a) · 0

)

= 1,

showing that f(x) is an (S, T )QPP. �

Specializing the result of Theorem 5.1 to quadratic characters, interesting charac-

terizations can be derived. We start by recalling some facts about quadratic char-

acters. Let H be a multiplicative subgroup of Fq \ {0}, |H | = d. A quadratic

H-character of Fq is defined as a map ηH : Fq → C satisfying, for each c ∈ Fq,

ηH(c) =







0 if c = 0,

1 if c = b2 for some b ∈ H,

−1 otherwise.

We collect basic properties of quadratic characters in the following lemma.
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Lemma 5.2.

I. If b ∈ H , then

(i) either bd/2 = 1 or −1;

(ii) ηH(b) = 1 if and only if bd/2 = 1.

II. If c ∈ Fq \ {0}, then ηH(c) = ηH(c−1).

III. Let b, c ∈ Fq. Then ηH(bc) = ηH(b)ηH(c) holds only when b = 0, or c = 0, or

ηH(b) 6= ηH(c), or ηH(b) = ηH(c) = 1.

IV. If b ∈ Fq and c ∈ H , then ηH(bc−1) = ηH(bc).

P r o o f. I. (i) Since H is of order d, the result follows from (bd/2)2 = bd = 1.

(ii) SinceH is a subgroup of the multiplicative group Fq\{0},H is cyclic, i.e.,H = 〈α〉

for some α ∈ H . We first verify that b1/2 ∈ H if and only if b = α2i for some

i ∈ N ∪ {0}. If b = α2i for some i ∈ N ∪ {0}, then b1/2 = αi ∈ H . If b1/2 ∈ H , then

b1/2 = αi for some i ∈ N ∪ {0}, and so b = α2i. Now, the definition of a quadratic

character yields

ηH(b) = 1 ⇔ b = h2 for some h ∈ H ⇔ b1/2 ∈ H

⇔ b = α2i for some i ∈ N ∪ {0} ⇔ bd/2 = (α2i)d/2 = (αi)d = 1.

II. We have

ηH(c) = 1 ⇔ c = h2 (h ∈ H) ⇔ c−1 = (h−1)2 ⇔ ηH(c−1) = 1.

III. The result holds trivially when b = 0 or c = 0. Assume now that both b and c

are nonzero. If ηH(b) = ηH(c) = 1, then b = u2 and c = v2 for some u, v ∈ H , and

so bc = (uv)2 showing that ηH(bc) = 1 = ηH(b)ηH(c).

If ηH(b) 6= ηH(c), say ηH(b) = 1, ηH(c) = −1, then b = u2 for some u ∈ H and

c 6= v2 for all v ∈ H . Suppose that (bc)1/2 ∈ H . Then bc = w2 for some w ∈ H , and

so c = w2b−1 = (wu−1)2, which contradicts ηH(c) = −1. Thus (bc)1/2 /∈ H and so

ηH(bc) = −1 = ηH(b)ηH(c).

IV. As a preliminary result, we show that ηH(bc(c−1)2) = ηH(bc). If b = 0, then

ηH(bc(c−1)2) = ηH(bc−1) = 0 = ηH(bc). Assume next that b 6= 0. If ηH(bc) = 1,

then ηH((c−1)2) = 1 = ηH(bc), and so by part III,

ηH(bc(c−1)2) = ηH(bc)ηH((c−1)2) = ηH(bc) · 1 = ηH(bc).

If ηH(bc) = −1, then by part III

ηH(bc(c−1)2) = ηH(bc)ηH((c−1)2) = ηH(bc) · 1 = ηH(bc),

and so

ηH(bc−1) = ηH(bcc−1c−1) = ηH(bc(c−1)2) = ηH(bc).

�

478



Theorem 5.3. Let q be odd, a ∈ Fq, H a multiplicative subgroup of Fq \ {0} of

even order d, and S = H ∪ {0}.

(i) If a − 1 ∈ H = S \ {0} and ηH(a2 − 1) = 1, then f(x) = x1+d/2 + ax is an

(S, f(S))QPP.

(ii) If a+1 ∈ S and a−1 ∈ H = S\{0}, then f(x) = x1+d/2+ax is an (S, f(S))QPP

if and only if ηH(a2 − 1) = 1.

P r o o f. Let f(x) = x1+d/2 + ax. We proceed to prove the assertion (ii) as the

assertion (i) will be deduced along the way. Assuming a + 1 ∈ S and a − 1 ∈ H =

S \ {0}, it suffices to show that

ηH(a2 − 1) 6= 1 ⇐⇒ f is not injective on S.

Assume that f is not injective on S. Then there are b, c ∈ S, b 6= c such that

f(b) = f(c). We consider two possible cases.

Case 1 : c = 0 or b = 0. Without loss of generality assume c = 0. Then b ∈ H .

Thus

(bd/2 + a)b = bd/2+1 + ab = f(b) = f(c) = 0,

implying that bd/2 +a = 0. Consequently, ηH(a2−1) = ηH(bd −1) = ηH(0) = 0 6= 1.

Case 2 : b 6= 0 and c 6= 0. From bd/2+1 +ab = f(b) = f(c) = cd/2+1 +ac we deduce

that

(5.1) (bd/2 + a)b = (cd/2 + a)c.

If bd/2 +a = 0, then the same reasoning as in Case 1 yields the result. If bd/2 +a 6= 0,

then its inverse (bd/2 + a)−1 belongs to Fq, and (5.1) implies

(5.2) bc−1 = (bd/2 + a)−1(cd/2 + a).

If ηH(b) = ηH(c) = 1, then Lemma 5.2 I (ii) shows that bd/2 = 1 = cd/2. Conse-

quently, (5.2) yields bc−1 = (1+a)−1(1+a) = 1, i.e., b = c, which is a contradiction.

If ηH(b) = ηH(c) = −1, then Lemma 5.2 I (i) and (ii) show that bd/2 = −1 = cd/2.

Consequently, (5.2) yields bc−1 = (−1 + a)−1(−1 + a) = 1, i.e., b = c, again a

contradiction.

Thus, ηH(b) 6= ηH(c). We assume, without loss of generality, that ηH(b) = −1

and ηH(c) = 1. By Lemma 5.2 I (i) and (ii), we have bd/2 = −1 and cd/2 = 1. Thus,

−1 = ηH(b)ηH(c) = ηH(b)ηH(c−1) (by Lemma 5.2 II)

= ηH(bc−1) (by Lemma 5.2 III)

= ηH((−1 + a)−1(1 + a)) (using (5.2))

= ηH((−1 + a)(1 + a)) (by Lemma 5.2 IV, using a − 1 ∈ H = S \ {0})

= ηH(a2 − 1).
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We note that at this point the assertion (i) holds.

Conversely, if ηH(a2 − 1) 6= 1, then a2 − 1 = 0 or ηH(a2 − 1) = −1. There are two

possible cases.

Case 1 : a2 − 1 = 0, i.e., a = ±1. If a = −1, then f(1) = 1 + a = 0 = f(0), so f is

not injective on S. If a = 1, then 0 = a− 1 ∈ H = S \ {0}, which is a contradiction.

Case 2 : ηH(a2−1) = −1. By hypothesis, the element b = (a+1)(a−1)−1 belongs

to S. Then

ηH(b) = ηH((a + 1)(a − 1)−1) = ηH((a + 1)(a − 1)) (by Lemma 5.2 IV)

= ηH(a2 − 1) = −1.

Lemmas 5.2 I (i) and I (ii) thus imply that bd/2 = −1, and so

f(b) = bd/2+1 + ab = (bd/2 + a)b = (−1 + a)b = a + 1 = f(1),

showing that f is not injective on S. �

Theorem 5.3 is sharp in the sense that there are other values of a, such as a = ±1,

yielding non-QPP’s, as seen in the next example.

Example. For odd q, let S = H ∪{0} where H is a multiplicative subgroup of F∗
q

of even order d. Then f±(x) = x1+d/2 ± x = x(xd/2 ± 1) is not an (S, f(S))QPP.

To see this, taking a ∈ H , we have f−(a2) = (a2)1+d/2 − a2 = 0 = f−(0), showing

that f− is not injective. Since H is a multiplicative subgroup of F∗
q of even order d,

we have H = 〈α〉 for some α ∈ F∗
q with αd = 1 and αd/2 = −1. Now, f+(α) =

α((αd/2) + 1) = 0 = f+(0), i.e., f+ is not injective.

6. Monomials and binomials

Regarding monomials and binomials, the following proposition is basic and its

easy proof is omitted.

Proposition 6.1. Let S ⊆ Fq.

(i) f(x) = x is an (S, S)QPP.

(ii) If S is closed under multiplication, then f(x) = ax is an (S, S)QPP for each

a ∈ S \ {0}.

(iii) If S is closed under addition, then f(x) = x + b is an (S, S)QPP for each b ∈ S.

(iv) Every linear polynomial f(x) = ax + b ∈ Fq[x], a 6= 0, is an (S, f(S))QPP.

Concerning monomials, the following criterion is useful.

480



Theorem 6.2. Let d be a divisor of q−1. Assume that S is a cyclic multiplicative

subgroup of F∗
q with |S| = (q − 1)/d. Then f(x) = xm is an (S, S)QPP if and only

if gcd(m, (q − 1)/d) = 1.

P r o o f. Writing S = 〈a〉 in terms of its generator a, we have

gcd
(

m,
q − 1

d

)

= 1 ⇐⇒ 〈am〉 is a cyclic subgroup of Fq \ {0} of order
q − 1

d
⇐⇒ 〈am〉 = 〈a〉 = S

⇐⇒ f(x) = xm is an (S, S)QPP.

�

Corollary 6.3. Let q = pn and let d be a divisor of q − 1. If S is a cyclic

multiplicative subgroup of F∗
q with |S| = (q − 1)/d, then f(x) = xpj

is an (S, S)QPP

for each j ∈ {0, 1, . . . , n − 1}.

P r o o f. By Theorem 6.2, it suffices to verify that gcd(pj , (q − 1)/d) = 1. Should

gcd(pj , (q − 1)/d) 6= 1, then p | (pn − 1)/d, a contradiction. �

For binomials, we have the following general results.

Theorem 6.4. A. Let 0 ∈ S ⊆ Fq and let f(x) = xi − axj , where i > j > 1 and

a ∈ Fq \ {0}.

(Ai) If a ∈ S(i−j) := {αi−j ; α ∈ S}, then f(x) is not an (S, f(S))QPP.

(Aii) f(x) is an (S, f(S))QPP if and only if a /∈ {(yi − zi)/(yj − zj) ; y, z ∈

S, y 6= z} =: S
(i,j)
2 .

(Aiii) Let e = gcd(i, j), ie = i/e, je = j/e. Assume S is closed under multipli-

cation. Then f(x) is an (S, f(S))QPP if and only if gcd(e, q − 1) = 1 and

h(x) = xie − axje is an (S, h(S))QPP.

B. Let S ⊆ Fq, a ∈ Fq \ {0} and i ∈ N. If gcd(i, q − 1) = 1, then f(x) = xi − a is

an (S, f(S))QPP.

P r o o f. A. (Ai) Let β ∈ S \ {0} be such that a = βi−j . Thus, f(β) =

βj(βi−j − a) = 0 = f(0), showing that f is not injective on S.

(Aii) Assume that a ∈ S
(i,j)
2 , i.e. a = (yi − zi)/(yj − zj) for some y, z ∈ S, y 6= z.

Then

(6.1) f(x) = xi −
yi − zi

yj − zj
xj = xj xi−j(yj − zj) − (yi − zi)

yj − zj
.

Substituting x = y and x = z in (6.1), we get that f(y) = f(z). Hence f(x) is

not an (S, f(S))QPP. Conversely, suppose that there are b, c ∈ S, b 6= c such that
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f(b) = f(c). Then bi − abj = f(b) = f(c) = ci − acj , and so bi − ci = a(bj − cj),

implying that a = (bi − ci)/(bj − cj) ∈ S
(i,j)
2 .

(Aiii) Clearly, f(x) = (h ◦ g)(x) where h(x) = xie − axje and g(x) = xe. By

Theorem 7.8 in [7], g(x) is a PP of Fq if and only if gcd(e, q − 1) = 1. Since S is

closed under multiplication, we conclude that g(x) is an (S, S)QPP if and only if

gcd(e, q − 1) = 1. The result follows at once from the remark in Section 2.

B. From Theorem 7.8 (ii) of [7] we know that xi is a PP of Fq if and only if

gcd(i, q − 1) = 1. �

In part A of the last theorem, if a /∈ S(i−j), then there are polynomials f(x) =

xi − axj which are (S, f(S))QPP as well as those which are not, as shown in the

following example.

Example. In

F32 ∼= Z3[x]/(x2 + 1) = {c0 + c1α ; ci ∈ Z3},

where α2 + 1 = 0, let S1 = {0, 2, α + 1} and S2 = {0, 2, α + 2} be subsets of F32 .

Consider the binomial

f(x) = x3 − x2 ∈ F32 [x].

Clearly, 1 /∈ S
(3−2)
1 and 1 /∈ S

(3−2)
2 . Since f(0) = 0, f(2) = 1 = f(α + 1) and

f(α + 2) = α + 2, we see that f(x) = x3 − x2 is not an (S1, f(S1))QPP but it is an

(S2, f(S2))QPP.

The final two results of this section provide examples of other forms of QPP’s.

Proposition 6.5. Let S be a nonempty subset of Fq closed under multiplication

and let i ∈ N be such that gcd(i, q− 1) = 1. If g(x) ∈ Fq[x] is an (S, g(S))QPP, then

f(x) = g(xi) is an (S, f(S))QPP.

P r o o f. This is immediate from Theorem 7.8 (ii) in [7] and the remark in

Section 2. �

Proposition 6.6. Let S, T ⊆ Fq with |S| = |T |, i ∈ N with gcd(i, q − 1) = 1 and

let u be a positive divisor of q − 1. If g(x) ∈ Fq[x] is such that g(xi) has no nonzero

root in Fq, then f(x) = xi(g(xi))(q−1)/i is an (S, f(S))QPP.

Moreover, if h(x) is an (f(S), T )QPP, then (h ◦ f)(x) = h(xi(g(xi))(q−1)/i) is an

(S, T )QPP.

P r o o f. From Theorem 7.10 in [7] we have that f(x) is a PP of Fq, so f(x) is

also an (S, f(S))QPP. The second part follows from the remark in Section 2. �
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7. Number of QPP’s of fixed degrees

Recall from Proposition 2.1 that each function from S into T is uniquely repre-

sentable by a polynomial in Fq[x] of degree 6 s−1. Denote the set of all polynomials

of degree 6 s − 1 in Fq[x] by

Ps := {f ∈ Fq[x] : deg f 6 s − 1},

and the set of those polynomials in Ps which uniquely represent functions from S

to T by

Ps(S, T ) := {f ∈ Ps ; f : S → T }.

We wish to determine the number of elements in Ps(S, T ) which are (S, T )QPP’s

using a technique of Das [3] which is purely computational in nature. Let NS,T (d) de-

note the number of (S, T )QPP’s of exact degree d ∈ {1, 2, . . . , s − 1}.

Theorem 7.1. Let S ⊆ Fq be as described in (2.1) and let

W :=








1 αi1 (αi1 )2 . . . (αi1 )s−1

1 αi2 (αi2 )2 . . . (αi2 )s−1

...
...

...
. . .

...

1 αis (αis )2 . . . (αis)s−1








, V = detW.

For b ∈ F∗
q , let Sb denote the system of equations (in x1, x2, . . . , xs)

C1,d+1x1 + C2,d+1x2 + . . . + Cs,d+1xs = b,

C1,d+2x1 + C2,d+2x2 + . . . + Cs,d+2xs = 0,

...

C1,sx1 + C2,sx2 + . . . + Cs,sxs = 0,

where Ci,j = (−1)i+j det(Mi,j) is the (i, j)-cofactor of W andMi,j is its (i, j)-minor.

Then

NS,T (d) =
∑

b∈B\{0}

Eb and NS,T (d) =
∑

b∈F∗

q

Eb,

where

B =

{

t1
C1,d+1

V
+ t2

C2,d+1

V
+ . . . + ts

Cs,d+1

V
; t1, t2, . . . , ts ∈ T \ {0}, ti 6= tj (i 6= j)

}

and Eb denotes the number of solutions (x1, x2, . . . , xs) ∈ T s of Sb with xi 6= xj

(i 6= j).
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P r o o f. By the description preceding (2.1), we may write T = {αj1 , αj2 , . . . , αjs}

for some j1, j2, . . . , js ∈ N∪{0,−∞} satisfying jm 6≡ jn mod(q−1) whenever m 6= n,

with the convention α−∞ := 0. Let

f(x) =
s−1∑

i=0

aix
i ∈ Fq[x]

be the unique polynomial of degree 6 s − 1 representing a function from S into T

and let

A = (a0 a1 a2 . . . as−1)
t , U = (f(αi1 ) f(αi2 ) f(αi3 ) . . . f(αis))t ,

where t denotes the transpose of a matrix. Since the matrix W has a nonzero

Vandermonde determinant, from WA = U we get A = W−1U , and so

f is an (S,T)QPP

⇐⇒ U = P (αj1 αj2 αj3 . . . αjs)t , where P is a permutation matrix

⇐⇒ A = W−1P (αj1 αj2 αj3 . . . αjs)t.

Explicitly,

(7.1)







a0

a1
...

as−1








=
∏

16k<j6s

(αij − αik)−1








C1,1 C2,1 C3,1 . . . Cs,1

C1,2 C2,2 C3,2 . . . Cs,2

...
...

...
. . .

...

C1,s C2,s C3,s . . . Cs,s








P








αj1

αj2

...

αjs








.

Observe that P (αj1 αj2 αj3 . . . αjs)t ∈ T s. From Proposition 2.2 we know that

ad = t1
C1,d+1

V
+ t2

C2,d+1

V
+ . . . + ts

Cs,d+1

V

for some t1, . . . , ts ∈ T . If f(x) is an (S, T )QPP of exact degree d, then equating the

coefficients on both sides of (7.1) yields

ad+1 = ad+2 = . . . = as−1 = 0, ad 6= 0,

which is the first equality assertion. The second equality assertion follows from

Eb = 0 for b ∈ F∗
q \ {0}, which holds because of Proposition 2.2 and the definition

of B. �
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The proof of Theorem 7.1 enables us to find systematically all (S, T )QPP’s of

degree d. To do so, we first solve Sb and use the solutions to compute the coefficients

from the system

C1,1x1 + C2,1x2 + . . . + Cs,1xs = a0 detW,(7.2)

C1,2x1 + C2,2x2 + . . . + Cs,2xs = a1 detW,

...

C1,d+1x1 + C2,d+1x2 + . . . + Cs,d+1xs = ad detW = b ∈ F∗
q .

We illustrate this remark with the following example.

Example. Let S = {1, 2, 4}, T = {2, 3, 4} ⊆ F5 and f(x) = a2x
2 + a1x + a0 ∈

F5[x]. Then

W =





1 1 (1)2

1 2 (2)2

1 4 (4)2



 =





1 1 1

1 2 4

1 4 1



 .

For b ∈ F∗
5, the system Sb consists of a single equation

0 6= b = C1,3x1 + C2,3x2 + C3,3x3 = 2x1 + 2x2 + x3.

If b = 1, then the solutions (x1, x2, x3) ∈ T 3 of S1 with xi 6= xj (i 6= j) are (3, 4, 2)

and (4, 3, 2). Substituting into (7.2), we get the (S, T )QPP’s x2+3x+4 and x2+x+2.

If b = 2, then there is no solution (x1, x2, x3) ∈ T 3 of S2 with xi 6= xj (i 6= j).

If b = 3, then there is no solution (x1, x2, x3) ∈ T 3 of S3 with xi 6= xj (i 6= j).

If b = 4, then the solutions (x1, x2, x3) ∈ T 3 of S4 with xi 6= xj (i 6= j) are

(2, 3, 4) and (3, 2, 4). Substituting into (7.2), we get the (S, T )QPP’s 4x2 + 4x + 4

and 4x2 + 2x + 2.

Thus, there are altogether four (S, T )QPP’s, namely, x2 + 3x + 4, x2 + x + 2,

4x2 + 4x + 4, 4x2 + 2x + 2. This is in agreement with the result of Theorem 7.1,

which yields NS,T (2) = 2 + 0 + 0 + 2 = 4.

If more information such as the value of f(0) is known, the system to be solved

contains more equations and the proof of Theorem 7.1 still applies. We record

it here without proof. Let N0(d) denote the number of (S, T )QPP’s f ∈ Fq[x]

with deg f = d ∈ {1, . . . s − 1} and f(0) = 0, and let N1(d) denote the number

of (S, T )QPP’s f ∈ Fq[x] with deg f = d and f(0) 6= 0. For b ∈ F∗
q, let S

(0)
b denote
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the system of equations

C1,1x1 + C2,1x2 + . . . + Cs,1xs = 0,

C1,d+1x1 + C2,d+1x2 + . . . + Cs,d+1xs = b,

...

C1,sx1 + C2,sx2 + . . . + Cs,sxs = 0,

and let E
(0)
b denote the number of solutions (x1, x2, . . . , xs) ∈ T s of S

(0)
b with xi 6= xj

(i 6= j).

Proposition 7.2. We have

(i) N0(d) =
∑

b∈B

E
(0)
b ,

(ii) N0(d) =
∑

b∈F∗

q

E
(0)
b ,

(iii) N1(d) = NS,T (d) − N0(d),

where

B =

{

t1
C1,d+1

V
+ t2

C2,d+1

V
+ . . . + ts

Cs,d+1

V
;

t1, t2, . . . , ts ∈ T \ {0}, ti 6= tj (i 6= j)

}

.

The next example clarifies the computationally oriented aspect of Theorem 7.1

and Proposition 7.2.

Example. Let S = {1, 2, 4}, T = {2, 3, 4} ⊆ F5 and f(x) = a2x
2 + a1x + a0 ∈

F5[x]. To determine all QPP’s of degree 1, we solve the system of the equations

3x1 + 0x2 + 2x3 = a 6= 0,

2x1 + 2x2 + x3 = 0.

By the same process as in the previous example, this system has two solutions

(x1, x2, x3) ∈ T 3 such that xi 6= xj (i 6= j), namely, (2, 4, 3) and (4, 2, 3), so

NS,T (1) = 2. Substituting into (7.2), we obtain f(x) = 2x and f(x) = 2x + 1

as all (S, T )QPP’s of degree 1. If we add the equation C1,1x1 + C2,1x2 + C3,1x3 = 0

or x1 + 3x2 + 2x3 = 0 to the same system, there is thus only one solution (2, 4, 3), so

N0(1) = 1. Consequently, f(x) = 2x is the only linear (S, T )QPP such that f(0) = 0.

This agrees with N1(1) = 1 = 2 − 1 = NS,T (1) − N0(1).
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Corollary 7.3. We have

NS,T (s − 1) = s! − #(C1,sx1 + C2,sx2 + . . . + Cs,sxs = 0),

where # denotes the number of solutions in T s of the corresponding equation with

the restriction that xi 6= xj (i 6= j).

P r o o f. The result follows from Theorem 7.1 by observing that

s! = |{(x1, x2, . . . , xs) ∈ T s ; C1,sx1 + C2,sx2 + . . . + Cs,sxs 6= 0, xi 6= xj (i 6= j)}|

+ |{(x1, x2, . . . , xs) ∈ T s ; C1,sx1 + C2,sx2 + . . . + Cs,sxs = 0,

xi 6= xj (i 6= j)}|.

�

Generalizing Corollary 7.3, we get

Corollary 7.4. If GS,T (d) is the number of solutions in T s of the system

C1,d+1x1 + C2,d+1x2 + . . . + Cs,d+1xs = 0,

C1,d+2x1 + C2,d+2x2 + . . . + Cs,d+2xs = 0,

...

C1,sx1 + C2,sx2 + . . . + Cs,sxs = 0

such that xi 6= xj (i 6= j), then

NS,T (d) = s! − NS,T (s − 1) − NS,T (s − 2) − . . . − NS,T (d + 1) − GS,T (d).

P r o o f. Note that GS,T (s−1) = s!−NS,T (s−1) and NS,T (s−2)+GS,T (s−2) =

GS,T (s − 1). By induction,

NS,T (k) + GS,T (k) = GS,T (k + 1) (k = d, d + 1, d + 2, . . . , s − 2),

and the result follows from recursive use of this relation. �
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