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Abstract. This paper gives the local existence of mild solutions to the Cauchy problem for the complex Ginzburg-Landau type equation

$$
\frac{\partial u}{\partial t}-(\lambda+\mathrm{i} \alpha) \Delta u+(\kappa+\mathrm{i} \beta)|u|^{q-1} u-\gamma u=0
$$

in $\mathbb{R}^{N} \times(0, \infty)$ with $L^{p}$-initial data $u_{0}$ in the subcritical case $(1 \leqslant q<1+2 p / N)$, where $u$ is a complex-valued unknown function, $\alpha, \beta, \gamma, \kappa \in \mathbb{R}, \lambda>0, p>1, \mathrm{i}=\sqrt{-1}$ and $N \in \mathbb{N}$. The proof is based on the $L^{p}-L^{q}$ estimates of the linear semigroup $\{\exp (t(\lambda+\mathrm{i} \alpha) \Delta)\}$ and usual fixed-point argument.
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## 1. Introduction and main result

We consider the Cauchy problem for the complex Ginzburg-Landau type equation,
$(\mathrm{CGL}) \quad\left\{\begin{array}{l}\frac{\partial u}{\partial t}-(\lambda+\mathrm{i} \alpha) \Delta u+(\kappa+\mathrm{i} \beta)|u|^{q-1} u-\gamma u=0 \quad \text { in } \mathbb{R}^{N} \times(0, \infty), \\ u(\cdot, 0)=u_{0} \quad \text { on } \mathbb{R}^{N},\end{array}\right.$
where $u$ is a complex-valued unknown function, $\alpha, \beta, \gamma, \kappa \in \mathbb{R}, \lambda>0, q \geqslant 1$, $\mathrm{i}=$ $\sqrt{-1}$ and $N \in \mathbb{N}$. Our concern is the local existence of mild solutions to (CGL) with $\kappa \in \mathbb{R}$. We call it the complex Ginzburg-Landau "type" equation because it is usually assumed in (CGL) that $\kappa>0$. There are many studies on the global

[^0]existence and uniqueness of solutions to (CGL) in various cases, see, e.g., Yang [14], Levermore-Oliver [6], Ginibre-Velo [3], [4], Okazawa-Yokota [10]-[13], Okazawa [9], Yokota-Okazawa [15], Kobayashi-Matsumoto-Tanaka [5], Matsumoto-Tanaka [7], [8], Clément-Okazawa-Sobajima-Yokota [1].

The following table shows more general results for the solvability of (CGL) on $L^{p}(\Omega)$ with $L^{p}(\Omega)$-initial data, where $\Omega \subset \mathbb{R}^{N}$ :

Ref. $\quad(p, q)$-condition
$\Omega$
solution
other condition
[9] $1 \leqslant p, 1 \leqslant q \leqslant 1+\frac{2 p}{N} \quad$ bounded $\quad C^{1}$-in-time, local $\quad \lambda>0$
[8] $1<p, 1 \leqslant q \leqslant 1+\frac{2 p}{N}$ general, smooth $C^{1}$-in-time, global $\frac{|\alpha|}{\lambda}<\frac{2 \sqrt{p-1}}{|p-2|}$
The purpose of this paper is to establish the local existence of solutions to (CGL) in the case $\Omega=\mathbb{R}^{N}$ under almost the same conditions as in [9, Proposition 1.1].

Before stating our results, we introduce an operator $A_{p}$.
Definition 1.1 (CGL-operator). Let $\lambda>0, \alpha \in \mathbb{R}$ and assume that an operator $A_{p}: D\left(A_{p}\right)\left(\subset L^{p}\left(\mathbb{R}^{N}\right)\right) \rightarrow L^{p}\left(\mathbb{R}^{N}\right)(1<p<\infty)$ satisfies

$$
D\left(A_{p}\right):=W^{2, p}\left(\mathbb{R}^{N}\right) \cap W_{0}^{1, p}\left(\mathbb{R}^{N}\right), \quad A_{p} u:=-(\lambda+\mathrm{i} \alpha) \Delta u \quad\left(u \in D\left(A_{p}\right)\right)
$$

Then we say that $A_{p}$ is a CGL-operator.
Using the operator $A_{p}$, we can regard (CGL) as an abstract Cauchy problem on $L^{p}\left(\mathbb{R}^{N}\right):$
$(\mathrm{CGL})_{L^{p}}$

$$
\left\{\begin{array}{l}
\frac{\mathrm{d} u}{\mathrm{~d} t}+A_{p} u+(\kappa+\mathrm{i} \beta)|u|^{q-1} u-\gamma u=0 \text { in }(0, \infty) \\
u(0)=u_{0}
\end{array}\right.
$$

Strictly speaking, (CGL) $L_{L^{p}}$ might not be called the abstract Cauchy problem, because it still has a concretely nonlinear term $|u|^{q-1} u$.

We will show that there exists a semigroup $\left\{\mathrm{e}^{-t A_{p}}\right\}_{t \geqslant 0}$ which is generated by $A_{p}$ (see Section 2). This semigroup will be called a CGL-semigroup. Then we can define a mild solution to $(\mathrm{CGL})_{L^{p}}$.

Definition 1.2 (mild solution). Let $u_{0} \in L^{p}\left(\mathbb{R}^{N}\right)$ and $T>0$. Then $u:[0, T) \rightarrow$ $L^{p}\left(\mathbb{R}^{N}\right)$ is called a mild solution to (CGL) $L_{L^{p}}$ on $[0, T)$ if $u \in C\left([0, T) ; L^{p}\left(\mathbb{R}^{N}\right)\right)$ and (IE) $u(t)=\mathrm{e}^{-t A_{p}} u_{0}+\int_{0}^{t} \mathrm{e}^{-(t-s) A_{p}}\left[\gamma u(s)-(\kappa+\mathrm{i} \beta)|u(s)|^{q-1} u(s)\right] \mathrm{d} s, \quad t \in[0, T)$.

We now state our main result in this paper.

Theorem 1.1. Let $u_{0} \in L^{p}\left(\mathbb{R}^{N}\right)(1<p<\infty)$ and assume that

$$
1 \leqslant q<1+\frac{2 p}{N}
$$

Then there exist $T_{0}>0$ and a mild solution to $(\mathrm{CGL})_{L^{p}}$ on $\left[0, T_{0}\right)$.
Remark 1.1. We can show the uniqueness of mild solutions belonging to $Y_{T}$ which is defined in Section 3. It seems that the global existence can be proved under some conditions for initial data and coefficients. We will discuss these and the critical case $q=1+2 p / N$ in our future work.

In Section 2, we give some lemmas and study the CGL-semigroup $\left\{\mathrm{e}^{-t A_{p}}\right\}$, in particular, we derive the $L^{p}-L^{q}$ estimates of $\left\{\mathrm{e}^{-t A_{p}}\right\}$. In Section 3, we prove Theorem 1.1.

## 2. Construction of CGL-SEmigroup

First we prepare some lemmas to prove the existence of the CGL-semigroup and to obtain its properties.

The following lemma gives a simple equality, which is proved by the methods of complex analysis.

Lemma 2.1. Let $z \in \mathbb{C} \backslash\{0\}$ with $\operatorname{Re} z \geqslant 0$. Then

$$
\int_{\mathbb{R}^{N}} \mathrm{e}^{-z|x|^{2}} \mathrm{~d} x=\left(\frac{\pi}{z}\right)^{N / 2} .
$$

Proof. It suffices to show that

$$
\begin{equation*}
I:=\int_{0}^{\infty} \mathrm{e}^{-z x^{2}} \mathrm{~d} x=\frac{1}{2}\left(\frac{\pi}{z}\right)^{1 / 2} . \tag{2.1}
\end{equation*}
$$

We show only the case $\operatorname{Im} z \geqslant 0$. Set $f: \mathbb{C} \rightarrow \mathbb{C}$ satisfying $f(\omega):=\mathrm{e}^{-\omega^{2}}$ and let $R>0$ and $\theta:=\frac{1}{2} \arg z$. Then it follows from the Cauchy integral theorem that $\int_{C} f(\omega) \mathrm{d} \omega=0$, where $C$ is the curve in the complex plane formed by $C=$ $C_{1}+C_{R}-C_{2}$. Here $C_{1}$ and $C_{2}$ are the directed line segments from the origin 0 to $R$ and $\mathrm{Re}^{\mathrm{i} \theta}$, respectively. $C_{R}$ is the counterclockwise arc of the circle centered at the origin with radius $R$ and sector $0 \leqslant \arg \omega \leqslant \theta$. Noting $\theta \leqslant \pi / 4$, we see from the Cauchy integral theorem that

$$
0=\int_{0}^{R} \mathrm{e}^{-x^{2}} \mathrm{~d} x+\mathrm{i} R \int_{0}^{\theta} \mathrm{e}^{-\left(\mathrm{Re}^{\mathrm{i} s}\right)^{2}} \mathrm{e}^{\mathrm{i} s} \mathrm{~d} s-\sqrt{z} \int_{0}^{R / \sqrt{|z|}} \mathrm{e}^{-z x^{2}} \mathrm{~d} x \rightarrow \frac{\sqrt{\pi}}{2}+0-\sqrt{z} I
$$

as $R \rightarrow \infty$. So we obtain (2.1). The case $\operatorname{Im} z \leqslant 0$ is shown analogously.

The next lemma constitutes the CGL-semigroup $\mathrm{e}^{-t A_{p}}$ and its kernel.

Lemma 2.2. Let $t>0, \lambda>0, \alpha \in \mathbb{R}$ and set

$$
G_{t}(x):=[4 \pi t(\lambda+\mathrm{i} \alpha)]^{-N / 2} \mathrm{e}^{-|x|^{2} /(4 t(\lambda+\mathrm{i} \alpha))}, \quad x \in \mathbb{R}^{N}
$$

Then a one-parameter family $\{T(t)\}_{t \geqslant 0}$ of operators on $L^{p}\left(\mathbb{R}^{N}\right)$ defined as
(2.2) $T(t) f:=\left\{\begin{array}{l}G_{t} * f=[4 \pi t(\lambda+\mathrm{i} \alpha)]^{-N / 2} \int_{\mathbb{R}^{N}} \mathrm{e}^{-|\cdot-y|^{2} /(4 t(\lambda+\mathrm{i} \alpha))} f(y) \mathrm{d} y, \quad t>0, \\ f, \quad t=0,\end{array}\right.$ where $f \in L^{p}\left(\mathbb{R}^{N}\right)$, is a semigroup which is generated by $A_{p}$.

We will see from Lemma 2.2 that $T(t)$ can be represented as $\mathrm{e}^{-t A_{p}}$. Proof. We consider the linear Cauchy problem

$$
\begin{equation*}
\frac{\partial u}{\partial t}(x, t)=(\lambda+\mathrm{i} \alpha) \Delta u(x, t) ; \quad u(\cdot, 0):=u_{0} \in L^{p}\left(\mathbb{R}^{N}\right) \tag{2.3}
\end{equation*}
$$

Using the Fourier transformation in $x$, we obtain the solution to (2.3) by

$$
u(\cdot, t)=\mathcal{F}^{-1}\left[\mathrm{e}^{-(\lambda+\mathrm{i} \alpha)|\xi|^{2} t}\left(\mathcal{F} u_{0}\right)\right]=\mathcal{F}^{-1}\left[\mathrm{e}^{-(\lambda+\mathrm{i} \alpha)|\xi|^{2} t}\right] * u_{0}
$$

We see from Lemma 2.1 that

$$
\begin{aligned}
\mathcal{F}^{-1}\left[\mathrm{e}^{-(\lambda+\mathrm{i} \alpha)|\xi|^{2} t}\right] & =\frac{1}{(2 \pi)^{N}} \int_{\mathbb{R}^{N}} \exp \left[\mathrm{i} x \cdot \xi-(\lambda+\mathrm{i} \alpha)|\xi|^{2} t\right] \mathrm{d} \xi \\
& =\frac{1}{(2 \pi)^{N}} \mathrm{e}^{-|x|^{2} /(4(\lambda+\mathrm{i} \alpha) t)} \int_{\mathbb{R}^{N}} \exp \left[-(\lambda+\mathrm{i} \alpha) t\left|\xi-\frac{\mathrm{i} x}{2(\lambda+\mathrm{i} \alpha) t}\right|^{2}\right] \mathrm{d} \xi \\
& =G_{t}(x) .
\end{aligned}
$$

Since we can verify that $T(t) u_{0}$ is a solution to (2.3), the assertion follows.
The following lemma can be proved in a similar way as in the proof for the heat semigroup (see also Giga-Giga-Saal [2, Section 1.1.2]).

Lemma 2.3 ( $L^{p}-L^{q}$ estimates). Let $1<p<\infty, p \leqslant q \leqslant \infty$ and $t>0$. Then the following $L^{p}-L^{q}$ estimate of the CGL-semigroup $\left\{\mathrm{e}^{-t A_{p}}\right\}$ holds:

$$
\left\|\mathrm{e}^{-t A_{p}} f\right\|_{L^{q}} \leqslant M_{p, q} t^{-(N / 2) \cdot(1 / p-1 / q)}\|f\|_{L^{p}}, \quad f \in L^{p}\left(\mathbb{R}^{N}\right)
$$

where

$$
M_{p, q}:=\left(\frac{1}{4 \pi \sqrt{\lambda^{2}+\alpha^{2}}}\right)^{(N / 2) \cdot(1 / p-1 / q)}\left(\frac{\sqrt{\lambda^{2}+\alpha^{2}}}{\lambda}\right)^{(N / 2) \cdot(1-1 / p+1 / q)}
$$

Proof. Let $1 \leqslant r<\infty$. Then using Lemma 2.1, we have

$$
\left\|G_{t}\right\|_{L^{r}}=\left(\frac{1}{4 \pi t \sqrt{\lambda^{2}+\alpha^{2}}}\right)^{(N / 2) \cdot(1-1 / r)}\left(\frac{\sqrt{\lambda^{2}+\alpha^{2}}}{\lambda r}\right)^{N /(2 r)}
$$

Noting $r^{-1 / r} \leqslant 1$ and applying the Hausdorff-Young inequality to (2.2), we can obtain the assertion.

## 3. Local solvability of (CGL)

In this section, we prove Theorem 1.1. The proof is based on the fixed-point theorem.

Pro of of Theorem 1.1. Let $R>0$ with $R>\left(M_{p, p}+M_{p, p q}\right)\left\|u_{0}\right\|_{L^{p}}$. Set

$$
\begin{aligned}
Y_{T} & :=\left\{u \in L_{\mathrm{loc}}^{\infty}\left(0, T ; L^{p q}\left(\mathbb{R}^{N}\right)\right) \cap L^{\infty}\left(0, T ; L^{p}\left(\mathbb{R}^{N}\right)\right) ;\|u\|_{Y_{T}}<\infty\right\} \\
\|u\|_{Y_{T}} & :=\sup _{t \in(0, T)} t^{\theta}\|u(t)\|_{L^{p q}}+\sup _{t \in(0, T)}\|u(t)\|_{L^{p}} \\
\theta & :=\frac{N}{2}\left(\frac{1}{p}-\frac{1}{p q}\right) \quad(0 \leqslant \theta<1 / q \leqslant 1),
\end{aligned}
$$

where $T \in(0,1)$. Then $Y_{T}$ is a complex Banach space. Moreover, set the ball in $Y_{T}$;

$$
B_{T, R}:=\left\{u \in Y_{T} ;\|u\|_{Y_{T}}<R\right\}
$$

and the operator $\Phi_{u_{0}}$ on ${\overline{B_{T, R}}}^{Y_{T}}$

$$
\begin{equation*}
\Phi_{u_{0}}(u)(t):=\mathrm{e}^{-t A_{p}} u_{0}+\int_{0}^{t} \mathrm{e}^{-(t-s) A_{p}}\left[\gamma u(s)-(\kappa+\mathrm{i} \beta)|u(s)|^{q-1} u(s)\right] \mathrm{d} s \tag{3.1}
\end{equation*}
$$

Then we show that $\Phi_{u_{0}}$ has a fixed-point $u$ (Step 1, Step 2). After that we confirm that $u(\cdot)$ is a unique solution to (CGL) $L_{L^{p}}$ (Step 3).

Step $1\left(u \in{\overline{B_{T, R}}}^{Y_{T}} \Rightarrow \Phi_{u_{0}}(u) \in{\overline{B_{T, R}}}^{Y_{T}}\right)$. Let $u \in{\overline{B_{T, R}}}^{Y_{T}}$. Then we have

$$
\begin{array}{r}
\left\|\Phi_{u_{0}}(u)(t)\right\|_{L^{p q}} \leqslant\left\|\mathrm{e}^{-t A_{p}} u_{0}\right\|_{L^{p q}}+|\gamma| \int_{0}^{t}\left\|\mathrm{e}^{-(t-s) A_{p}} u(s)\right\|_{L^{p q}} \mathrm{~d} s  \tag{3.2}\\
+\sqrt{\kappa^{2}+\beta^{2}} \int_{0}^{t}\left\|\mathrm{e}^{-(t-s) A_{p}}|u(s)|^{q-1} u(s)\right\|_{L^{p q}} \mathrm{~d} s \\
=: I_{1, p q}+|\gamma| I_{2, p q}+\sqrt{\kappa^{2}+\beta^{2}} I_{3, p q} .
\end{array}
$$

Since $0 \leqslant \theta \leqslant q \theta<1$, it follows from Lemma 2.3 that

$$
\begin{align*}
I_{1, p q} & \leqslant t^{-\theta} M_{p, p q}\left\|u_{0}\right\|_{L^{p}}  \tag{3.3}\\
I_{2, p q} & \leqslant M_{p, p q} \int_{0}^{t}(t-s)^{-\theta}\|u(s)\|_{L^{p}} \mathrm{~d} s  \tag{3.4}\\
& \leqslant t^{1-\theta} \frac{M_{p, p q} R}{1-\theta} \\
I_{3, p q} & \leqslant M_{p, p q} \int_{0}^{t}(t-s)^{-\theta}\|u(s)\|_{L^{p q}}^{q} \mathrm{~d} s  \tag{3.5}\\
& \leqslant M_{p, p q} R^{q} \int_{0}^{t}(t-s)^{-\theta} s^{-q \theta} \mathrm{~d} s \\
& =t^{1-(q+1) \theta} M_{p, p q} R^{q} B(1-q \theta, 1-\theta)
\end{align*}
$$

where $B$ is the Beta function. Since $t \in(0,1)$, we have $t<t^{1-q \theta}$. Combining (3.3)-(3.5) with (3.2), we see that

$$
\begin{equation*}
t^{\theta}\left\|\Phi_{u_{0}}(u)(t)\right\|_{L^{p q}} \leqslant M_{p, p q}\left\|u_{0}\right\|_{L^{p}}+T^{1-q \theta} R C_{1} \tag{3.6}
\end{equation*}
$$

where

$$
C_{1}:=M_{p, p q}\left(\frac{|\gamma|}{1-\theta}+R^{q-1} B(1-q \theta, 1-\theta) \sqrt{\kappa^{2}+\beta^{2}}\right) .
$$

Next we estimate the $L^{p}$-norm of (3.1). Similarly as in (3.3)-(3.5), we see

$$
\begin{aligned}
\left\|\Phi_{u_{0}}(u)(t)\right\|_{L^{p}} \leqslant & \left\|\mathrm{e}^{-t A_{p}} u_{0}\right\|_{L^{p}}+|\gamma| \int_{0}^{t}\left\|\mathrm{e}^{-(t-s) A_{p}} u(s)\right\|_{L^{p}} \mathrm{~d} s \\
& +\sqrt{\kappa^{2}+\beta^{2}} \int_{0}^{t}\left\|\mathrm{e}^{(t-s) A}|u(s)|^{q-1} u(s)\right\|_{L^{p}} \mathrm{~d} s \\
\leqslant & M_{p, p}\left\|u_{0}\right\|_{L^{p}}+|\gamma| t M_{p, p} R+\sqrt{\kappa^{2}+\beta^{2}} t^{1-q \theta} \frac{M_{p, p} R^{q}}{1-q \theta} .
\end{aligned}
$$

Thus we have

$$
\begin{equation*}
\left\|\Phi_{u_{0}}(u)(t)\right\|_{L^{p}} \leqslant M_{p, p}\left\|u_{0}\right\|_{L^{p}}+T^{1-q \theta} R C_{2}, \tag{3.7}
\end{equation*}
$$

where

$$
C_{2}:=M_{p, p}\left(|\gamma|+\frac{R^{q-1} \sqrt{\kappa^{2}+\beta^{2}}}{1-q \theta}\right)
$$

It follows from (3.6) and (3.7) that

$$
\left\|\Phi_{u_{0}}(u)\right\|_{Y_{T}} \leqslant\left(M_{p, p}+M_{p, p q}\right)\left\|u_{0}\right\|_{L^{p}}+T^{1-q \theta} R\left(C_{1}+C_{2}\right)
$$

Therefore we obtain

$$
\left\|\Phi_{u_{0}}(u)\right\|_{Y_{T}} \leqslant R \quad\left(T \leqslant T_{1}\right)
$$

where

$$
T_{1}:=\left[\frac{R-\left(M_{p, p}+M_{p, p q}\right)\left\|u_{0}\right\|_{L^{p}}}{R\left(C_{1}+C_{2}\right)}\right]^{1 /(1-q \theta)}
$$

Step 2 $\left(\Phi_{u_{0}}\right.$ : contraction in ${\overline{B_{T, R}}}^{Y_{T}})$. Let $u, v \in{\overline{B_{T, R}}}^{Y_{T}}$. Then we have

$$
\left\|\Phi_{u_{0}}(u)(t)-\Phi_{u_{0}}(v)(t)\right\|_{L^{p q}} \leqslant|\gamma| J_{1, p q}+\sqrt{\kappa^{2}+\beta^{2}} J_{2, p q}
$$

where

$$
\begin{aligned}
J_{1, p q} & :=\int_{0}^{t}\left\|\mathrm{e}^{-(t-s) A_{p}}[u(s)-v(s)]\right\|_{L^{p q}} \mathrm{~d} s \\
J_{2, p q} & :=\int_{0}^{t}\left\|\mathrm{e}^{-(t-s) A_{p}}\left[|u(s)|^{q-1} u(s)-|v(s)|^{q-1} v(s)\right]\right\|_{L^{p q}} \mathrm{~d} s
\end{aligned}
$$

Similarly as in (3.4) and (3.5), it follows from Lemma 2.3 that

$$
\begin{aligned}
J_{1, p q} & \leqslant t^{1-\theta} \frac{M_{p, p q}}{1-\theta}\|u-v\|_{Y_{T}} \\
J_{2, p q} & \leqslant M_{p, p q} q \int_{0}^{t}(t-s)^{-\theta}\left(\|u(s)\|_{L^{p q}}^{q-1}+\|v(s)\|_{L^{p q}}^{q-1}\right)\|u(s)-v(s)\|_{L^{p q}} \mathrm{~d} s \\
& \leqslant t^{1-(q+1) \theta} 2 q M_{p, p q} R^{q-1} B(1-q \theta, 1-\theta)\|u-v\|_{Y_{T}}
\end{aligned}
$$

Therefore we have for $t \in(0, T)$

$$
\begin{equation*}
t^{\theta}\left\|\Phi_{u_{0}}(u)(t)-\Phi_{u_{0}}(v)(t)\right\|_{L^{p q}} \leqslant T^{1-q \theta} C_{1}^{\prime}\|u-v\|_{Y_{T}} \tag{3.8}
\end{equation*}
$$

where

$$
C_{1}^{\prime}:=M_{p, p q}\left(\frac{|\gamma|}{1-\theta}+2 q R^{q-1} B(1-q \theta, 1-\theta) \sqrt{\kappa^{2}+\beta^{2}}\right)
$$

As in the proof of (3.7) we see from Lemma 2.3 that

$$
\begin{equation*}
\left\|\Phi_{u_{0}}(u)(t)-\Phi_{u_{0}}(v)(t)\right\|_{L^{p}} \leqslant T^{1-q \theta} C_{2}^{\prime}\|u-v\|_{Y_{T}} \quad t \in(0, T) \tag{3.9}
\end{equation*}
$$

where

$$
C_{2}^{\prime}:=M_{p, p}\left(|\gamma|+2 q \frac{R^{q-1} \sqrt{\kappa^{2}+\beta^{2}}}{1-q \theta}\right) .
$$

Combining (3.8) and (3.9), we have

$$
\left\|\Phi_{u_{0}}(u)-\Phi_{u_{0}}(v)\right\|_{Y_{T}} \leqslant \frac{1}{2}\|u-v\|_{Y_{T}} \quad\left(T \leqslant T_{2}\right)
$$

where $T_{2}:=\left(2 C_{1}^{\prime}+2 C_{2}^{\prime}\right)^{-1 /(1-q \theta)}$.
Hence it follows from the fixed-point theorem that $\Phi_{u_{0}}$ has a unique fixed-point $u \in{\overline{B_{T_{0}, R}}}^{Y_{T_{0}}}$, where $T_{0}:=\min \left\{T_{1}, T_{2}\right\}$. Moreover, $u \in{\overline{B_{T_{0}, R}}}^{Y_{T_{0}}}$ satisfies (IE).

Step $3\left(u \in C\left(\left[0, T_{0}\right) ; L^{p}\left(\mathbb{R}^{N}\right)\right)\right)$. Finally we prove that $u \in{\overline{B_{T_{0}, R}}}^{Y_{T_{0}}}$ given by Step 2 is a mild solution to $(\mathrm{CGL})_{L^{p}}$. Set

$$
f(s):=\gamma u(s)-(\kappa+\mathrm{i} \beta)|u(s)|^{q-1} u(s) .
$$

Then it suffices to show that

$$
\begin{equation*}
f \in L^{1}\left(0, T_{0} ; L^{p}\left(\mathbb{R}^{N}\right)\right) \tag{3.10}
\end{equation*}
$$

Since $\|u(s)\|_{L^{p}} \leqslant R$ and $\|u(s)\|_{L^{p q}} \leqslant R s^{-\theta}$ for $s \in\left(0, T_{0}\right)$, we have

$$
\begin{aligned}
\int_{0}^{T_{0}}\|u(s)\|_{L^{p}} \mathrm{~d} s & \leqslant R T_{0} \\
\int_{0}^{T_{0}}\left\||u(s)|^{q}\right\|_{L^{p}} \mathrm{~d} s & \leqslant R^{q} \int_{0}^{T_{0}} s^{-q \theta} \mathrm{~d} s=\frac{R^{q} T_{0}^{1-q \theta}}{1-q \theta}
\end{aligned}
$$

Therefore (3.10) follows.
Acknowledgment. The authors would like to thank the referee for suggestions.

## References

[1] P. Clément, N. Okazawa, M. Sobajima, T. Yokota: A simple approach to the Cauchy problem for complex Ginzburg-Landau equations by compactness methods. J. Differ. Equations 253 (2012), 1250-1263.
[2] M. Giga, Y. Giga, J. Saal: Nonlinear Partial Differential Equations. Asymptotic Behavior of Solutions and Self-Similar Solutions. Progress in Nonlinear Differential Equations and Their Applications 79, Birkhäuser, Boston, 2010.
[3] J. Ginibre, G. Velo: The Cauchy problem in local spaces for the complex GinzburgLandau equation I. Compactness methods. Physica D 95 (1996), 191-228.
[4] J. Ginibre, G. Velo: The Cauchy problem in local spaces for the complex GinzburgLandau equation II. Contraction methods. Commun. Math. Phys. 187 (1997), 45-79.
[5] Y. Kobayashi, T. Matsumoto, N. Tanaka: Semigroups of locally Lipschitz operators associated with semilinear evolution equations. J. Math. Anal. Appl. 330 (2007), 1042-1067.
[6] C. D. Levermore, M. Oliver: The complex Ginzburg-Landau equation as a model problem. Dynamical Systems and Probabilistic Methods in Partial Differential Equations (P. Deift et al., eds.). Lect. Appl. Math. 31, AMS, Providence, 1996, pp. 141-190.
[7] T. Matsumoto, N. Tanaka: Semigroups of locally Lipschitz operators associated with semilinear evolution equations of parabolic type. Nonlinear Anal. 69 (2008), 4025-4054.
[8] T. Matsumoto, N. Tanaka: Well-posedness for the complex Ginzburg-Landau equations. Current Advances in Nonlinear Analysis and Related Topics (T. Aiki et al., eds.). GAKUTO Internat. Ser. Math. Sci. Appl. 32, Gakkōtosho, Tokyo, 2010, pp. 429-442.
[9] N. Okazawa: Smoothing effect and strong $L^{2}$-wellposedness in the complex GinzburgLandau equation. Differential Equations. Inverse and Direct Problems (A. Favini, A. Lorenzi, eds.). Lecture Notes in Pure and Applied Mathematics 251, CRC Press, Boca Raton, 2006, pp. 265-288.
[10] N. Okazawa, T. Yokota: Monotonicity method applied to the complex Ginzburg-Landau and related equations. J. Math. Anal. Appl. 267 (2002), 247-263.
[11] N. Okazawa, T. Yokota: Perturbation theory for $m$-accretive operators and generalized complex Ginzburg-Landau equations. J. Math. Soc. Japan 54 (2002), 1-19.
[12] N. Okazawa, T. Yokota: Non-contraction semigroups generated by the complex Ginz-burg-Landau equation. Nonlinear Partial Differential Equations and Their Applications (N. Kenmochi et al., eds.). GAKUTO Internat. Ser. Math. Sci. Appl. 20, Gakkōtosho, Tokyo, 2004, pp. 490-504.
[13] N. Okazawa, T. Yokota: Subdifferential operator approach to strong wellposedness of the complex Ginzburg-Landau equation. Discrete Contin. Dyn. Syst. 28 (2010), 311-341.
[14] Y. Yang: On the Ginzburg-Landau wave equation. Bull. Lond. Math. Soc. 22 (1990), 167-170.
[15] T. Yokota, N. Okazawa: Smoothing effect for the complex Ginzburg-Landau equation (general case). Dyn. Contin. Discrete Impuls. Syst. Ser. A Math. Anal. 13B (2006), suppl., 305-316.

Authors' address: Daisuke Shimotsuma, Tomomi Yokota, Kentarou Yoshii, Department of Mathematics, Tokyo University of Science, 1-3 Kagurazaka, Shinjuku-ku, Tokyo 162-8601, Japan, e-mail: j1112610ed.tus.ac.jp@gmail.com, yokota@rs.kagu.tus.ac.jp, yoshii@ma.kagu.tus.ac.jp.


[^0]:    ${ }^{1}$ Partially supported by Grant-in-Aid for Scientific Research (C), No. 25400119.

