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KYBERNET IKA — VOLUME 5 5 ( 2 0 1 9 ) , NUMBER 5 , PAGES 7 8 2 – 8 0 1

GRAPHICAL MODEL SELECTION FOR A PARTICULAR
CLASS OF CONTINUOUS-TIME PROCESSES

Mattia Zorzi

Graphical models provide an undirected graph representation of relations between the com-
ponents of a random vector. In the Gaussian case such an undirected graph is used to de-
scribe conditional independence relations among such components. In this paper, we consider
a continuous-time Gaussian model which is accessible to observations only at time T . We
introduce the concept of infinitesimal conditional independence for such a model. Then, we
address the corresponding graphical model selection problem, i. e. the problem to estimate the
graphical model from data. Finally, simulation studies are proposed to test the effectiveness of
the graphical model selection procedure.

Keywords: sparse inverse covariance selection, regularization, graphical models, entropy,
optimization

Classification: 93B30, 65K10

1. INTRODUCTION

In many fields, e. g. biology, medicine, and econometrics, there are applications in which
there is a large number of variables and it is crucial to understand the interactions
among them. Such interactions can be described by directed and undirected graphs,
[23, 24, 26]. In the present paper, we consider the undirected case. Consider a Gaussian
random vector x ∈ Rn with zero mean and covariance matrix Σ. Let xi denote the ith
component of x. We can attach to it an undirected graph G with n nodes, one for each
component xi, i = 1 . . . n, and there is an edge connecting nodes i and j if and only
if the components xi and xj are conditionally dependent given the other components
of x. Let (A)ij denote the entry in position (i, j) of a matrix A. The conditional
independence property can be characterized in terms of the covariance matrix: xi and
xj are conditionally independent with respect to the other components if and only if

(Σ−1)ij = 0. (1)

This characterization allows to include conditional independence relations while esti-
mating Σ. Dempster in [14] proposed the following covariance selection problem:

Σ◦ = argmax
Σ�0

log det(Σ)

subject to (Σ)ij = (Σ̂)ij ∀ (i, j) ∈ Ω (2)
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where Σ � 0 means that Σ is required to be positive definite. Here Σ̂ is the sample
covariance matrix, Ω ⊆ {(i, j) s.t. i, j = 1 . . . n}, such that (i, i) ∈ Ω for any i =
1 . . . n, and the objective function is the differential entropy of x, [12]. Dempster has
proven that the solution Σ◦ of (2) is such that the support of (Σ◦)−1 does coincide
with Ω. Accordingly, such a covariance selection problem provides a covariance matrix
corresponding to a graphical model with topology defined by Ω. Furthermore, such a
paradigm represents a maximum entropy problem and thus it maximizes the information
that can be encoded in the random vector x. Covariance selection problems received
a great deal of attention, [8, 9, 10, 15], as well as their dynamic generalizations which
are limited to discrete-time models [1, 2, 3, 6, 7, 16, 27, 31, 33, 36, 37]. Interestingly,
the optimal solution of (2) is such that Σ◦ = S−1 where S is given by solving the dual
problem:

min
S�0
− log det(S) + tr(SΣ̂)

subject to (S)ij = 0 ∀ (i, j) /∈ Ω (3)

that is Ω represents the set of conditionally dependent pairs of components for the
optimal solution.

In practice the topology of the graph, i. e. Ω, is not known and needs to be estimated
from data. So, heuristic methods for topology selection have been introduced. The
latter consider a relaxed version of (3) which is referred to as topology selection problem:

min
S�0
− log det(S) + tr(SΣ̂) + γh(S) (4)

where the constraint with Ω is replaced by a `1-type penalty term h(S) which favors a
sparse solution S, [13, 17, 20, 25]. Looking at the support of the optimal solution for
S, we obtain an estimate of Ω. Finally, γ > 0 is the regularization parameter whose
optimal value is given by using a model selection criterium with complexity terms, e. g.
AIC, BIC, [28, 37].

In biology and medicine the underlying variables are modeled by differential equa-
tions. One could estimate the interactions among those variables by using discrete-time
models, provided that the sampling frequency (hereafter called empirical frequency)
is high enough. On the other hand, in such applications the time series are sampled
considerably slower than the empirical frequency. This leads to an unsuitable model
parametrization and thus unsatisfactory estimates of the topology. It is then neces-
sary to develop continuous-time estimation paradigms which exploit a suitable model
parametrization for estimating such graphs. Within this framework it is worth mention-
ing the estimation procedures proposed in [30, 22] for continuous-time directed graphs.

In the present paper we consider a continuous-time graphical model selection prob-
lem. First, we introduce the definition of infinitesimal conditional independence for the
corresponding continuous-time process, see Section 2. Then, we derive the correspond-
ing covariance selection and topology selection problems, see Section 3. Moreover, we
show how these problems are connected with the usual covariance selection problem (2)
introduced above, see Section 4. Finally, we test the proposed graphical model selection
procedure with some Monte Carlo studies showing that the notion of infinitesimal con-
ditional independence leads to the correct parametrization in the continuous-time case,
see Section 5.
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Further notation. Let I denote the identity matrix. The vector space of symmetric ma-
trices of dimension n is denoted by Qn. The matrix diag(d1 . . . dn) denotes a diagonal
matrix whose elements in the main diagonal are d1 . . . dn. Let Q = UDUT be the eigen-
value decomposition of a positive definite matrix Q, i. e. D = diag(d1 . . . dn) � 0 and U
orthogonal; then Qc, with c ∈ R, and log(Q) are defined as Qc = Udiag(dc1 . . . d

c
n)UT and

log(Q) = Udiag(log d1 . . . log dn)UT , respectively. The matrix exponential of S ∈ Qn
is denoted as eQ. Given a matrix S ∈ Qn, diag(S) denotes the diagonal matrix whose
main diagonal coincides with one of S. Given a matrix S ∈ Qn, IS := {(i, j) with i, j =
1 . . . n s.t. i 6= j, (S)ij = 0}. IcS denotes the complement of set IS . Let card(IS) denote
the cardinality of IS . The notation x ∼ (µ,Σ) means that x is a Gaussian random vector
with mean vector µ and covariance matrix Σ. The symbol E[·] denotes the expectation
operator.

2. INFINITESIMAL CONDITIONAL INDEPENDENCE

Consider the continuous-time zero mean stochastic process defined in the interval [0, T ]

ẋ(t) = −1

2
Sx(t), t ∈ [0, T ]

x(0) ∼ N (0, I) (5)

where S ∈ Qn. Note that, at the final time T we have x(T ) = e−
1
2STx(0). Thus, x(T )

is a Gaussian random vector with covariance matrix

Σ := E[x(T )x(T )>] = e−ST . (6)

In what follows, we shall show that the support of matrix S reflects the presence
of infinitesimal conditional dependence relations among the components of x(t). In
order to introduce formally the definition of infinitesimal conditional independence, we
consider the sampled zero mean process xk(t), t ∈ [0, T ), such that xk(t) = xkd(l) for any
lk−1T ≤ t < (l + 1)k−1T , l ∈ {0, 1 . . . k − 1}, T > 0, k ∈ N. xkd(l) is the discrete-time
stochastic process

xkd(l + 1) = (I + k−1TS)−
1
2xkd(l), l ∈ {0, 1 . . . k − 1}

xkd(0) ∼ N (0, I) (7)

where I + k−1TS � 0. Note that,

E[xk(T/k)xk(T/k)>] = (I + k−1TS)−1.

Let x̂ki,j(T/k) = E[xki (T/k)|xkl (T/k), l 6= i, j] be the conditional expectation of xki (T/k)

given xkl (T/k) with l 6= i, j and i 6= j. The residual error is defined as εki,j(T/k) =

xki (T/k)− x̂ki,j(T/k). Note that, εki,j(T/k) is a Gaussian random vector with zero mean.

It is well known that xki (T/k) and xkj (T/k) are conditionally independent given xkl (T/k),

with l 6= i, j and i 6= j, if and only if εki,j(T/k) and εkj,i(T/k) are independent, i. e.

E[εki,j(T/k)(εkj,i(T/k))>] = 0.
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Proposition 2.1. The following relation holds:

E[εki,j(T/k)(εkj,i(T/k))>] =
−k−1T (S)ij

(1 + k−1T (S)ii)(1 + k−1T (S)jj)− (k−1T (S)ij)2
. (8)

P r o o f . For a given (i, j), with i 6= j, let P be a permutation matrix such that

x̃k(t) = Pxk(t) = [ (yk(t))> (sk(t))> ]>

where yk(t) = [xki (t)xkj (t) ]> and sk(t) is formed by the remaining components ordered

by their indices. Then, the covariance matrix of x̃k(T/k) is Γk = P (I + k−1TS)−1PT =
(I + k−1TPSP>)−1 and we consider the following partition according to yk and sk:

Γk = (I + k−1TPSP>)−1 =

[
Γk;yy Γk;ys

Γk;sy Γk;ss

]
.

Consider the residual error vector

εky(T/k) = yk(T/k)− E[yk(T/k) | sk(T/k)]

=

[
εki,j(T/k)
εkj,i(T/k)

]
which is Gaussian and with zero mean. Then,

E[εky(T/k)(εky(T/k))>] = Γk;yy − Γk;ysΓ
−1
k;ssΓk;sy

=

[
1 + k−1T (S)ii k−1T (S)ij
k−1T (S)ij 1 + k−1T (S)jj

]−1

=
1

(1 + k−1T (S)ii)(1 + k−1T (S)jj)− (k−1T (S)ij)2
×

×
[

1 + k−1T (S)jj −k−1T (S)ij
−k−1T (S)ij 1 + k−1T (S)ii

]
. (9)

In position (1,2) of the equality above we have (8). �

In view of (8), the conditional independence property between xki (T/k) and xkj (T/k)
is given by condition (S)ij = 0. More precisely, IS describes the conditional independent
pairs of variables in xk at time T/k assuming that xk(0) has independent components. It
is worth noting that when k = 1, in model (7) there is no dynamics and IS describes the
conditional independence pairs of variables in x1(T ). Accordingly, model (7) with k = 1
coincides with the graphical model in [17], i. e. the one described in the Introduction.

Note that, at the final time T we have xk(T ) = (I + k−1TS)−
k
2 xk(0). Thus, xk(T ) is a

zero mean Gaussian random vector with covariance matrix

Σk := (I + k−1TS)−k. (10)

Next we consider the case when k approaches infinity. From (7), we have

xk(t+ T/k)− xk(t)

T/k
=

(I + k−1TS)−
1
2 − I

T/k
xk(t). (11)
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Proposition 2.2. We have:

lim
k→∞

(I + k−1TS)−
1
2 − I

T/k
= −1

2
S.

P r o o f . Let S = UDU> be the eigenvalue decomposition of S, that is UU> = I and
D = diag(d1 . . . dn). Then,

lim
k→∞

(I + k−1TS)−
1
2 − I

T/k
= Udiag(f1,k . . . fn,k)U> (12)

where fj,k = ((1 + k−1Tdj)
− 1

2 − 1)/(T/k). It is not difficult to see that fj,k → −dj/2 as
k →∞. Accordingly, the right hand side of (12) tends to − 1

2Udiag(d1 . . . dn)U> which
concludes the proof. �

In view of Proposition 2.2, taking the limit of (11) as k →∞ we obtain

ẋ(t) = −1

2
Sx(t)

where x(t) := limk→∞ xk(t) for any t ∈ [0, T ]. Taking the limit of (8) as k → ∞, the
covariance of εki,j(T/k) and εkj,i(T/k) tends to zero, that is the components of x(0+) are
independent. On the other hand, from (8) we have

lim
k→∞

kE[εki,j(T/k)(εkj,i(T/k))>]

T
= (S)ij (13)

where the term on the left hand side can be understood as the infinitesimal covari-
ance between ε̂i,j(0

+) and ε̂j,i(0
+) where ε̂i,j(t) = xi(t) − E[xi(t)|xl(t), l 6= i, j]. More

precisely, IS describes the infinitesimal conditional independent pairs of x at time 0+

assuming that x(0) has independent components.

Definition 2.3. Consider the model (5). We say that xi and xj , with i 6= j, are
infinitesimally conditionally independent given xl with l 6= i, j, if and only if

lim
k→∞

kE[εki,j(T/k)(εkj,i(T/k))>]

T
= 0.

As a consequence, xi and xj are infinitesimally conditionally independent given xl with
l 6= i, j if and only if (i, j) ∈ IS . It is worth noting that matrix S does not describe a
Bayesian network because it does not represent a directed acyclic graph. This means
that, if we consider a directed graph for S then we are not able to understand “who
causes who”, making the interpretation of the directed graph ambiguous.

Definition 2.4. The graphical model for (5) corresponds to an undirected graph G with
n nodes, one for each component of x(t), and there is an edge connecting nodes i and
j if and only if the components xi and xj are infinitesimally conditionally dependent
given the other components of x.
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3. GRAPHICAL MODEL SELECTION

Consider the model in (5), and assume we have the sample covariance Σ̂ � 0 of x(T ).
Such a sample covariance matrix is obtained by considering N independent realizations
of x and measuring x(t) only at time T . Moreover, to ease the exposition we assume
that T = 1. The aim of this section is to show how to select the graphical model of
(5) from the sample covariance of x at the final time T . In doing that, we introduce
the covariance and topology selection problems, and finally we outline the procedure
to select the graphical model. It is worth noting that we could consider the suggested
problem as simply a reparametrization of the graphical lasso problem in (4), i. e. find
a matrix S sparse such that Σ̂ ≈ e−ST . However, the latter does not correspond to a
covariance selection problem.

3.1. Covariance selection problem

Recall that the covariance matrix of x(T ) with T = 1 in (5) is Σ = e−S with S symmetric.
In what follows, we shall show that the solution of the following covariance selection
problem

Σ◦ = argmax
Σ�0

H(Σ)

subject to (Σ)ij = (Σ̂)ij ∀ (i, j) ∈ Ω (14)

is such that Σ◦ = e−S with S symmetric and IcS = Ω and thus in accordance with
model (5). Here, H(Σ) = − tr(Σ log(Σ)) is the von Neumann entropy [12] and Ω ⊆
{(i, j) s.t. i, j = 1 . . . n} is such that (i, i) ∈ Ω for any i = 1 . . . n. It is worth noting
that, in contrast with the usual entropy in (2), H is well defined also in the case that Σ
is positive semidefinite and singular.

We analyze the solution of (14) by using the duality theory. We define the operator
PΩ : Qn → Qn as follows

(PΩ(Σ))ij =

{
(Σ)ij , (i, j) ∈ Ω
0, otherwise.

(15)

Then, we can rewrite the constraint in (14) as PΩ(Σ̂−Σ) = 0. The Lagrangian function
is

L(Σ, Q) = − tr(Σ log(Σ)) + tr(QPΩ(Σ̂− Σ)) (16)

where Q ∈ Qn is the Lagrange multiplier. Moreover,

L(Σ, Q) = − tr(Σ log(Σ)) + tr(PΩ(Q)(Σ̂− Σ)) (17)

where we exploited the fact that PΩ is a self-adjoint operator. The first and the second
variation (i. e. Gateaux derivative) of L(Σ, Q) with respect to Σ in direction δΣ ∈ Qn
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are, respectively,

δL(Σ, Q; δΣ) = tr((−I − log(Σ)− PΩ(Q))δΣ)

δ2L(Σ, Q; δΣ) = − tr

(∫ ∞
0

(Σ + tI)−1δΣ(Σ + tI)−1dtδΣ

)
(18)

= − tr

∫ ∞
0

(Σ + tI)−
1
2 δΣ(Σ + tI)−1δΣ(Σ + tI)−

1
2 dt. (19)

Hence, L(·, Q) is strictly concave because δ2L(Σ, Q; δΣ) < 0 for any δΣ 6= 0. Indeed, the
integrand of the second variation is a nonnull positive semi-definite matrix. Accordingly,
its maximum point is given by setting equal to zero its first variation for any δΣ ∈ Qn:

δL(Σ, Q; δΣ) = tr((−I − log(Σ)− PΩ(Q))δΣ) = 0

which implies that −I − log(Σ)− PΩ(Q) = 0, accordingly the optimal form for Σ is

Σ◦ = e−I−PΩ(Q). (20)

In view of (6), we define

S := I + PΩ(Q), (21)

moreover we have that (S)ij = 0 for any (i, j) /∈ Ω.
The dual function is

J(S) = L(e−S , Q)

= − tr(e−S log(e−S)) + tr(S(Σ̂− e−S))− tr(Σ̂− e−S)

= tr(Se−S) + tr(SΣ̂)− tr(Se−S)− tr(Σ̂) + tr(e−S)

= tr(e−S) + tr(SΣ̂)− tr(Σ̂).

Thus the dual problem is

min
S∈Qn

tr(e−S) + tr(SΣ̂)− tr(Σ̂)

subject to (S)ij = 0 ∀ (i, j) /∈ Ω. (22)

Theorem 3.1. Problem (22) admits a solution S◦ which is also unique. Thus, the
optimal solution to problem (14) is Σ◦ = e−S

◦
.

P r o o f . The first and the second variation of J(S) in direction δS ∈ Qn are, respec-
tively,

δJ(S; δS) = tr((−e−S + Σ̂)δS)

δ2J(S; δS) = tr

∫ 1

0

e−(1−τ)SδSe−τSδSdτ

= tr

∫ 1

0

e−
1
2 (1−τ)SδSe−τSδSe−

1
2 (1−τ)Sdτ.
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Since the integrand of δ2J(S; δS) is positive semi-definite and different from zero for
δS 6= 0, we have that δ2J(S; δS) > 0 for δS 6= 0. Accordingly, J(S) is strictly convex.
Thus, if the solution to the dual problem exists, then it is unique.

We proceed to prove the existence. We have to minimize J over the set C := {S ∈
Qn s.t. (S)ij = 0 ∀ (i, j) /∈ Ω} which is unbounded. We show that the search of the
minimum can be restricted over a closed and bounded set. To do that, we take a
sequence Sk ∈ C with k ∈ N and such that ‖Sk‖ → ∞ as k →∞. Since Sk is symmetric
this implies that the matrix has some eigenvalues which diverge as k → ∞. We have
two possible cases. First case. Sk has some eigenvalues tending to infinity and the
others are bounded. Since Σ̂ � 0, there exists µ > 0 such that Σ̂ � µI. We have that
tr(SkΣ̂)→∞, while the other terms are bounded. Thus, J(Sk)→∞. Second case. Sk
has some eigenvalues tending to minus infinity and the other eigenvalues are bounded
or tend to infninty. Clearly tr(e−Sk) → ∞ and tr(SkΣ̂) can tend to a finite value or to
±∞. Since the former dominates the latter, J(Sk)→∞. Therefore, we can restrict the
search of the minimum over a closed and bounded set. Since J is a continuous function,
by the Weierstrass’ Theorem we conclude that the dual problem admits solution. �

Remark 3.2. Let

PΩ := { e−S s.t. S ∈ Qn, (S)ij = 0 ∀ (i, j) /∈ Ω }. (23)

We can rewrite (22) in terms of Σ ∈ PΩ as follows:

Σ◦ = argmin
Σ∈PΩ

s.t. Σ�0

tr(Σ)− tr(Σ̂ log Σ) (24)

where we have exploited the relations Σ = e−S and S = − log Σ. In the objective
function of (24), we can add the terms tr(Σ̂ log Σ̂)− tr(Σ̂) not depending on Σ:

Σ◦ = argmin
Σ∈PΩ

s.t. Σ�0

tr(Σ)− tr(Σ̂ log Σ) + tr(Σ̂ log Σ̂)− tr(Σ̂)

= argmin
Σ∈PΩ

s.t. Σ�0

D(Σ̂‖Σ) (25)

where D(Σ̂‖Σ) is the Umegaki-von Neumann’s relative entropy [33]:

D(Σ̂‖Σ) = tr[Σ̂(log Σ̂− log Σ)− Σ̂ + Σ]. (26)

Therefore, Σ◦ is the closest covariance matrix to Σ̂, in the Umegaki-von Neumann metric,
which belongs to PΩ.

Corollary 3.3. The optimal solution of problem (14) has the structure Σ◦ = e−S
◦

where (S◦)ij = 0 for any (i, j) /∈ Ω that is Σ◦ represents the covariance matrix at the
final time for the model (5) wherein the infinitesimal conditional dependence pairs are
specified by Ω.

It is worth noting that Corollary 3.3 is equivalent to the result by Dempster for the
case k = 1, [14].
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3.2. Topology selection problem

In practice in the problem (22) Ω is not known and we have to estimate it from the
sample covariance of x(T ). Therefore, we consider the following regularized version of
problem (22) inducing sparsity on S:

min
S∈Qn

tr(e−S) + tr(SΣ̂) + γh(S) (27)

where γ > 0 is the regularization parameter and h is the `1-type penalty function, [29],
defined as

h(S) =
∑
i 6=j

|(S)ij |. (28)

Note that, h does not penalize the entries in the main diagonal of S indeed we already
know that Ω contains the pairs (i, i), with i = 1 . . . n.

To show that problem (27) does admit solution we exploit the duality theory. First,
we rewrite it by introducing a new variable Y ∈ Qn:

min
S,Y ∈Qn

tr(e−S) + tr(SΣ̂) + γh(Y )

subject to S = Y. (29)

The Lagrangian is

L(S, Y, Z) = tr(e−S) + tr(SΣ̂) + γh(Y ) + tr(Z(S − Y )) (30)

where Z ∈ Qn is the Lagrange multiplier. The term in L depending on Y is γh(S) −
tr(ZY ) which is bounded from below if and only if

diag(Z) = 0, |(Z)ij | ≤ γ i 6= j (31)

and it that case the corresponding term takes value equal to zero. Thus, we have

inf
Y
L(S, Y, Z) =

{
tr(e−S) + tr(S(Σ̂ + Z)) if (31) holds
−∞ othervise.

(32)

The remaining term is strictly convex in S, to see that it is sufficient to apply the
same reasoning exploited in the proof of Theorem 3.1. Thus, the point of minimum for
L(·, Y, Z) is given by setting equal to zero the first variation for any δS ∈ Qn:

δL(S, Y, Z; δS) = tr((−e−S + Σ̂ + Z)δS) = 0 (33)

which implies that S = − log(Σ̂ + Z) under the assumption that

Σ̂ + Z � 0. (34)

Thus, the dual function, under conditions (31) and (34), is

J(Z) = L(− log(Σ̂ + Z), Y, Z)

= tr(Σ̂ + Z − (Σ̂ + Z) log(Σ̂ + Z)).
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Therefore, the dual problem is

max
Z∈Qn

tr(Σ̂ + Z − (Σ̂ + Z) log(Σ̂ + Z)))

subject to diag(Z) = 0, |(Z)ij | ≤ γ i 6= j, Σ̂ + Z � 0. (35)

Theorem 3.4. Problem (35), and thus also problem (27), admits a unique solution.

P r o o f . The first and the second variation of J are, respectively:

δJ(Z; δZ) = − tr(log(Σ̂ + Z)δZ)

δ2J(Z; δZ) = − tr

(∫ ∞
0

(Σ̂ + Z + tI)−1δZ(Σ̂ + Z + tI)−1δZdt

)
= − tr

(∫ ∞
0

(Σ̂ + Z + tI)−
1
2 δZ(Σ̂ + Z + tI)−1δZ(Σ̂ + Z + tI)−

1
2 dt

)
where Σ̂ + Z + tI � 0. Then, δ2J(Z; δZ) < 0 for any δZ 6= 0 because the integrand is
nonnull and negative semi-definite for any δZ 6= 0. Thus, the J(Z) is strictly concave,
accordingly the solution, if it exists, is unique.

We proceed to prove the existence. First, we observe that the objective function is
maximized over the set C := {Z ∈ Qn s.t. diag(Z) = 0, |(Z)ij | ≤ γ i 6= j, Σ̂ + Z � 0}
which is open and bounded. We show that we can restrict the search over a closed and
bounded set. Then, the existence of the solution follows by applying the Weierstrass’
Theorem, because J(Z) is a continuos function over C. Let ∂C denote the boundary
not contained in C. The latter contains matrices Z such that condition (31) holds and
Σ̂ + Z � 0 is singular. It is not difficult to see that J(Z) =

∑n
i=1 di − di log di where

di denotes the ith eigenvalue of Σ̂ + Z. Since limd→0+ d− d log d = 0, we conclude that
limZ→∂C J(Z) takes finite values. On the other hand, we know that the gradient of J(Z)
is ∇J(Z) = − log(Σ̂ + Z) and its eigenvalues are − log di. Since limd→0+ − log d = ∞,
this means that there exists at least one direction in ∇J(Z) for which the corresponding
eigenvalue tends to infinity as Z → ∂C. Accordingly, the maximum cannot be in ∂C,
and thus we can restrict the search of the maximum over a closed and bounded set. �

We exploited problem (35) to show the existence of a unique solution of problem
(27). A remarkable difference between (27) and (35) is that in the former the objective
function is not differentiable while in the latter it is. Accordingly, the importance of
problem (35) is also that it allows to compute the optimal solution of (27) by applying
gradient descent methods, [5].

3.3. Graphical model selection procedure

We propose the procedure displayed in Algorithm 1 to select the graphical model given
the sample covariance matrix Σ̂ of x(T ). It is worth noting that also problem (35)
provides an estimate of Σ. However, the latter is biased by the penalty term h. For this
reason, we refine it by solving problem (14) as suggested in [29]. In `AIC , the first two
terms form, up to a constant factor, the negative Whittle log-likelihood, while the last
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Algorithm 1 Graphical model selection procedure

1: Select a regularization path (i. e. an ordered sequence of values for the regularization
parameter) γm, with m = 1 . . .M , such that γm+1 > γm > 0.

2: For each γm solve problem (35); Let Sm be the optimal solution, then set Ωm = IcSm
.

3: Solve problem (14) with Ωm; let Σ◦m be the optimal solution.
4: Among all the models Mm = (Ωm,Σ

◦
m) choose the one that minimizes the AIC score

function:

`AIC(Mm) = N log det(Σ◦m) +N tr(Σ̂(Σ◦m))−1 + 2card(Ωm) (36)

where N is the number of independent realizations of x(T ) used to compute Σ̂.

one is a complexity term which favors sparse solutions. Another possible choice is to
consider the one given by the BIC criterium

`BIC(Mm) = N log det(Σ◦m) +N tr(Σ̂(Σ◦m))−1 + card(Ωm) logN. (37)

3.4. The case with deterministic input

Consider the continuous-time stochastic process defined in the interval [0, T ]

ẋ(t) = −1

2
Sx(t) +Bu(t), t ∈ [0, T ]

x(0) ∼ N (0, I) (38)

where S ∈ Qn and B ∈ Rn×p. The stochastic process (38) could find application
in modeling noise-free brain networks with external stimuli [19]: x(t) represents the
magnitude of neurophysiological activity of the brain regions at time t; − 1

2S is the
symmetric weighted adjacency matrix whose elements indicate the connections among
brain regions; B identifies the control points in the brain; u(t) represents the external
stimuli. In such an application data are the so called “functional magnetic resonance
imaging” (fMRI) data. The latter are characterized by a high sampling time, e. g. T = 2
sec, [21]. In other words, we can observe x(T ) only at time T .

We assume that both B ∈ Rn×p and u(t), with t ∈ [0, T ], are known. We assume to
collect N independent realizations of x and measuring x(t) only at time T . We want to
estimate the matrix S.

It is worth noting that x(T ) is a Gaussian random vector and such that

x(T ) = e−
1
2STx(0) +

∫ T

0

e−
1
2S(T−t)Bu(t)dt. (39)

Let

µS :=

∫ T

0

e−
1
2S(T−t)Bu(t)dt. (40)

Then,

x̄(T ) := x(T )− µS = e−
1
2STx(0) (41)
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and

E[x̄(T )x̄(T )>] = e−ST . (42)

Accordingly, we can estimate S by using an iterative procedure: given S, we compute
µS ; we compute the sample covariance matrix Σ̂ of x̄(T ); we apply Algorithm 1 to
update S; we repeat the procedure until S does not change. The complete procedure is
displayed in Algorithm 2.

Algorithm 2 Graphical model selection procedure with deterministic input

1: Select a regularization path γm, with m = 1 . . .M , such that γm+1 > γm > 0.
2: for each γm do
3: Initialize: Sm,0 = −I.
4: l = 0
5: repeat

6: Compute µSm,l =
∫ T

0
e−

1
2
Sm,l(T−t)Bu(t)dt.

7: Detrend the process x̄(T ) = x(T )− µSm,l and compute the sample covariance matrix

of x̄(T ), say Σ̂m,l .
8: Solve Problem (35) with γm and the sample covariance matrix Σ̂m,l. Let Ωm,l denote

the topology of the optimal solution.
9: Solve Problem (14) with Ωm,l and Σ̂m,l. Let Sm,l+1 be the corresponding dual solution.

10: l = l + 1
11: until ‖Sm,l − Sm,l−1‖ ≤ ε with ε fixed small constant.
12: Set Ωm = Ωm,l and Σ◦m = e−Sm,lT .
13: end for
14: Among all the models Mm = (Ωm,Σ

◦
m) choose the one that minimizes the AIC or BIC

score function defined in (36) and (37), respectively.

4. CONNECTION WITH THE CLASSICAL PROBLEM

In Section 2 we showed that model (7) connects the usual graphical model without
dynamics, k = 1, with the continuous-time model, k = ∞. Next we show that it is
possible to set up a graphical model selection problem also for (7), that is there exists a
connection between the usual graphical model selection problem and the one of Section
3. We consider the following family of entropies indexed by k > 1

Hk(Σ) =
k

k − 1
tr(Σ

k−1
k )− k tr(Σ)− n k

k − 1
. (43)

Proposition 4.1. Hk(Σ) ≤ 0 and equality holds if and only if Σ = I. Moreover, Hk
can be extended by continuity as follows:

lim
k→1

Hk(Σ) = log det(Σ)− tr(Σ) + n

lim
k→∞

Hk(Σ) = − tr(Σ log(Σ)) + tr(Σ)− n.
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P r o o f . The first point follows from the fact that Hk(Σ) = −D(Σ‖I), where D denotes
the beta-divergence, [34, 35], with parameter β = k−1 +1. The two limits can be derived
by using the following result, [32, Proposition 3.1]: Given X � 0, we have

lim
c→0

c−1(Xc − I) = log(X). (44)

�

It is worth noting that H∞(Σ) is different from the von Neumann entropy H(Σ)
because of the term tr(Σ) − n. On the other hand, in problem (14) the elements in
the main diagonal of Σ are fixed, accordingly the term tr(Σ) − n plays no role in the
optimization problem. We conclude that H∞ and H are equivalent for our purposes.
The same observation applies to H1(Σ) in problem (2).

Let Σ̂ � 0 be the sample covariance matrix of xk(T ) defined in (10) where we have
dropped the subscript k in order to ease the notation. Then the corresponding covariance
selection problem is

Σ◦ = argmax
Σ�0

Hk(Σ)

subject to (Σ)ij = (Σ̂)ij ∀ (i, j) ∈ Ω. (45)

It is not difficult to see that the dual problem of (45) is

min
S∈Qn

k

k − 1
tr((I + k−1S)1−k) + k tr((I + k−1S)Σ̂)

subject to I + k−1S � 0. (46)

Theorem 4.2. Problem (46) and problem (45) admit a unique solution. In particular,
Σ◦ = (I + k−1S)−k where S◦ is such that (S◦)ij = 0 for any (i, j) /∈ Ω.

P r o o f . The proof follows the same lines of the one of Theorem 3.1. �

Problem (45) selects a covariance matrix Σ◦ wherein the conditionally dependent
pairs of variables in xk at time T/k, assuming that xk(0) has independent components,
are defined by Ω.

To estimate Ω from Σ̂, we consider the following regularized version of problem (46):

min
S∈Qn

k

k − 1
tr((I + k−1S)1−k) + k tr((I + k−1S)Σ̂) + γh(S)

subject to I + k−1S � 0 (47)

where h(S) has been defined in (28).

Theorem 4.3. Problem (47) admits a unique solution.
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P r o o f . The proof is similar to the one of Theorem 3.4. �

Finally, the graphical model selection procedure is similar to the one in Section 3.3.
It is worth noting these discrete-time versions can be useful in the case that the sampling
time, i. e. k/T , of the underlying model is not known. In this case k is not known. Let
Σ◦k denote the optimal solution given by the graphical model selection procedure using
k. We solve the latter for different values of k, then the optimal k is the one minimizing
`AIC or `BIC .

5. NUMERICAL EXPERIMENTS

The aim of this section is to show that if the underlying model is of type (5) then the
correct parametrization of the model is the one induced by the notion of infinitesimal
conditional independence. Accordingly, such a parametrization leads to an estimation
algorithm outperforming the classical lasso approach in (4).

5.1. Case without input

In each study we consider 200 models of type (5) with n = 10 and for each them:

• S is randomly chosen in such a way that the percentage of nonnull entries is 20%;
the value of each nonnull entry has been drawn from a Gaussian random variable
with zero mean and variance 0.2; recall that IcS denotes the support of S;

• N = 500 independent realizations x(T, 1) . . . x(T,N) realizations of x(T ) are gen-
erated; from the latter we compute the sample covariance matrix

Σ̂ =
1

N

N∑
k=1

x(T, k)x(T, k)T ;

• we apply the procedure of Section 3.3 denoted by P∞. The regularization path is
constituted by M = 20 points in such a way that γ1 gives a non-sparse solution
while γ20 gives a very sparse solution; finally we compute the quantity

e =
n(n− 1)− card(IcS ∩ Ω̂)

n(n− 1)

which represents the relative error in reconstructing the support of S;

• we apply the procedure of Section 4, denoted by Pk, with k ∈ {1, 2, 3, 5} and we
compute the previous relative error.

The optimization problems have been solved by using the CVX package [18]; however,
the implementation of such algorithms could be improved by using the ideas in [11]. We
have considered three Monte Carlo studies with different final times: T = 1, T = 2 and
T = 3. In Figure 1 the boxplots of the error of the estimate Ω̂ using `AIC in the three
cases are depicted. It is evident the superiority of P∞ in respect to the others in all the
three cases. This numerical evidence can be explained as follows. Consider the general
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Fig. 1. Boxplots of the relative error in reconstructing the support of

S using P1, P2, P3, P5 and P∞ with `AIC and T = 1 (a), T = 2 (b),

T = 3 (c).

case, i. e. when T is not necessarily equal to one. These system identification procedures
hinge on the regularized problem

min
I+TS�0

− log det(I + TS) + T tr(SΣ̂) + γTh(S), k = 1

min
I+k−1TS�0

k
k−1 tr((I + k−1TS)1−k) + k tr((I + k−1TS)Σ̂) + γTh(S), 1 < k <∞

min
S

tr(e−TS) + T tr(SΣ̂) + γTh(S), k =∞
(48)

and the corresponding regularized covariance matrix has the structure

ΣRk =

{
(I + k−1TS)−k, 1 ≤ k <∞
e−TS , k =∞. (49)

where we made explicit the dependence upon k. These problems have an objective
function which is composed by a fit term (e. g. for k =∞ it is tr(e−TS) +T tr(SΣ̂)) and
a complexity term (i. e. γTh(S)). Data have been generated by the model in (5), i. e.
Σ̂ ≈ e−TS where S is the weighted adjacency matrix of the true model and it is sparse.
For k = 1 the fit term would select a matrix Ŝfit such that Σ̂ ≈ (I + T Ŝfit)

−1. Such

a Ŝfit is not close to be sparse in general. Thus, the corresponding complexity term

γTh(Sfit) takes a large value in general. Although the solution Ŝ minimizing (48) with
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k = 1 finds a compromise between the fit and the complexity term, it may happen that:
i) (I+T Ŝ)−1 is not so close to Σ̂; ii) Ŝ is sparse, but its sparsity pattern is different than
S. On the contrary, the solution with k = ∞ finds a good compromise with the two
terms in the objective function because it considers the correct model parametrization
(i. e. in terms of infinitesimal conditional dependence relations). A similar argument
holds for the case 1 < k <∞. In Figure 2
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Fig. 2. Boxplots of the relative error in reconstructing the support of

S using P1, P2, P3, P5 and P∞ with `BIC and T = 1 (a), T = 2 (b),

T = 3 (c).

the boxplots of the error of the estimate Ω̂ using `BIC in the three cases are depicted.
The performance of all the estimators is better than the one using AIC. In the case
T = 1 P3, P5 and P∞ performs in a similar way, in particular they outperforms P1

P2. In the case T = 2 P3 starts to perform poorly. In the case T = 3 also P5 starts to
perform poorly. We conclude that the superiority of P∞ is more evident in the case that
the final time is sufficiently large. In other words, the value of k for which it is possible
to see the performance improvement is proportional to T . This fact can be explained as
follows. Notice that:

(ΣRk )−1 =

{
(I + k−1TS)k, 1 ≤ k <∞
eTS , k =∞. (50)
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It is not difficult to see that:

(ΣRk )−1 =


∑k
l=0

(
k
l

)
1
kl
T lSl, 1 ≤ k <∞∑∞

l=0
1
l!T

lSl, k =∞
(51)

where (
k
l

)
=

k!

l!(k − l)!
(52)

is the binomial coefficient. In particular, notice that

lim
k→∞

(
k
l

)
1

kl
=

1

l!
lim
k→∞

k(k − 1) . . . (k − l + 1)

kl
=

1

l!
. (53)

In view of (51) and (53), (ΣRk )−1 represents an approximation of the kth order expansion
of (ΣR∞)−1. Accordingly, the smaller T is, the more (ΣRk )−1 will be similar to the one
with k =∞.

5.2. Case with input

We consider a Monte Carlo study composed by 100 models of type (38) with n = 10,
T = 3 and for each them:

• S is generated as before; B is equal to the identity matrix and u(t) is extracted
from an i.i.d. Gaussian process with zero mean and covariance matrix equal to the
identity;

• N = 500 independent realizations x(T, 1) . . . x(T,N) realizations of x(T ) are gen-
erated;

• we apply the procedure of Section 3.4 denoted by P∞ with ε = 10−3. The reg-
ularization path is designed as before; then, we compute the relative error e in
reconstructing the support of S;

The right panel of Figure 3 shows the boxplot of the error of the estimate Ω̂ using `BIC .
The performance is comparable with the one without input (see the left panel of Figure
3). Thus, the proposed procedure is effective also in this scenario. In particular, the exit
condition in the iterative part (Step 11) of Algorithm 2 has been always satisfied.

6. CONCLUSIONS

In this paper, the graphical model selection problem for a continuous-time process has
been addressed: we have introduced the concept of infinitesimal conditional indepen-
dence, the covariance selection problem, the topology selection problem as well as the
graphical model selection problem. Moreover, we have shown the connection between
the classic graphical model selection problem and the one for the continuous-time case.
Finally, we have tested the effectiveness of the proposed procedure through some exam-
ples.
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Fig. 3. Boxplots of the relative error in reconstructing the support of

S in the case with (right panel) and without (left panel) deterministic

input using P∞ with `BIC and T = 3. Notice that the left panel

corresponds to P∞ in Figure 2(c).
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