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Abstract. Given a graph G, if there is no nonisomorphic graph H such that G and H

have the same signless Laplacian spectra, then we say that G is Q-DS. In this paper we
show that every fan graph Fn is Q-DS, where Fn = K1 ∨ Pn−1 and n > 3.
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1. Introduction

Throughout this paper, G is an undirected simple graph with vertex set V (G) =

{v1, v2, . . . , vn}. Let N(u) and d(u) be the neighbor set and the degree of vertex u,

respectively. In the sequel, we enumerate the degrees in nonincreasing order, i.e.,

d1 > d2 > . . . > dn, where d(vi) = di for i ∈ {1, 2, . . . , n}. Sometimes we write di(G)

and dG(u) in place of di and d(u), respectively, in order to indicate the dependence

on G. As usual,Kn, Pn and Cn denote the complete graph, path and cycle of order n,

respectively, and G1 ∨ G2 denotes the join graph of two vertex disjoint graphs G1

and G2. In other words, G1∨G2 is the graph having vertex set V (G1∨G2) = V (G1)∪

V (G2) and edge set E(G1 ∨G2) = E(G1) ∪ E(G2) ∪ {uv : u ∈ V (G1), v ∈ V (G2)}.

Let A(G) andD(G), respectively, be the adjacency matrix and the diagonal matrix

of G. The Laplacian matrix of G is L(G) = D(G)−A(G), and the signless Laplacian

matrix of G is Q(G) = D(G) + A(G). Denote by Φ(G, x) the Q-characteristic

polynomials of graph G.
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It is easy to see that Q(G) is positive semidefinite [2] and hence its eigenvalues

can be arranged as

µ1(G) > µ2(G) > . . . > µn(G) > 0.

If there is no confusion, sometimes we simply write µi(G) as µi. In the following,

let SQ(G) denote the spectra, i.e., the eigenvalues of Q(G).

Two graphs are said to be Q-cospectral or L-cospectral if they have the same

signless Laplacian or Laplacian spectrum, respectively. A graph G is said to be Q-DS

or L-DS if H Q-cospectral or L-cospectral to G implies that H = G, respectively.

Which graphs are determined by their spectra? This question was proposed by

Dam and Haemers in [11], and has drawn much attention recently. The literature

contains dozens of results on this topic. For details, we refer the readers to [5], [8],

[10], [11], [12] and the references therein.

The fan graph is denoted by Fn = K1 ∨ Pn−1. In [10], it was proved that Fn is

L-DS for any n > 3. In this note, we will show that:

Theorem 1.1. For any n > 3, Fn is Q-DS.

2. Some properties for the Q-cospectral graph with Fn

Consider two sequences of real numbers: α1 > α2 > . . . > αn and β1 >

β2 > . . . > βm with m < n. The latter sequence is said to interlace the for-

mer whenever αi > βi > αn−m+i for i = 1, 2, . . . ,m.

Lemma 2.1 ([7]). Let A be a symmetric matrix. If B is a principal submatrix

of A, then the eigenvalues of B interlace the eigenvalues of A.

When M is a real symmetric matrix of order n, we use Θ1(M) > Θ2(M) > . . . >

Θn(M) to denote its eigenvalues.

Corollary 2.1. Let G be a graph with n vertices. If the least degree vertex vn
and second minimum degree vertex vn−1 are not adjacent, then µn−1 6 dn−1.

P r o o f. Since vnvn−1 6∈ E(G), Q(G) contains

B =

(

dn 0

0 dn−1

)

as a principal submatrix. By Lemma 2.1, µn−1 6 Θ1(B) = dn−1. �
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Let uv be an edge of G. Let m(v) denote the average of the degrees of the vertices

being adjacent to v, i.e., m(v) =
∑

w∈N(v)

d(w)/d(v).

Lemma 2.2 ([3]). If G is a connected graph with at least one edge, then

µ1(G) 6 max{d(v) +m(v) : v ∈ V (G)} 6 d1(G) + d2(G).

Lemma 2.3 ([4], [8]). For any connected graph G with n vertices, µn < dn and

µ2 >
1

2

(

d1 + d2 −
√

(d1 − d2)2 + 4
)

> d2 − 1.

Furthermore, if d3 = d2 6 d1 − 2, then µ2 > d2.

Lemma 2.4 ([3]). Let G be a graph with U ⊆ V (G), where U = {u1, u2, . . . , uk}.

If all vertices of U have the same set of neighbors, then G has at least k− 1 signless

Laplacian eigenvalues equal to dG(u1).

Lemma 2.5 ([6]). If Gi is an ri-regular graph on ni vertices for i ∈ {1, 2}, then

Φ(G1 ∨G2, x) =
Φ(G1, x− n2)Φ(G2, x− n1)

(x− 2r1 − n2)(x− 2r2 − n1)
f(x),

where f(x) = x2 − (2(r1 + r2) + (n1 + n2))x + 2(2r1r2 + r1n1 + r2n2).

Lemma 2.6 ([6]). If Gi is an ri-regular graph on ni vertices for i ∈ {1, 2, 3}, then

Φ(G1 ∨ (G2 ∪G3), x) =
Φ(G1, x− n2 − n3)Φ(G2, x− n1)Φ(G3, x− n1)

(x− 2r1 − n2 − n3)(x− 2r2 − n1)(x− 2r3 − n1)
f(x),

where g(x) = x3−(2(r1+r2+r3)+2n1+n2+n3)x
2+

(

(n1+n2+n3)(n1+2(r2+r3))+

4(r1(n1+ r3)+ r2(r1+ r3))
)

x−
(

2n1(n1r1+n2r2+n3r3+2r1(r2+ r3))+4r2r3(2r1+

n2 + n3)
)

.

Let In be the identity matrix of order n.

Lemma 2.7. If SQ(G) = SQ(Fn) and n > 5, then d2(G) 6 5, n − 4 6 d1(G) 6

n− 1 and

1 < µn−2(G) 6 µ2(G) < 5 6 n <
1

2

(

n+ 1 +
√

n2 − 2n+ 9
)

< µ1(G).
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P r o o f. Note that Q(Fn) contains In−1 + Q(Pn−1) as its principal subma-

trix. By Lemma 2.1, we have µn−2(G) > 1 + µn−2(Pn−1) > 1 and µ2(G) 6

µ1(In−1 +Q(Pn−1)) < 5. Now, Lemma 2.3 implies that d2(G)− 1 6 µ2(G) < 5 and

hence d2(G) 6 5.

Since each edge deletion from a connected graphG will strictly decrease the largest

signless Laplacian eigenvalue (namely, µ1(G)), by Lemmas 2.5 and 2.6 we have

µ1(G) >















µ1

(

K1 ∨
(n− 2

2
K2 ∪K1

))

when n is even;

µ1

(

K1 ∨
(n− 1

2
K2

))

when n is odd.

Note that

µ1

(

K1 ∨
(n− 1

2
K2

))

=
1

2

(

n+ 2 +
√

n2 − 4n+ 12
)

>
1

2

(

n+ 1 +
√

n2 − 2n+ 9
)

= µ1

(

K1 ∨
(n− 2

2
K2 ∪K1

))

.

Thus, we obtain the required inequality for µ1(G).

Since µ1(G) > n and d2(G) 6 5, we have n−4 6 d1(G) 6 n−1 by Lemma 2.2. �

Lemma 2.8 ([2]). If G is a graph with n vertices and m edges, then

n
∑

i=1

µi =

n
∑

i=1

di = 2m, and

n
∑

i=1

µ2
i = 2m+

n
∑

i=1

d2i .

If SQ(G) = SQ(Fn), then d2 6 5 and d1 > n − 4 by Lemma 2.7. Hereafter, we

suppose that G has nj vertices of degree j in V (G) \ {v1} for j = 1, 2, . . . , 5. By

Lemma 2.8 it follows that

(2.1)











n2 = 1
2 (n

2 − 9n+ 12)− 1
2d1(d1 − 7)− 3n1 − n5,

n3 = −n2 + 9n− 10 + d1(d1 − 6) + 3n1 + 3n5,

n4 = 1
2 (n− 1)(n− 6)− 1

2d1(d1 − 5)− n1 − 3n5.

Lemma 2.9. If SQ(G) = SQ(Fn), then G is connected with either d1(G) > n− 2

or dn(G) = 1.

P r o o f. From Lemma 2.7 it follows that d2(G) 6 5 and n− 4 6 d1(G) 6 n− 1.

If d1(G) = n− 4 and dn(G) > 2, then d2(G) = 5 by Lemmas 2.2 and 2.7. So, n > 9.

In this case, n1 = 0. From (2.1) we have n3 + n4 = 15 − 2n < 0, a contradiction.

Thus,

(2.2) d1(G) = n− 4 implies that dn(G) = 1.
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We first prove that G is connected. By contradiction, we assume that G is dis-

connected. Since Fn is nonbipartite, µn(G) = µn(Fn) > 0 (see [2], Proposition 2.1).

Recall that d1(G) > n − 4. Thus, G contains a connected component with at least

n− 3 vertices. So, G = G1 ∪C3, where d1(G1) = n− 4. Since SQ(G) = SQ(Fn) and

SQ(C3) = {4, 1, 1},

dn−3(G1) > µn−3(G1) > µn−2(G) > 1

by Lemmas 2.3 and 2.7. Now, we have dn(G) = 2, contradicting (2.2).

We now show that either d1(G) > n−2 or dn(G) = 1. By contradiction, from (2.2)

we assume that dn(G) > 2 and d1(G) = n − 3. In this case, n1 = 0 and d2(G) > 4

by Lemmas 2.2 and 2.7. From (2.2) it follows that

(2.3) n3 + n4 = 8− n,

which implies that n ∈ {7, 8}.

If n = 8, then n3 = n4 = 0 by (2.3). Recall that n1 = 0. Thus, 0 = n3 = −7+3n5

by (2.1), a contradiction. Otherwise, n = 7. Now, (2.3) implies that n3 + n4 = 1,

and hence n4 = 5− 3n5 ∈ {0, 1} by (2.1), a contradiction. �

Lemma 2.10. If d1(G) 6 n− 3, then G and Fn are not Q-cospectral.

P r o o f. By contradiction, we assume that SQ(G) = SQ(Fn), and hence Lem-

mas 2.7 and 2.9 imply that G is connected with d2(G) 6 5 and n−4 6 d1(G) 6 n−3.

Case 1. d1(G) = n − 4. Suppose max{d(v) + m(v) : v ∈ V (G)} occurs at the

vertex u0. If d(u0) 6 4, by Lemmas 2.2 and 2.7 we have

µ1(G) 6 d(u0) +m(u0) 6 d(u0) + d1(G) = d(u0) + n− 4 6 n < µ1(Fn),

a contradiction.

If 5 6 d(u0) 6 n− 4, then

(2.4) µ1(G) 6 d(u0) +m(u0) 6 d(u0) +
2|E(G)| − d(u0)− (n− 1− d(u0))dn(G)

d(u0)

6 d(u0) +
2(2n− 3)− d(u0)− (n− 1− d(u0))

d(u0)
= d(u0) +

3n− 5

d(u0)
.

When n = 9, by (2.4) we have d(u0) +m(u0) 6 9.4 < 9.6 < µ1(F9), a contradiction.

When n > 10, it is easy to see that

d(u0) +m(u0) 6 max
{

5 +
3n− 5

5
, n− 4 +

3n− 5

n− 4

}

<
1

2

(

n+ 1 +
√

n2 − 2n+ 9
)

,

against Lemmas 2.2 and 2.7.
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Case 2. d1(G) = n− 3. We consider the following three subcases:

Subcase 2.1. n = 7. In this case, d1(G) = 4 and hence d2(G) 6 4 and n5 = 0

by Lemma 2.7. Now, (2.1) implies that n2 = 5 − 3n1 > 0 and n3 = 3n1 − 4 > 0,

a contradiction.

Subcase 2.2. n = 8. In this case, by (2.1) it follows that n2 = 7 − 3n1 − n5,

n3 = 3n1 + 3n5 − 7 and n4 = 7 − n1 − 3n5. Thus, either n5 = n2 = n3 = 2 and

n1 = 1, or n5 = 1 and n4 = n3 = n1 = 2. If n5 = 1 and n4 = n3 = n1 = 2, then

Corollary 2.1 implies that µ7(G) 6 1 < 1.19 < µ7(F8), a contradiction. Otherwise,

n5 = n2 = n3 = 2 and n1 = 1.

We assume that there exist two vertices of degree five being not adjacent with each

other, then by Lemma 2.1 we obtain µ2(G) > 5 > µ2(F8), a contradiction. Thus,

every pair of vertices of degree five are adjacent. In this case, Q(G) contains

B1 =





5 1 1

1 5 1

1 1 5





as a principal submatrix. By Lemma 2.1, µ3(G) > Θ3(B1) = 4 > µ3(F8), a contra-

diction.

Subcase 2.3. n > 9. We first suppose that 0 6 n5 6 1. By (2.1) we have

n2 + n3 = 8− n+ 2n5. Thus, n5 = 1 and 9 6 n 6 10. No matter if n = 9 or n = 10,

it will yield a contradiction by (2.1).

Next we suppose that n5 > 2. When n > 10, by Lemma 2.3 we have µ2(G) > 5,

against Lemma 2.7. When n = 9, by (2.1) we have n3 + n4 = 2n1 − 1, and hence

n1 > 1. Now, Lemma 2.3 implies that µ9(G) < 1 = µ9(F9), a contradiction. �

Lemma 2.11. If d1(G) = n− 2 and n > 7, then G and Fn are not Q-cospectral.

P r o o f. By contradiction, we assume that SQ(G) = SQ(Fn). By Lemma 2.9, G is

connected. If n1 > 4, then v1 is adjacent to at least three vertices of degree one,

as d(v1) = d1(G) = n − 2. By Lemmas 2.3 and 2.4 we have µn−2(G) 6 1, which

contradicts Lemma 2.7. Thus, 0 6 n1 6 3.

When n = 7, since µ7(F7) = 1, we have n1 = 0 by Lemma 2.3. By (2.1), it

follows that n5 = 1, n2 = 3, and n3 = 2. There are exactly five connected graphs

of order 7 with n2 = 3, n3 = 2 and n5 = 1 and d1(G) = 5 (see [1], pages 217–223).

It can be easily checked that none of them is Q-cospectral with F7, a contradic-

tion.

When n = 8, if n5 > 1, since d1 = 6 and d2 = 5, by Lemma 2.3 we have

µ2(G) > 4.38 > µ2(F8), a contradiction. Otherwise, n5 = 0. Now, (2.1) implies that
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n3 = n1 = 1, n2 = 2, and n4 = 3. If the vertex of degree 6 is adjacent to at most

two vertices of degree four, then by Lemma 2.2 we obtain

µ(G) 6 max
{

6 +
(4 + 2)× 2 + 3 + 1

6
, 4 +

6 + 4× 2 + 3

4
, 3 +

6 + 4× 2

3
, 2 +

6 + 4

2

}

< 8.67 < µ(F8),

a contradiction. Otherwise, the vertex of degree 6 is adjacent to three vertices of

degree four, and hence Q(G) contains B1, B2 or B3 as a principle submatrix, where

B1 =









6 1 1 1

1 4 0 0

1 0 4 0

1 0 0 4









, B2 =









6 1 1 1

1 4 1 0

1 1 4 0

1 0 0 4









,

B3 =









6 1 1 1

1 4 1 1

1 1 4 0

1 1 0 4









, B4 =









6 1 1 1

1 4 1 1

1 1 4 1

1 1 1 4









.

Note that Θ3(B1) = Θ3(B3) = Θ3(B4) = 4 > µ3(F8) and Θ2(B2) > 4.46 > µ2(F8).

By Lemma 2.1, we get a contradiction. So, we may suppose that n > 9 in the

following.

If n5 > 2, since n > 9, d1(G) > 7. By Lemma 2.3 we have µ2(G) > 5, contradicting

Lemma 2.7. Otherwise, we may suppose that 0 6 n5 6 1 in what follows.

By (2.1), it follows that

(2.5) n2 = n− 3− n5 − 3n1, n3 = 6− n+ 3n5 + 3n1, n4 = n− 4− 3n5 − n1.

Since 0 6 n1 6 3, 0 6 n5 6 1 and n3 > 0, we have 9 6 n 6 18 by (2.5).

Case 1. n is odd. In this case, n ∈ {9, 11, 13, 15, 17}. Computer aided calculations

show that µn(Fn) = 1 and hence n1 = 0 by Lemma 2.3. Now, (2.5) implies that

n = 9 with n2 = 5, n4 = 2 and n5 = 1. By Lemma 2.3, µ2(G) > 4.58 > µ2(F9),

a contradiction.

Case 2. n is even. In this case, n ∈ {10, 12, 14, 16, 18}. Computer aided cal-

culations show that µn−1(Fn) > 1. Thus, by Corollary 2.1, we can conclude that

0 6 n1 6 1. If n5 = 0, then n3 = 6 − n+ 3n1 > 0 by (2.5), against 0 6 n1 6 1 and

n > 10. Otherwise, n5 = 1. Since n3 = 9 − n + 3n1 > 0 and 0 6 n1 6 1, we have

n ∈ {10, 12}. When n ∈ {10, 12}, since d1 > 8 and d2 = 5, by Lemma 2.3 we have

µ2(G) > 4.69 > µ2(Fn), a contradiction. �

Theorem 2.1. If SQ(G) = SQ(Fn) and n > 7, then G and Fn have the same

degree sequence.
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P r o o f. Since SQ(G) = SQ(Fn), by Lemmas 2.7, 2.9–2.11, G is connected with

d2(G) 6 5 and d1(G) = n − 1. When n = 7, if n5 > 1, since d1 = 6 and d2 = 5, by

Lemma 2.3 we have µ2(G) > 4.38 > µ2(F7), a contradiction. Thus, n5 = 0 and so G

and F7 have the same degree sequence by (2.1).

Now, we consider the case of n > 8. By Lemmas 2.3 and 2.7, we have 0 6 n5 6 1.

From (2.1) it follows that n4 + n1 + 3n5 = 0, and hence G and Fn share the same

degree sequence. �

Corollary 2.2. If SQ(G) = SQ(Fn) and n > 7, then eitherG ∼= K1∨(Cb∪Pn−1−b)

or G ∼= Fn, where 3 6 b 6 n− 3.

P r o o f. From Theorem 2.1 and Lemma 2.9, if G is Q-cospectral with Fn, then G

is connected and so G ∼= K1 ∨ (Ck1
∪Ck2

∪ . . .∪Ckt
∪Pa), where k1 + k2+ . . .+ kt =

n− 1− a and a > 2.

If t > 2, since Q(G) contains In−1 +Q(Ck1
∪Ck2

∪ . . . ∪Ckt
∪ Pa) as its principal

submatrix, by Lemma 2.1 we have µ2(G) > 1 + µ2(Ck1
∪ Ck2

∪ . . . ∪ Ckt
∪ Pa) = 5,

which contradicts Lemma 2.7. Thus, 0 6 t 6 1 and hence the result follows. �

3. The proof of Theorem 1.1

Let Θ(G) be the largest eigenvalue of A(G) + αD(G), where α > 0. To complete

the proof of Theorem 1.1, it suffices to show that K1∨ (Cb ∪Pn−1−b) and Fn are not

Q-cospectral by Corollary 2.2 for n > 7 (since the case of 3 6 n 6 6 can be checked

easily). In what follows, we will prove the following more general result:

Theorem 3.1. For any α > 0 and 3 6 b 6 n− 3, we have

Θ(K1 ∨ (Cb ∪ Pn−1−b)) > Θ(Fn).

To prove Theorem 3.1, we need the following famous property of Θ(G).

Lemma 3.1 (See [9], page 18). Let G be a connected graph. If ϕ = (ϕ(v1),

ϕ(v2), . . . , ϕ(vn))
⊤ is a unit vector defined on V (G), then

Θ(G) > ϕ⊤(A(G) + αD(G))ϕ = 2
∑

uv∈E(G)

ϕ(u)ϕ(v) + α

n
∑

i=1

d(vi)ϕ
2(vi),

where the equality holds if and only if ϕ is an eigenvector corresponding to Θ(G).
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When α > 0 and G is connected, there is a unique positive unit eigenvector

corresponding to Θ(G) (see [9], page 21), and we call such an eigenvector the Perron

vector of G hereafter. In what follows, let V (Fn) = {w1, w2, . . . , wn} with d(wn) =

n − 1 and wjwj+1 ∈ E(Fn) for 1 6 j 6 n − 2, and let x = (x1, x2, . . . , xn)
⊤ be the

Perron vector of Fn such that xi corresponds to the vertex wi, where 1 6 i 6 n. We

call wpwp+1 a special edge if p 6 ⌊ 1
2 (n− 3)⌋ and xp = xp+1, and we call wp a special

vertex if p 6 ⌊ 1
2 (n− 1)⌋ and xp = xp−2.

Lemma 3.2. If x = (x1, x2, . . . , xn)
⊤ is the Perron vector of Fn and n > 3, then

xj = xn−j holds for any 1 6 j 6 ⌊ 1
2 (n− 1)⌋ and Fn contains neither a special edge

nor a special vertex.

P r o o f. In the proof of this result, we simplify Θ(Fn) as Θ. Let P be the permu-

tation matrix that reverses the order of the vertices in the sequence w1, w2, . . . , wn−1,

where the vertex wn is fixed. Since x is an eigenvector for the eigenvalue Θ, so is Px.

Note that x is the unique positive unit vector corresponding to Θ and Px is also

a positive unit vector corresponding to Θ. Thus, Px = x and hence

(3.1) xj = xn−j holds for any 1 6 j 6
⌊n− 1

2

⌋

.

Now, from (A(Fn) + αD(Fn))x = Θx we have

(3.2)







Θx1 = 2αx1 + x2 + xn,

Θxi = 3αxi + xi−1 + xi+1 + xn for i ∈
{

2, 3, . . . ,
⌊n− 1

2

⌋}

.

From Lemma 3.1 we easily get Θ(G) > αd(wn) = α(n− 1) by setting ϕ(wn) = 1

and ϕ(wj) = 0 for 1 6 j 6 n−1. Now, by (3.2), it follows that (Θ+1−2α)(x2−x1) =

αx2 + x3 > 0, and hence x2 > x1.

First, we assume that wpwp+1 is a special edge of Fn, then xp = xp+1 and

p 6 ⌊ 1
2 (n−3)⌋. In this case, we have p > 2 by x2 > x1. Let G1 = Fn+wp−1wn−p−1+

wpwn−p − wp−1wp − wn−p−1wn−p. Then, G1
∼= Fn. By (3.1) and Lemma 3.1,

0 = Θ(G1)−Θ(Fn) > 2(xp−1 − xn−p)(xn−p−1 − xp) = 0,

and hence x is also a Perron vector of G1. In this case, xp−1 = xn−p = xp = xp+1.

Now, let G2 = Fn + wp−2wn−p−1 + wp−1wn−p − wp−2wp−1 − wn−p−1wn−p. Then,

G2
∼= Fn. Similarly, we have xp−2 = xp−1 = xp = xp+1 (since xp−1 = xp+1 =

xn−1−p). By repeating the above process, we have x1 = x2, a contradiction. Thus,

we can conclude that Fn contains no special edge.
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Secondly, we assume that wp is a special vertex of Fn, then xp = xp−2 = xn−p =

xn+2−p and xp−1 = xn+1−p, where p 6 ⌊ 1
2 (n−1)⌋. Since p 6 ⌊ 1

2 (n−1)⌋, wp 6= wn−p.

Let G3 = Fn+wp−1wn+1−p+wn−pwp−2−wp−1wp−2−wn+1−pwn−p. Then, G3
∼= Fn.

By Lemma 3.1,

0 = Θ(G3)−Θ(Fn) > 2(xp−1 − xp−2)
2 > 0,

and hence xp−1 = xp−2. Now, wp−1wp−2 is a special edge of Fn, a contradiction. �

P r o o f of Theorem 3.1. In the proof of this result, we rewrite K1∨(Cb∪Pn−b−1)

as G. Without loss of generality, we suppose that n is even, as the case of n being

odd can be dealt with by a similar method.

Let n−1 = 2k+1, where k is a positive integer. By Lemma 3.2, xk+1−j = xk+j+1

holds for any j ∈ {1, 2, . . . , k}. If b = 2s+ 1 (s is a positive integer), then k > s+ 1

due to n − b > 3. It is easy to see that G ∼= Fn + wk+1−swk+s+1 + wk−swk+s+2 −

wk+1−swk−s−wk+s+1wk+s+2. By Lemma 3.2, xk+1−s 6= xk−s. Now, Θ(G)−Θ(Fn) >

x
⊤(A(G)+αD(G))x−x

⊤(A(Fn)+αD(Fn))x = 2(xk+1−s−xk−s)
2 > 0 by Lemma 3.1.

Otherwise, b = 2s. In this case, since n − b > 3, we have k > s + 1 as both k

and s are positive integers. Thus it is easy to see that G ∼= Fn + wk+1−swk+s +

wk−swk+s+1−wk+1−swk−s−wk+swk+s+1. In this case, Θ(G)−Θ(Fn) > x
⊤(A(G)+

αD(G))x− x
⊤(A(Fn) +αD(Fn))x = 0 by Lemma 3.1. From Lemma 3.1, if Θ(G) =

Θ(Fn), then x is also a Perron vector of Θ(G). Since Θ(G)xk+1−s = Θ(Fn)xk+1−s,

we have xk−s = xk+s = xk+2−s. In this case, wk+2−s is a special vertex of Fn,

against Lemma 3.2. This completes the proof of the theorem. �
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