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Abstract. The aim of this note is to offer an algorithm for studying solutions of infinite lin-
ear systems associated with group inverse endomorphisms. As particular results, we provide
different properties of the group inverse and we characterize EP endomorphisms of arbitrary
vector spaces from the coincidence of the group inverse and the Moore-Penrose inverse.
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1. Introduction

For an arbitrary (n×n)-matrix A with entries in a general field k, the index of A,

i(A) > 0, is the smallest integer such that rk(Ai(A)) = rk(Ai(A)+1).

If Matn×n(k) is the set of n×n matrices with entries in k, it is known that, given

a matrix A ∈ Matn×n(k), the system of equations

AXA = A, XAX = X, AX = XA

has a solution if and only if i(A) 6 1 and the solution is unique. This solution

is the “group inverse” of A, is denoted by A# and satisfies several properties, see

Subsection 2.2.

This notion can be immediately extended to endomorphisms of finite-dimensional

vector spaces over C. Thus, given a finite-dimensional C-vector space E, an endo-

morphism f ∈ EndC E has the index i(f) 6 1 (Im f2 = Im f) if and only if there
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exists an endomorphism f# ∈ EndC E such that:

f ◦ f# ◦ f = f, f# ◦ f ◦ f# = f#, f# ◦ f = f ◦ f#.

The endomorphism f# is the “group inverse” of f . Recently, in [6], the author

has extended the notion of group inverse to finite potent endomorphisms of arbitrary

vector spaces.

The aim of this note is to offer an algorithm for studying the solutions of infinite

linear systems associated with group inverse endomorphisms. The main tools for

this algorithm are the explicit expression of the group inverse of a linear map on

infinite-dimensional vector spaces offered in Theorem 3.6 and the characterization of

the EP endomorphisms obtained from Propositions 4.3 and 4.4.

The paper is organized as follows. For the sake of completeness, in Section 2 we

recall the basic definitions and properties of the Drazin inverse, the Moore-Penrose

inverse and the group inverse of a square matrix, and of the Moore-Penrose inverse of

a linear map on an arbitrary vector space. Section 3 contains the explicit expression

of the group inverse of an endomorphism on an infinite-dimensional vector space and

various properties of the endomorphisms admissible for the group inverse. Section 4

deals with the determination of the structure of EP endomorphisms from the coin-

cidence of the group inverse and the Moore-Penrose inverse. Finally, Section 5 is

devoted to offering the algorithm that allows us to study the solutions of infinite

linear systems associated with group inverse endomorphisms.

To finish this introduction, we wish to remark that all the results of this work are

valid for infinite matrices associated with group inverse endomorphisms.

2. Preliminaries

2.1. Drazin inverse of (n × n)-matrices. Let A be an (n × n)-matrix with

entries in C.

Definition 2.1. The index of A, i(A) > 0, is the smallest integer such that

rk(Ai(A)) = rk(Ai(A)+1).

In 1958, Drazin in [5] showed the existence of a unique (n×n)-matrix AD satisfying

the equations:

⊲ Ak+1AD = Ak for k = i(A),

⊲ ADAAD = AD,

⊲ ADA = AAD.

The Drazin inverse AD also verifies that

⊲ (AD)D = A if and only if i(A) 6 1,

⊲ if A2 = A, then AD = A.
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2.2. Group inverse of a finite matrix. Given a matrix A ∈ Matn×n(k), the

system of equations

AXA = A, XAX = X, AX = XA

has a solution if and only if i(A) 6 1 and the solution is unique. This solution is the

“group inverse” of A, is denoted by A# and coincides with the Drazin inverse AD.

If A ∈ Matn×n(k) with i(A) 6 1, then the group inverse A# satisfies the following

properties:

⊲ If A is nonsingular, then A# = A−1.

⊲ (A#)# = A.

⊲ (At)# = (A#)t, where At is the transpose of A.

⊲ If n ∈ Z
+, then (An)# = (A#)n.

⊲ A is EP if and only if A# = A†.

2.3. Moore-Penrose inverse of a linear map over arbitrary vector

spaces.

2.3.1. Moore-Penrose inverse of an (n × m)-matrix. Let C be the field.

Given a matrix A ∈ Matn×m(C), the Moore-Penrose inverse of A is a matrix A† ∈

Matm×n(C) such that:

⊲ AA†A = A,

⊲ A†AA† = A†,

⊲ (AA†)∗ = AA†,

⊲ (A†A)∗ = A†A,

and B∗ being the conjugate transpose of the matrix B.

The Moore-Penrose inverse of A always exists, it is unique, [A†]† = A, and, if

A ∈ C
n×n is nonsingular, then the Moore-Penrose inverse of A coincides with the

inverse matrix A−1.

For details, readers are referred to [3].

2.3.2. Moore-Penrose inverse of a linear map over arbitrary vector

spaces. Let (V, g) and (W, g) be inner product vector spaces over k with k = C

or k = R.

Given a linear map f : V → W , the linear map f+ : W → V is a reflexive gener-

alized inverse of f when

⊲ f ◦ f+ ◦ f = f ,

⊲ f+ ◦ f ◦ f+ = f+.

Definition 2.2. Given a linear map f : V → W , we say that f is admissible for

the Moore-Penrose inverse when V = Ker f ⊕ [Ker f ]⊥ and W = Im f ⊕ [Im f ]⊥.
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If (V, g) and (W, g) are inner product spaces over k and f : V → W is a linear

map admissible for the Moore-Penrose inverse; then according to [2], Theorem 3.11,

there exists a unique linear map f † : W → V such that:

(1) f † is a reflexive generalized inverse of f ,

(2) f † ◦ f and f ◦ f † are self-adjoint, that is:

(a) g([f † ◦ f ](v), v′) = g(v, [f † ◦ f ](v′)),

(b) g([f ◦ f †](w), w′) = g(w, [f ◦ f †](w′))

for all v, v′ ∈ V and w,w′ ∈ W . The operator f † is named the Moore-Penrose

inverse of f and is the unique linear map satisfying that

(2.1) f †(w) =

{
(f|

[Ker f]⊥
)−1(w) if w ∈ Im f,

0 if w ∈ [Im f ]⊥.

The Moore-Penrose inverse f † : W → V also satisfies the following properties:

⊲ f † is admissible for the Moore-Penrose inverse and (f †)† = f ,

⊲ if f ∈ Endk(V ) and f is an isomorphism, then f † = f−1,

⊲ f † ◦ f = P[Ker f ]⊥ ,

⊲ f ◦ f † = PIm f ,

where P[Ker f ]⊥ and PIm f are the projections induced by the decompositions V =

Ker f ⊕ [Ker f ]⊥ and W = Im f ⊕ [Im f ]⊥, respectively.

For details on this Moore-Penrose inverse the readers are referred to [2].

3. Group inverse endomorphisms

Let k be a field, let V be an arbitrary vector space (in general, infinite-dimensional)

and let f : V → V be an endomorphism.

Definition 3.1. Given an endomorphism f ∈ Endk(V ), we say that f# ∈

Endk(V ) is a group inverse of f when:

⊲ f ◦ f# ◦ f = f ,

⊲ f# ◦ f ◦ f# = f#,

⊲ f ◦ f# = f# ◦ f .

Remark 3.2. Note that an endomorphism f ∈ Endk(V ) satisfies the conditions

of Definition 3.1 if and only if

⊲ f2 ◦ f# = f ,

⊲ f# ◦ f ◦ f# = f#,

⊲ f ◦ f# = f# ◦ f ,

which is a generalization of the definition of the Drazin inverse of a square matrix A

with i(A) = 1, see Subsection 2.1.
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The characterization of group inverse endomorphisms on an arbitrary vector space

was made in 1968 by Robert. Thus, given an endomorphism f ∈ Endk(V ), according

to [7], Theorem 4, we know that the following conditions are equivalent:

(1) f# exists,

(2) V = Ker f ⊕ Im f ,

(3) Ker f = Ker f2 and Im f = Im f2.

Moreover, if f# exists, it follows from [7], Theorem 1 that

⊲ Ker f = Ker f# and Im f = Im f#,

⊲ (f#)# = f ,

⊲ f ◦ f# is the projection on Im f , along Ker f .

Accordingly, given an endomorphism f ∈ Endk(V ), we have that f is a group

inverse endomorphism if and only if V = Ker f ⊕ Im f .

Remark 3.3. If E is a finite-dimensional k-vector space and f ∈ Endk(E), it

is known that E = Ker f ⊕ Im f if and only Ker f ∩ Im f = {0}. However, this

equivalence is not true for infinite-dimensional vector spaces. Indeed, if we consider

the k-vector space V = 〈vi〉i∈N and the linear map f : V → V defined by:

f(vi) =

{
0 if i is odd,

vi+2 if i is even

for all i ∈ N, one has that

Ker f = 〈v2i−1〉i∈N and Im f = 〈v2i+2〉i∈N.

Thus, Ker f ∩ Im f = {0} but V 6= Ker f ⊕ Im f because v2 /∈ Ker f + Im f .

Remark 3.4. Similarly to Remark 3.3, if f ∈ Endk(E) with E being a finite-

dimensional k-vector space, it is clear that Im f = Im f2 if and only if Ker f = Ker f2,

but this property does not hold true for infinite-dimensional vector spaces.

A counter-example is the following: let us consider the vector space VZ = 〈vi〉i∈Z

over an arbitrary field k and the linear map f : VZ → VZ defined by

f(vi) =

{
vi+1 if i 6 0,

0 if i > 0.

Thus, Im f = Im f2 = 〈vi〉i61, but v0 ∈ Ker f2 and v0 /∈ Ker f .

The explicit computation of A# for an n×n-matrix A was given in [7], Section 12.

We now provide the explicit expression of f# for a group inverse endomorphism

f ∈ Endk(V ) on an arbitrary k-vector space V .

Lemma 3.5. If f ∈ Endk(V ) is a group inverse endomorphism, then f|Im f
∈

Autk(Im f).
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P r o o f. Consider the linear map f|Im f
: Im f → Im f . Since Ker f ∩ Im f = {0},

then Ker(f|Im f
) = {0} and f|Im f

is injective. Also, if v ∈ Im f and v = f(v), writing

v = v1 + f(v2) with v1 ∈ Ker f and f(v2) ∈ Im f,

one has that

v = f(v) = f(f(v2))

and we conclude that f|Imf
is surjective. Thus, f|Im f

∈ Autk(Im f). �

Theorem 3.6. If f ∈ Endk(V ) is a group inverse endomorphism, then f# is the

unique linear map satisfying

(3.1) f#(v) =

{
0 if v ∈ Ker f,

(f|Im f
)−1(v) if v ∈ Im f.

P r o o f. Let us assume that f# exists. Given ṽ ∈ Ker f , then

f#(ṽ) = f#(f#(f(ṽ))) = 0,

and if v ∈ Im f , one has that

f(f#(v)) = v with f#(v) ∈ Im f ⇒ f#(v) = (f|Imf
)−1(v),

which makes sense from Lemma 3.5. Hence, f# is the unique linear map satisfy-

ing (3.1).

Accordingly, the statement is proved. �

Given A ∈ Matn×n(k), note that it follows from Remark 3.3 and Theorem 3.6

that A# exists if and only if N(A) ∩R(A) = {0}, which is equivalent to i(A) 6 1.

Example 3.7. If ϕ ∈ Endk(V ) is a finite potent endomorphism with i(ϕ) 6 1,

it is known that V = Kerϕ ⊕ Imϕ, see [6] for details. Thus, every finite potent

endomorphism ϕ with i(ϕ) 6 1 is a group inverse endomorphism.

Lemma 3.8. An endomorphism f ∈ Endk(V ) is a group inverse endomorphism

if and only if Ker f = Ker fn and Im f = Im fn for every n ∈ N.

P r o o f. The statement is a direct consequence of [7], Theorem 4 because, given

a natural number n ∈ N, one has that

Ker f = Ker f2 ⇔ Ker f = Ker fn and Im f = Im f2 ⇔ Im f = Im fn.

�
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Corollary 3.9. If f ∈ Endk(V ) is a group inverse endomorphism, then fn is also

a group inverse endomorphism for all n ∈ N.

P r o o f. The claim is a direct consequence of Lemma 3.8. �

Lemma 3.10. If f ∈ Endk(V ) is a group inverse endomorphism, then (fn)# =

(f#)n for all n ∈ N.

P r o o f. Since Ker f = Ker fn and Im f = Im fn for all n ∈ N (see Lemma 3.8),

one has that (fn)# is the unique linear map (fn)# ∈ Endk(V ) satisfying

(fn)#(v) =

{
0 if v ∈ Ker fn

((fn)|Im fn )
−1(v) if v ∈ Im fn

=

{
0 if v ∈ Ker f,

((f|Im f
)−1)n(v) if v ∈ Im f,

which coincides with (f#)n. �

Proposition 3.11. If f ∈ Endk(V ) is a group inverse endomorphism, and we put

f−j = (f#)j for all j ∈ N and f0 = f ◦ f#, one has that

fh ◦ f s = fh+s for every h, s ∈ Z.

Accordingly, the set {f i}i∈Z is an Abelian group under the composition of linear

maps with the identity element f0.

P r o o f. The statement is a direct consequence of the basic properties of the group

inverse of a finite potent endomorphism (see Definition 3.1), the characterization

of f#, see Theorem 3.6 and Lemma 3.10. �

Example 3.12. Let VN be a vector space of countable dimension over an ar-

bitrary field k with the basis {v1, v2, v3, . . .} indexed by natural numbers. If we

consider

f(vi) =






2v4j−3 + v4j−2 − 4v4j if i = 4j − 3,

5v4j−3 + 3v4j−2 − 9v4j if i = 4j − 2,

v4j−3 + v4j−2 − v4j if i = 4j − 1,

0 if i = 4j

for all j ∈ N, one has that

Ker f = Ker f2 = 〈−2v4j−3 + v4j−2 − v4j−1, v4j〉j∈N

and

Im f = Im f2 = 〈v4j−3 − 3v4j , v4j−2 + 2v4j〉j∈N.
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Accordingly, f is a group inverse endomorphism and a nondifficult computation

shows that

f#(vi) =





3v4j−3 − v4j−2 − 11v4j if i = 4j − 3,

−5v4j−3 + 2v4j−2 + 19v4j if i = 4j − 2,

−11v4j−3 + 4v4j−2 + 41v4j if i = 4j − 1,

0 if i = 4j

for all j ∈ N.

4. Relation of the group inverse with the Moore-Penrose inverse

Henceforth, (V, g) is an inner product vector space over k with k = C or k = R.

This section is devoted to studying the relationship between the group inverse and

the Moore-Penrose inverse of an endomorphism f ∈ Endk(V ).

Recall from Subsection 2.3 that a linear map f : V → W is admissible for the

Moore-Penrose inverse when V = Ker f ⊕ [Ker f ]⊥ and W = Im f ⊕ [Im f ]⊥.

According to [4], Lemma 2.1, the following definition makes sense.

Definition 4.1. We say that an endomorphism f ∈ Endk(V ) admissible for the

Moore-Penrose inverse is EP when

f ◦ f † = f † ◦ f.

Lemma 4.2. If f ∈ Endk(V ) admissible for the Moore-Penrose inverse is EP,

then f is a group inverse endomorphism.

P r o o f. According to definition of the Moore-Penrose inverse, if f is EP, then

f = f2 ◦ f † = f † ◦ f2.

Thus, if v = f(v′) ∈ Im f , one has that

v = f2(f †(v′)) ∈ Im f2

and deduces that Im f = Im f2.

Moreover, for every v ∈ Ker f2, one has that f(v) = f †(f2(v)) = 0 and, therefore,

Ker f = Ker f2.

Hence, bearing in mind (see [7], Theorem 4), one concludes that f is a group

inverse endomorphism. �

Proposition 4.3. An endomorphism f ∈ Endk(V ) admissible for the Moore-

Penrose inverse is EP if and only if f is group invertible and f# = f †.
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P r o o f. If f ∈ Endk(V ) admissible for the Moore-Penrose inverse is EP, since f

is admissible for the Moore-Penrose inverse and

⊲ f = f ◦ f † ◦ f ,

⊲ f † = f † ◦ f ◦ f †,

⊲ f † ◦ f = f ◦ f †,

it follows from Definition 3.1 that f is group invertible and f# = f †.

Conversely, if f is admissible for the Moore-Penrose inverse, f is group inverse

and f# = f †, one has that

f ◦ f † = f ◦ f# = f# ◦ f = f † ◦ f

and f is EP. �

Proposition 4.4. An endomorphism f ∈ Endk(V ) admissible for the Moore-

Penrose inverse is EP if and only if [Ker f ]⊥ = Im f and [Im f ]⊥ = Ker f .

P r o o f. If [Ker f ]⊥ = Im f and [Im f ]⊥ = Ker f , then the explicit expression of

the Moore-Penrose inverse (2.1) and the group inverse (3.1) coincide. Hence, f# = f †

and f is EP.

Conversely, if f is EP, it follows from Proposition 4.3 that f † = f# and, therefore,

one has that

[Im f ]⊥ = Ker f † = Ker f# = Ker f, Im f = Im f# = Im f † = [Ker f ]⊥.

Accordingly, the statement is proved. �

5. Infinite linear systems

Finally, we apply the previous results of this work to offer an algorithm that

allows us to study the solutions of linear systems associated with group inverse

endomorphisms on infinite-dimensional k-vector spaces.

If V is an infinite-dimensional vector space and f ∈ Endk(V ) is a group inverse

endomorphism, a linear system associated with f is an equation

(5.1) f(x) = v,

where v ∈ V .

The infinite linear system (5.1) is consistent when there exists a vector xp ∈ V

such that f(xp) = v. Indeed, the system (5.1) is consistent if and only if v ∈ Im f . In
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this case, the vector xp is named a particular solution of this system and the general

solution is the set of vectors {xp +Ker f} ⊂ V .

Since f is a group inverse endomorphism, it is known that:

⊲ The infinite linear system (5.1) is consistent if and only if (f ◦ f#)(v) = v.

⊲ If (5.1) is consistent, then f#(v) is a particular solution of this system.

Moreover, if (V, g) is an inner product vector space over k, with k = C or k = R,

and f is EP, according to Proposition 4.3 and Proposition 4.4 of [2], one has that

f#(v) is always the minimal least g-norm solution of the system (5.1).

Thus, an algorithm for studying the solutions of the infinite linear system (5.1) is

the following:

(1) Compute Im f , Im f2, [Im f ]⊥, Ker f , Ker f2 and [Ker f ]⊥.

(2) Determine whether f is EP from the statement of Proposition 4.4.

(3) Calculate f# from the explicit expression offered in Theorem 3.6.

(4) Check if (f ◦ f#)(v) = v for studying the consistence of the system.

(5) When the system is consistent, compute the general solution

x = f#(v) + Ker f.

(6) If the system is not consistent and f is EP, calculate the minimal least g-norm

solution f#(v).

Example 5.1. Let (V, g) be an inner product vector space of countable dimen-

sion over k. Let {v1, v2, v3, . . .} be an orthonormal basis of V indexed by the natural

numbers. If (xi)i∈N ∈
⊕
i∈N

k, since xi = 0 for almost all i ∈ N, we write x = (xi) to

denote the well-defined vector

x =
∑

i∈N

xi · vi ∈ V.

If α = (αi)i∈N ∈ V , let us consider the infinite linear system:

(5.2) 5x6i−5 − 6x6i−4 + 22x6i−2 + 7x6i−1 − 33x6i = α6i−5,

3x6i−5 − 4x6i−4 + 16x6i−2 + 13x6i−1 − 41x6i = α6i−4,

3x6i−3 − 6x6i−2 + 8x6i−1 − 10x6i = α6i−3,

−4x6i−1 + 8x6i = α6i−1,

−4x6i−1 + 8x6i = α6i
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for all i ∈ N, which is clearly associated with the group inverse endomorphism

f(vi) =





5vi + 3vi+1 if i = 6j − 5,

−6vi−1 − 4vi if i = 6j − 4,

3vi if i = 6j − 3,

22vi−3 + 16vi−2 − 6vi−1 if i = 6j − 2,

7vi−4 + 13vi−3 + 8vi−2 − 4vi − 4vi+1 if i = 6j − 1,

−33vi−5 − 41vi−4 − 10vi−3 + 8vi−1 + 8vi if i = 6j,

for every j ∈ N. One can check that

Ker f = Ker f2 = 〈4v6i−5 + 7v6j−4 + 2v6j−3 + v6j−2,

− 7v6i−5 − 9v6j−4 − 2v6j−3 + 2v6j−1 + v6j〉j∈N

and

Im f = Im f2 = 〈2v6j−5 + v6j−4, v6j−5 + v6j−4, v6j−3,

− 4v6i−5 − 5v6j−4 − 2v6j−3 + v6j−1 + v6j〉i∈N.

Note that (Ker f)⊥ 6= Im f and (Im f)⊥ 6= Ker f and, therefore, f is not EP.

Hence, from a nondifficult computation, one has that

f#(vi) =





2vi +
3
2vi+1 if i = 6j − 5,

−3vi−1 −
5
2vi if i = 6j − 4,

1
3vi if i = 6j − 3,

13vi−3 +
23
2 vi−2 −

2
3vi−1 if i = 6j − 2,

−5vi−4 −
17
4 vi−3 +

1
2vi−2 −

1
4vi −

1
4vi+1 if i = 6j − 1,

−3vi−5 −
7
2vi−4 −

1
3vi−3 +

1
2vi−1 +

1
2vi if i = 6j

for every j ∈ N.

Accordingly, one has that

(f ◦ f#)(vi) =






vi if i = 6j − 5,

vi if i = 6j − 4,

−vi if i = 6j − 3,

−4vi−3 − 7vi−2 + 2vi−1 if i = 6j − 2,

7vi−4 + 9vi−3 + 2vi−2 − vi − vi+1 if i = 6j − 1,

−7vi−5 − 9vi−4 − 2vi−3 + 2vi−1 + 2vi if i = 6j,

761



for every j ∈ N and

α = (αi)i∈N ∈ Im f ⇔ (f ◦ f#)(α) = α ⇔

{
α6i−1 = α6i,

α6i−2 = 0

for all i ∈ N, and, when α ∈ Im f , the vector β = (βi)i∈N ∈ V with

β6i−5 = 2α6i−5 − 3α6i−4 − 8α6i, β6i−4 =
3

2
α6i−5 −

5

2
α6i−4 −

31

4
α6i,

β6i−3 =
1

3
α6i−3 +

1

6
α6i, β6i−2 = 0,

β6i−1 =
1

4
α6i, β6i =

1

4
α6i

for all i ∈ N is a particular solution of the system (5.2).

Accordingly, when α ∈ Im f , we have that

x = β + 〈4v6i−5 + 7v6j−4 + 2v6j−3 + v6j−2,

− 7v6i−5 − 9v6j−4 − 2v6j−3 + 2v6j−1 + v6j〉j∈N

is the general solution of the infinite system (5.2).

Remark 5.2. We wish to point out that the above method for computing explicit

solutions of infinite linear systems is not a particular case of the algorithm offered

in [1] because, in general, a group inverse endomorphism is not finite potent.

Example 5.3. With the notation of Example 5.1, if α = (αi)i∈N ∈ V , let us

now consider the infinite linear system

x10i − x10i−6 = α10i−8, x10i−2 = α10i−6, x10i−8 = α10i−4,(5.3)

x10i−4 = α10i−2, x10i−6 + x10i−2 = α10i,

for all i ∈ N, which is clearly associated with the group inverse endomorphism

g(vi) =






0 if i is odd,

vi+4 if i = 10j − 8,

−vi−2 + vi+6 if i = 10j − 6,

vi+2 if i = 10j − 4,

vi−4 + vi+2 if i = 10j − 2,

vi−8 if i = 10j

for every j ∈ N and where Ker g = 〈v2i−1〉i∈N, Im g = 〈v2i〉i∈N, (Ker g)⊥ = Im g and

(Im g)⊥ = Ker g.
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Hence, bearing in mind that the group inverse of g is

g#(vi) =






0 if i is odd,

vi+8 if i = 10j − 8,

−vi + vi+4 − vi+6 if i = 10j − 6,

vi−4 if i = 10j − 4,

vi−2 if i = 10j − 2,

vi−6 + vi if i = 10j

for every j ∈ N, one has that

α = (αi)i∈N ∈ Im g ⇔ (g ◦ g#)(α) = α ⇔ α2i−1 = 0 for all i ∈ N,

and, in this case, the vector β = (βi)i∈N ∈ V with

β2i−1 = 0, β10i−8 = α10i−4, β10i−6 = α10i − α10i−6,

β10i−4 = α10i−2, β10i−2 = α10i−6, β10i = α10i−8 − α10i−6 + α10i

for all i ∈ N is a particular solution of the system (5.3).

Thus, when α ∈ Im g, the general solution of the system (5.3) is

x = β + 〈v2i−1〉i∈N.

Also, if α /∈ Im g and this system is not consistent, since g is EP, then β is the

minimal least g-norm solution of (5.3).
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