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1. Introduction

Let L be an algebra over a field F with the binary operations “+” and [−,−].

Then L is called a left Leibniz algebra if it satisfies the left Leibniz identity

[[a, b], c] = [a, [b, c]]− [b, [a, c]]

for all a, b, c ∈ L. We will also use another form of this identity:

[a, [b, c]] = [[a, b], c] + [b, [a, c]].

Leibniz algebras first appeared in the paper [4] of A. Bloh, but the term “Leib-

niz algebra” appears in the book [17] of J. L. Loday and in the article [18] of

J. L. Loday. In [19] J. L. Loday and T. Pirashvili began the systematic study

of properties of Leibniz algebras. The theory of Leibniz algebras has developed

very intensively in many different directions. Some of the results of this theory

were presented in the book [1]. Note that the class of Lie algebras is a subclass

of the class of Leibniz algebras. Conversely, if L is a Leibniz algebra, in which

the identity [a, a] = 0 is valid for every element a ∈ L, then it is a Lie alge-

bra. The question about those properties of Leibniz algebras that Lie algebras

do not have and, accordingly, about those types of Leibniz algebras that have

essential differences from Lie algebras naturally arises. A lot has already been

done in this direction. This can be illustrated for example by finite-dimensional

Leibniz algebras. Their description and the structure of the already described

finite-dimensional Leibniz algebras are much more complicated than the struc-

ture of Lie algebras of the corresponding dimension, see the book [1] and the
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paper [20]. As a rule, the description of finite-dimensional Leibniz algebras is

reduced to finding their structural constants. However, knowledge of structural

constants does not always give a relief picture of the structure of the correspond-

ing finite-dimensional Leibniz algebra. Here you can refer to the experience of

finite groups. In the theory of finite groups, the description of finite groups based

on the specification of their definite properties has turned out to be much more

fruitful than the description of groups of fixed orders. Therefore, it seems natural

to use this approach in the theory of Leibniz algebras. Cyclic Leibniz algebras

are among the simplest ones. Their description was obtained in [6]. As a conse-

quence of this description, a description of the “minimal Leibniz algebras”, that

is, Leibniz algebras, whose proper subalgebras are Lie algebras and Leibniz alge-

bras, whose proper subalgebras are abelian was obtained. This approach turned

out to be quite effective. We will not do any review of the results here, we just

make links to surveys [7], [12], and the papers [5], [8], [9], [10], [11], [13], [14], [15],

[16], [20].

One of the first steps in the theory of finite groups was the study of groups which

were close to abelian, and in particular, to cyclic groups. Finite groups, having

a maximal cyclic subgroup, have been described long time ago, see, for example,

the book [3, Section 1]. For Leibniz algebras, the question about the structure

of a Leibniz algebra having a maximal cyclic subalgebra naturally arises. The

study of such Leibniz algebras begins in this work. In contrast to finite groups,

the situation here is much more varied. Note at least the circumstance that cyclic

Leibniz algebras (with the exception of one-dimensional ones) are non-abelian.

The first case to be considered here is the case of nilpotent Leibniz algebra. Since

infinite dimensional cyclic Leibniz algebra is not nilpotent, in our case a Leibniz

algebra must has finite dimension. First our main result gives a description of

such algebras.

Theorem 1. Let L be a nilpotent Leibniz algebra of finite dimension n+ 1 ≥ 3

over a field F . Suppose that L includes a maximal cyclic subalgebra K. Then L

is an algebra of one of the following types:

(i) L = K ⊕ 〈d〉 where [d, d] = 0, [K, d] = [d,K] = 〈0〉, K = Fa1 ⊕

Fa2 ⊕ . . . ⊕ Fan, [a1, a1] = a2, [a1, aj−1] = aj , 3 ≤ j ≤ n, [a1, an] = 0,

[am, ak] = 0 for all m > 1, 1 ≤ k ≤ n.

(ii) L = K + 〈d〉 where 〈d〉 = Fd ⊕ F [d, d], [d, [d, d]] = 0, [K, 〈d〉] =

[〈d〉,K] = 〈0〉, K = Fa1 ⊕ Fa2 ⊕ . . .⊕ Fan, [a1, a1] = a2, [a1, aj−1] = aj ,

3 ≤ j ≤ n, [a1, an] = 0, [am, ak] = 0 for all m > 1, 1 ≤ k ≤ n.

(iii) L = K ⊕ 〈s〉 where [s, s] = 0, K = Fa1 ⊕ Fa2 ⊕ . . .⊕ Fan, [a1, a1] = a2,

[a1, aj−1] = aj , 3 ≤ j ≤ n, [a1, an] = 0, [am, ak] = 0 for all m > 1,

1 ≤ k ≤ n,
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[s, a1] = at + γt+1at+1 + γt+2at+2 + . . .+ γn−1an−1 + γnan,

[s, a2] = at+1 + γt+1at+2 + . . .+ γn−2an−1 + γn−1an,

[s, a3] = at+2 + . . .+ γn−3an−1 + γn−2an,

. . . . . . . . . . . .

[s, an−t+1] = an,

[s, aj] = 0 for j > n− t+ 1,

[a1, s] = τan−t, [aj , s] = 0

whenever j ≥ 2 for some coefficients γt+1, . . . , γn−1, γn, τ ∈ F .

The following result begins an examination of the non-nilpotent case.

Theorem 2. Let L be a non-nilpotent Leibniz algebra of finite dimension n+1 ≥ 3

over a field F . Suppose that L includes an ideal K of codimension 1. If K as

a subalgebra is cyclic and nilpotent, then L has an element d such that L = K⊕Fd

where K = Fa1 ⊕ Fa2 ⊕ . . . ⊕ Fan, [a1, a1] = a2, [a1, aj−1] = aj , 3 ≤ j ≤ n,

[a1, an] = 0, [am, ak] = 0 for all m > 1, 1 ≤ k ≤ n; [a1, d] = −a1, [aj , d] = 0

whenever j ≥ 2;

[d, a1] = a1 + γ2a2 + γ3a3 + . . .+ γn−1an−1 + γnan,

[d, a2] = 2a2 + γ2a3 + . . .+ γn−2an−1 + γn−1an,

[d, a3] = 3a3 + . . .+ γn−3an−1 + γn−2an,

. . . . . . . . . . . .

[d, an−1] = (n− 1)an−1 + γ2an,

[d, an] = nan,

[d, d] = −(γ3a2+γ4a3+ . . .+γnan−1)+δnan for some coefficients γ2, γ3, . . . , γn−1,

γn, δn ∈ F .

The case of a field of characteristic 0 is quite specific. The following result is

devoted to it.

Theorem 3. Let L be a non-nilpotent Leibniz algebra of finite dimension n+1 ≥ 3

over a field F . Suppose that char(F ) = 0, and L includes an ideal K of codimen-

sion 1. If K as a subalgebra is cyclic and nilpotent, then L satisfies the following

conditions:

L = K ⊕ 〈s〉 where [s, s] = 0 (that is 〈s〉 = Fs);

K has a basis {b1, b2, . . . , bn} such that [b1, b1] = b2, [b1, bj−1] = bj, 3 ≤ j ≤ n,

[b1, bn] = 0;

[bm, bk] = 0 for all m > 1, 1 ≤ k ≤ n;

[b1, s] = −b1, [bj, s] = 0 whenever j ≥ 2;

[s, b1] = b1, [s, b2] = 2b2, [s, b3] = 3b3, . . . , [s, bn−1] = (n−1)bn−1, [s, bn] = nbn.
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2. Nilpotent Leibniz algebras with maximal cyclic subalgebras

A Leibniz algebra L has a specific ideal. Denote by Leib(L) the subspace

generated by the elements [a, a], a ∈ L.

It is possible to show that Leib(L) is an ideal of L, and if H is an ideal of L

such that L/H is a Lie algebra, then Leib(L) ≤ H .

The ideal Leib(L) is called the Leibniz kernel of algebra L.

We note the following important property of the Leibniz kernel:

[[a, a], x] = 0 for arbitrary elements a, x ∈ L.

The left (or right) center ζ left(L) (ζ right(L), respectively) of a Leibniz algebra L

is defined by the rule

ζ left(L) = {x ∈ L : [x, y] = 0 for each element y ∈ L}

(ζ right(L) = {x ∈ L : [y, x] = 0 for each element y ∈ L}, respectively).

It is not hard to prove that the left center of L is an ideal, moreover, Leib(L) ≤

ζ left(L), so that L/ζ left(L) is a Lie algebra. In general, the left and the right

centers are different, moreover, the left center is an ideal, but it is not true for

the right center: See the corresponding example in [8].

The center ζ(L) of L is defined by the rule:

ζ(L) = {x ∈ L : [x, y] = 0 = [y, x] for each element y ∈ L}.

The center is an ideal of L.

Let L be a Leibniz algebra. Define the lower central series of L

L = γ1(L) ≥ γ2(L) ≥ . . . ≥ γα(L) ≥ γα+1(L) ≥ . . . ≥ γδ(L)

by the following rule: γ1(L) = L, γ2(L) = [L,L], recursively γα+1(L) = [L, γα(L)]

for all ordinals α, and γλ(L) =
⋂

µ<λ γµ(L) for the limit ordinals λ. The last term

γδ(L) is called the lower hypocenter of L. We have γδ(L) = [L, γδ(L)].

If α = k is a positive integer, then γk(L) = [L, [L, . . . [L,L] . . .]] is the left

normed commutator of k copies of L.

As usually, we say that a Leibniz algebra L is called nilpotent, if there exists

a positive integer k such that γk(L) = 〈0〉. More precisely, L is said to be nilpotent

of nilpotency class c if γc+1(L) = 〈0〉, but γc(L) 6= 〈0〉. We denote the nilpotency

class of L by ncl(L).

Let L be a Leibniz algebra over a field F and a be an element of L. Put

ln1(a) = a, ln2(a) = [a, a], lnk+1(a) = [a, lnk(a)], k ∈ N.

These elements are called the left normed commutators of the element a.
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It will be useful to remind the following properties of these elements. These

results have been proved in [6].

Proposition 1. Let L be a Leibniz algebra and a be an element of L. Then the

following assertion holds:

(i) [ lnk(a), lnj(a)] = 0, when k > 1 and j ≥ 1; in particular [lnk(a), a] = 0.

(ii) Every nonzero product of k copies of an element a with any bracketing

coincides with lnk(a).

(iii) The cyclic subalgebra 〈a〉 is generated as a subspace by the elements

lnk(a), k ∈ N.

(iv) The subalgebra [〈a〉, 〈a〉] is generated as a subspace by the elements lnk(a)

where k ≥ 2.

(v) [〈a〉, 〈a〉] = Leib(〈a〉).

(vi) The subalgebra γk(〈a〉) is generated as a subspace by the elements lnt(a)

where t ≥ k.

(vii) [〈a〉, 〈a〉] ≤ ζ left(L), [〈a〉, 〈a〉] is an abelian subalgebra. Moreover,

[[x, y], z] = 0 for all elements x, y ∈ 〈a〉 and an arbitrary element z ∈ L.

We consider first the case when a Leibniz algebra L includes a maximal as

a subalgebra ideal K and this ideal K is cyclic as a Leibniz algebra.

We will need the following simple result.

Lemma 1. Let L be a Leibniz algebra over a field F . If L does not include

proper nonzero subalgebras, then dimF (L) = 1. In particular, L is a cyclic Lie

algebra.

Proof: Indeed, if L is a Lie algebra, the result is trivial. Suppose that L is

not a Lie algebra, then Leib(L) = K is a nonzero subalgebra. Then L = K is

abelian, and dimF (L) = 1. �

Let L be a Leibniz algebra. A linear transformation f of L is called a deriva-

tion, if f([a, b]) = [f(a), b] + [a, f(b)] for all a, b ∈ L.

Denote by EndF (L) the set of all linear transformations of L. Then EndF (L)

is an associative algebra by the addition and multiplication of the transforma-

tions. As usual, EndF (L) is a Lie algebra by the operations “+” and [·, ·] where

[f, g] = f ◦ g − g ◦ f for all f, g ∈ EndF (L). It is possible to show that Der(L)

is a subalgebra of the Lie algebra EndF (L).

Consider the mapping la : L 7−→ L, defined by the rule la(x) = [a, x], x ∈ L.

The mapping la is a derivation of L such that βla = lβa, la + lb = la+b and

[la, lb] = l[a,b] for all elements a, b ∈ L, β ∈ F . These equalities show that the set

{la : a ∈ L} is a subalgebra of Der(L).
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Lemma 2. Let L be a Leibniz algebra over a field F , and f be a derivation of L.

Then f(ζ left(L)) ≤ ζ left(L), f(ζ right(L)) ≤ ζ right(L) and f(ζ(L)) ≤ ζ(L).

Proof: Let x be an arbitrary element of L and let z ∈ ζ left(L). Then [z, x] = 0.

Since a derivation is a linear mapping, f([z, x]) = 0. On the other hand,

0 = f([z, x]) = [f(z), x] + [z, f(x)] = [f(z), x],

so that f(z) ∈ ζ left(L).

Let z ∈ ζ right(L). Then [x, z] = 0. Now we have

0 = f(0) = f([x, z]) = [f(x), z] + [x, f(z)] = [x, f(z)],

so that f(z) ∈ ζ right(L). The above proved inclusions imply that f(ζ(L)) ≤

ζ(L). �

Define the upper central series

〈0〉 = ζ0(L) ≤ ζ1(L) ≤ ζ2(L) ≤ . . . ≤ ζα(L) ≤ ζα+1(L) ≤ . . . ≤ ζγ(L) = ζ∞(L)

of a Leibniz algebra L by the following rule: ζ1(L) = ζ(L) is the center of L, recur-

sively ζα+1(L)/ζα(L) = ζ(L/ζα(L)) for all ordinals α, and ζλ(L) =
⋃

µ<λ ζµ(L)

for the limit ordinals λ. By definition, each term of this series is an ideal of L. The

last term ζ∞(L) of this series is called the upper hypercenter of L. If L = ζ∞(L)

then L is called a hypercentral Leibniz algebra.

Corollary 1. Let L be a Leibniz algebra over a field F , and f be a derivation

of L. Then f(ζα(L)) ≤ ζα(L) for every ordinal α.

Lemma 3. Let L be a cyclic nilpotent Leibniz algebra over a field F , L =

Fa1 + . . . + Fan where [a1, a1] = a2, [a1, aj−1] = aj , 3 ≤ j ≤ n, [a1, an] = 0,

[am, ak] = 0 for all m > 1, 1 ≤ k ≤ n. If the linear mapping f is a derivation

of L then

f(a1) = γ1a1 + γ2a2 + γ3a3 + . . .+ γn−1an−1 + γnan,

f(a2) = 2γ1a2 + γ2a3 + . . .+ γn−2an−1 + γn−1an,

f(a3) = 3γ1a3 + . . .+ γn−3an−1 + γn−2an,

. . . . . . . . . . . .

f(an−1) = (n− 1)γ1an−1 + γ2an,

f(an) = nγ1an.

Proof: Put Z1 = Fan, Z2 = Fan+Fan−1, . . ., Zn−1 = Fan+. . .+Fa2, Zn = L,

then

〈0〉 = Z0 ≤ Z1 ≤ Z2 ≤ . . . ≤ Zn−1 ≤ Zn = L
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is the upper central series of L. By Corollary 1, f(Zj) ≤ Zj, 1 ≤ j ≤ n. It follows

that

f(a1) = γ11a1 + γ21a2 + γ31a3 + . . .+ γn−1 1an−1 + γn 1an,

f(a2) = γ22a2 + γ32a3 + . . .+ γn−1 2an−1 + γn 2an,

. . . . . . . . . . . .

f(an−1) = γn−1n−1an−1 + γnn−1an,

f(an) = γnnan.

We have

∑

2≤j≤n

γj2aj = f(a2) = f([a1, a1]) = [f(a1), a1] + [a1, f(a1)]

=

[

∑

1≤j≤n

γj1aj , a1

]

+

[

a1,
∑

1≤j≤n

γj1aj

]

= γ11a2 +
∑

1≤j≤n−1

γj1aj+1.

So, we obtain that

γ22 = 2γ11, γ32 = γ21, γ42 = γ31, . . . , γn−1 2 = γn−2 1, γn 2 = γn−1 1.

Further,

∑

3≤j≤n

γj3aj = f(a3) = f([a1, a2]) = [f(a1), a2] + [a1, f(a2)]

=

[

∑

1≤j≤n

γj1aj , a2

]

+

[

a1,
∑

2≤j≤n

γj2aj

]

= γ11a3 +
∑

2≤j≤n−1

γj2aj+1.

So, we obtain that

γ33 = γ11 + γ22 = 3γ11,

γ43 = γ32 = γ21,

γ53 = γ42 = γ31,

. . . . . .

γn−1 3 = γn−2 2 = γn−3 1,

γn 3 = γn−1 2 = γn−2 1.
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If k > 2, then we have

∑

k≤j≤n

γjkaj = f(ak) = f([a1, ak−1]) = [f(a1), ak−1] + [a1, f(ak−1)]

=

[

∑

1≤j≤n

γj1aj , ak−1

]

+

[

a1,
∑

k−1≤j≤n

γjk−1aj

]

= γ11ak +
∑

k−1≤j≤n−1

γjk−1aj+1,

and we obtain that γkk = γ11 + γk−1 k−1 = kγ11, γk+1 k = γk k−1 = . . . = γ21,

γk+2 k = γk+1 k−1 = . . . = γ31, . . . γn−1 k = γn−2 k−1 = . . . = γn−k 1, γn k =

γn−1 k−1 = · · · = γn−k+1 1. �

Consider the mapping ra : L 7−→ L, defined by the rule ra(x) = [x, a], x ∈ L.

For every x, y ∈ L and α ∈ F we have ra(x+ y) = ra(x)+ ra(y), ra(αx) = αra(x)

and

ra([x, y]) = [[x, y], a] = [x, [y, a]]− [y, [x, a]] = [x, ra(y)]− [y, ra(x)].

Also we have βra = rβa, and ra + rb = ra+b for all a, b ∈ L and β ∈ F .

In this connection, a linear mapping g : L 7−→ L is called the right derivation

if it satisfies the following condition g([x, y]) = [x, g(y)]− [y, g(x)].

Lemma 4. Let L be a Leibniz algebra over a field F and g be a right deriva-

tion of L. Then g(ζ left(L)) ≤ ζ right(L), in particular, g(ζ(L)) ≤ ζ right(L) and

g(Leib(L)) = 〈0〉.

Proof: Let x be an arbitrary element of L and let z ∈ ζ left(L). Then [z, x] = 0.

Since a right derivation is a linear mapping, g([z, x]) = 0. On the other hand,

0 = g([z, x]) = [z, g(x)]− [x, g(z)] = −[x, g(z)],

so that g(z) ∈ ζright(L).

Let x be an arbitrary element of L, we have g([x, x]) = [x, g(x)]− [x, g(x)] = 0.

It follows that g(Leib(L)) = 〈0〉. �

Lemma 5. Let L be a cyclic nilpotent Leibniz algebra over a field F , L =

Fa1 + . . . + Fan where [a1, a1] = a2, [a1, aj−1] = aj , 3 ≤ j ≤ n, [a1, an] = 0,

[am, ak] = 0 for all m > 1, 1 ≤ k ≤ n. If a linear mapping g is a right deriva-

tion of L, then g(a1) = ̺1a1 + ̺2a2 + ̺3a3 + . . . + ̺n−1an−1 + ̺nan, g(a2) =

g(a3) = . . . = g(an) = 0.

Proof: So, by Lemma 4, g(Leib(L)) = 〈0〉. Since Leib(L) = Fan + . . .+ Fa2,

we obtain that g(a2) = . . . = g(an) = 0. �
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Let L be a nilpotent Leibniz algebra of finite dimension, and K be a maximal

subalgebra of L. Then K is an ideal of L, see [13, Theorem D]. Suppose that K

is cyclic. Then K = Fa1 ⊕ . . .⊕ Fan where

[a1, a1] = a2, [a1, a2] = a3, . . . , [a1, an−1] = an, [a1, an] = 0.

Suppose first that K is abelian. It is only possible if dimF (K) = 1. In this

case, dimF (L) = 2. There are two non-isomorphic cases

L1 = Fa+ Fb, [a, a] = b, [b, a] = [a, b] = [b, b] = 0,

and

L2 = Fc+ Fd, [c, c] = [c, d] = d, [d, c] = [d, d] = 0,

see, for example, the survey [7]. In the first case, L1 is a nilpotent Leibniz algebra.

Lemma 6. Let L be a Leibniz algebra over a field F , having finite dimension.

Suppose that L includes an ideal K of codimension 1. If K is a non-abelian and

dimF (K/Leib(K)) = 1, then Leib(L) = Leib(K).

Proof: Since K is non-abelian, K 6= Leib(L). This fact together with the

obvious inclusion Leib(K) ≤ Leib(L) implies that either Leib(K) = Leib(L)

or L = K + Leib(L). Consider the last case. Put A = Leib(L), B = K ∩ A.

Since dimF (K/Leib(K)) = 1 and dimF (L/K) = 1, we obtain that

dimF (L/Leib(K)) = 2. Since Leib(K) 6= A, dimF (L/A) = 1. We have L/B =

(K/B)⊕ (A/B). Since K and A are ideals of K, [K,A] ≤ B. The isomorphisms

K/B = K/(K ∩ A) ∼= (K +A)/A = L/A

and

A/B = A/(K ∩A) ∼= (K +A)/K = L/K

show that dimF (K/B) = dimF (A/B) = 1. In particular, K/B and A/B are

abelian, and, therefore, L/B is abelian. In particular, L/B is a Lie algebra. But

in this case B must include Leib(L) = A, and we come to a contradiction. This

contradiction shows that Leib(L) = Leib(K). �

Corollary 2. Let L be a nilpotent Leibniz algebra over a field F having finite

dimension. Suppose that L includes a maximal cyclic subalgebra K. If K is

non-abelian, then Leib(L) = Leib(K).

Proof: Being a maximal subalgebra of a nilpotent Leibniz algebra, K is an ideal

of L [13, Theorem D]. Since K is non-abelian, K 6= Leib(L). The fact that K is

cyclic implies that dimF (K/Leib(K)) = 1. Now we can apply Lemma 6. �

Corollary 3. Let L be a nilpotent Leibniz algebra over a field F , having finite

dimension. Suppose that L includes a maximal cyclic subalgebra K. If K is

non-abelian, then ncl(L) = ncl(K).
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Proof: Put A = Leib(L). By Lemma 6, A = Leib(K). Lemma 1 implies that

dimF (L/K) = 1. The equality dimF (K/A) = 1 implies that dimF (L/A) = 2.

In other words, the factor-algebra L/A is a Lie algebra of dimension 2. Note

that a nilpotent Lie algebra of dimension 2 is abelian, so that L/A is abelian. It

follows that γ2(L) = [L,L] ≤ A. On the other hand, γ2(K) = A, and, therefore,

γ2(L) = A. Since A is an ideal of L, γ3(L) = [L, γ2(L)] = [L,A] ≤ A. Clearly,

γ3(K) ≤ γ3(L). We note that dimF (A/γ3(K)) = 1. Therefore if we assume

that γ3(K) 6= γ3(L), then γ3(L) = A = γ2(L), and we obtain a contradiction

with the fact that L is nilpotent. Using the similar arguments we obtain that

γj(K) = γj(L) for all j ∈ {2, . . . , n}. It follows that ncl(L) = n. �

Lemma 7. Let L be a nilpotent Leibniz algebra over a field F having finite

dimension n + 1 ≥ 3. Suppose that L includes a maximal cyclic subalgebra K.

Then L has an element d such that L = K ⊕ Fd and [K, d] = 〈0〉.

Proof: Being a maximal subalgebra of a nilpotent Leibniz algebra, K is an

ideal of L [13, Theorem D]. Lemma 1 implies that dimF (L/K) = 1, so that

L = K ⊕ Fb. Put A = Leib(L). By Lemma 6, A = Leib(K), so that

Fa2 ⊕ . . .⊕ Fan = Leib(L).

Being a nilpotent Lie algebra of dimension 2, L/A is abelian. Then

[a1, b] = β2a2 + β3a3 + . . .+ βn−1an−1 + βnan

for some elements β2, β3, . . . , βn−1, βn ∈ F .

Put d = b− (β2a1 + β3a2 + . . .+ βn−1an−2 + βnan−1). Then

[a1, d] = [a1, b− (β2a1 + β3a2 + . . .+ βn−1an−2 + βnan−1)]

= [a1, b]− [a1, β2a1]− [a1, β3a2]− . . .− [a1, βn−1an−2]− [a1, βnan−1]

= β2a2 + β3a3 + . . .+ βn−1an−1 + βnan − β2a2

− β3a3 − . . .− βn−1an−1 − βnan = 0.

Furthermore, the inclusion A ≤ ζ left(L) implies that [A, d] = 〈0〉. Therefore,

[K, d] = 〈0〉. �

Proof of Theorem 1: Being a maximal subalgebra of a nilpotent Leibniz alge-

bra,K is an ideal of L, see [13, TheoremD]. Lemma 1 implies that dimF (L/K)=1.

Being a nilpotent cyclic subalgebra, K has a basis {a1, a2, . . . , an} such that

[a1, a1] = a2, [a1, a2] = a3, . . . , [a1, an−1] = an, [a1, an] = 0, [am, ak] = 0

for all m > 1, 1 ≤ k ≤ n, [6, Theorem 1.1]. Put A = Fa2⊕ . . .⊕Fan = Leib(K).

By Lemma 6, A = Leib(L), so that Fa2 ⊕ . . .⊕ Fan = Leib(L).
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Put Z1 = Fan, Z2 = Fan + Fan−1, . . ., Zn−1 = Fan + . . . + Fa2, Zn = K.

Then

〈0〉 = Z0 ≤ Z1 ≤ Z2 ≤ . . . ≤ Zn−1 ≤ Zn = K

is the upper central series of K.

If w is an arbitrary element of L, then the mapping lw : K 7−→ K, which is

defined by the rule lw(x) = [w, x], x ∈ K, is a derivation of K. Then Corollary 1

implies that Zj is a left ideal of L for j ∈ {0, 1, . . . , n − 1}. On the other hand,

Zn−1 = Leib(L) ≤ ζ left(L), so that Zj is also a right ideal and therefore a two-

sided ideal of L for j ∈ {0, 1, . . . , n− 1}.

Since L is nilpotent, the fact that Zj+1/Zj has dimension 1 implies that

Zj+1/Zj ≤ ζ(L/Zj) for j ∈ {0, 1, . . . , n− 1}, see [13, Theorem D].

By Lemma 7, L = K ⊕ Fd where d is an element of L such that [K, d] = 〈0〉.

We can apply Lemma 3 to the mapping ld and obtain that

[d, a1] = γ2a2 + γ3a3 + γ4a4 + . . .+ γn−1an−1 + γnan,

[d, a2] = γ2a3 + γ3a4 + . . .+ γn−2an−1 + γn−1an,

[d, a3] = γ2a4 + . . .+ γn−3an−1 + γn−2an,

. . . . . . . . . . . .

[d, an−1] = γ2an,

[d, an] = 0.

Suppose that γ2 = γ3 = . . . = γn−1 = γn = 0. Then [d,K] = 〈0〉. Here we obtain

two cases: [d, d] = 0 and [d, d] 6= 0. In the first case, 〈d〉 = Fd, and L = K ⊕ 〈d〉

where K and 〈d〉 = Fd are ideals. In the second case, 〈d〉 = Fd ⊕ F [d, d] is

a nilpotent subalgebra of dimension 2, moreover, 〈d〉 is an ideal of L and L =

K + 〈d〉, K ∩ 〈d〉 = ζ(L). In particular, if n = 3, then L is the sum of two ideals,

that are cyclic subalgebras of dimension 2, and their intersection is the center

of L. In this algebra every subalgebra is an ideal. Thus, we can consider this

Leibniz algebra as an analog of the quaternion group.

Suppose now that there are nonzero elements among the elements γ2, γ3, . . .,

γn−1, γn. Let t be the least index such that γt 6= 0. Then

[d, a1] = γtat + γt+1at+1 + γt+2at+2 + . . .+ γn−1an−1 + γnan,

[d, a2] = γtat+1 + γt+1at+2 + . . .+ γn−2an−1 + γn−1an,

[d, a3] = γtat+2 + . . .+ γn−3an−1 + γn−2an,

. . . . . . . . . . . .

[d, an−t+1] = γtan,

[d, aj ] = 0 for j > n− t+ 1.
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Without loss of generality we may assume that γt = 1. Otherwise, because

[K, γ−1
t d] = γ−1

t [K, d] = 〈0〉, instead of the element d we will consider the element

γ−1
t d.

The equality A = Leib(L) implies that [d, d] ∈ A, so that [d, d] =
∑

2≤j≤n δjaj .

Since [a1, d] = 0, [a1, [d, d]] = 0, we have

[a1, [d, d]] = [[a1, d], d] + [d, [a1, d]] = 0.

Furthermore,

[a1, [d, d]] = [a1, δ2a2+ δ3a3+ . . .+ δn−1an−1+ δnan] = δ2a3+ δ3a4+ . . .+ δn−1an.

The elements a3, a4, . . . , an are linearly independent, and therefore the equality

δ2a3 + δ3a4 + . . .+ δn−1an = 0

implies δ2 = δ3 = . . . = δn−1 = 0. Hence [d, d] = δnan.

If we put x = δnan−t+1, then we obtain

[d− x, d− x] = [d, d]− [d, x] − [x, d] + [x, x] = [d, d]− [d, x]

= δnan − [d, δnan−t+1] = δnan − δn[d, an−t+1] = δnan − δnan = 0.

Put s = d− x. Then [s, s] = 0, so that 〈s〉 = Fs. Furthermore,

[a1, s] = [a1, d− x] = [a1, d]− [a1, x] = 0− [a1, δnan−t+1] = −δnan−t = τan−t,

[aj , s] = [aj , d− x] = [aj , d]− [aj , δnan−t+1, ] = 0 whenever j ≥ 2.

Since n− t+ 1 ≥ 2,

[s, a1] = [d− x, a1] = [d, a1]− [x, a1] = [d, a1]− [δnan−t+1, a1] = [d, a1],

[s, aj ] = [d− x, aj ] = [d, aj ]− [x, aj ] = [d, aj ]− [δnan−t+1, aj] = [d, aj ]

whenever j ≥ 2. �

3. Non-nilpotent Leibniz algebras, having maximal cyclic subalgebras

Proof of Theorem 2: Since dimF (L/K) = 1, L = K⊕Fb for some element b.

Being a nilpotent cyclic subalgebra, K has a basis {a1, a2, . . . , an} such that for

all m > 1, 1 ≤ k ≤ n,

[a1, a1] = a2, [a1, a2] = a3, . . . , [a1, an−1] = an, [a1, an] = 0, [am, ak] = 0,

see [6, Theorem 1.1]. Put A = Fa2 ⊕ . . . ⊕ Fan = Leib(K). By Lemma 6

A = Leib(L), so that Fa2 ⊕ . . . ⊕ Fan = Leib(L). We have [K,K] = A. If we
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suppose that L/A is nilpotent, then L is itself nilpotent, see [2, Theorem 3.1]. It

follows that

[b, a1] = β1a1 + β2a2 + β3a3 + β4a4 + . . .+ βn−1an−1 + βnan

for some coefficients β1, β2, . . . , βn−1, βn ∈ F , where β1 6= 0. Without loss of

generality we may assume that β1 = 1. Indeed, if β1 6= 1, then we consider the

element b1 = β−1
1 b. Clearly L = K ⊕ Fb1.

Since L/A is a Lie algebra, we obtain

[a1, b] = −a1 + σ2a2 + σ3a3 + . . .+ σn−1an−1 + σnan

for some elements σ2, σ3, . . . , σn−1, σn ∈ F .

Put d = b− (σ2a1 + σ3a2 + . . .+ σn−1an−2 + σnan−1). Then

[a1, d] = [a1, b− (σ2a1 + σ3a2 + . . .+ σn−1an−2 + σnan−1)]

= [a1, b]− [a1, σ2a1]− [a1, σ3a2]− . . .− [a1, σn−1an−2]− [a1, σnan−1]

= −a1 + σ2a2 + . . .+ σn−1an−1 + σnan − σ2a2 − . . .− σn−1an−1 − σnan

= −a1.

Furthermore, the inclusion A ≤ ζ left(L) implies that [A, d] = 〈0〉.

If w is an arbitrary element of L, then the mapping lw : L 7−→ L, defined

by the rule lw(x) = [w, x], x ∈ K, is a derivation of K. Then Corollary 1

implies that Zj is a left ideal of L for j ∈ {0, 1, . . . , n − 1}. On the other hand,

Zn−1 = Leib(L) ≤ ζ left(L), so that Zj is also a right ideal and therefore two-sided

ideal of L for j ∈ {0, 1, . . . , n− 1}.

We can apply Lemma 3 to the mapping ld and obtain that

[d, a1] = a1 + γ2a2 + γ3a3 + . . .+ γn−1an−1 + γnan,

[d, a2] = 2a2 + γ2a3 + . . .+ γn−2an−1 + γn−1an,

[d, a3] = 3a3 + . . .+ γn−3an−1 + γn−2an,

. . . . . . . . . . . .

[d, an−1] = (n− 1)an−1 + γ2an,

[d, an] = nan.

The equality A = Leib(L) implies that [d, d] ∈ A, so that

[d, d] = δ2a2 + δ3a3 + . . .+ δn−1an−1 + δnan.

We have

[a1, [d, d]] = [[a1, d], d] + [d, [a1, d]].
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Furthermore

[a1, [d, d]] = [a1, δ2a2 + δ3a3 + . . .+ δn−1an−1 + δnan]

= δ2a3 + δ3a4 + . . .+ δn−1an,

[[a1, d], d] = [−a1, d] = a1,

[d, [a1, d]] = [d,−a1] = −[d, a1] = −(a1 + γ2a2 + γ3a3 + . . .+ γn−1an−1 + γnan).

Thus, we obtain

δ2a3 + δ3a4+ . . .+ δn−1an

= a1 − (a1 + γ2a2 + γ3a3 + γ4a4 + . . .+ γn−1an−1 + γnan)

= −γ2a2 − γ3a3 − γ4a4 − . . .− γn−1an−1 − γnan.

It follows that γ2 = 0, δ2 = −γ3, δ3 = −γ4, . . ., δn−2 = −γn−1, δn−1 = −γn.

Thus

[d, d] = −(γ3a2 + γ4a3 + . . .+ γnan−1) + δnan.

�

Proof of Theorem 3: Being a nilpotent cyclic subalgebra, K has a basis {a1,

a2, . . . , an} such that

[a1, a1] = a2, [a1, a2] = a3, . . . , [a1, an−1] = an, [a1, an] = 0, [am, ak] = 0

for all m > 1, 1 ≤ k ≤ n, see [6, Theorem 1.1]. Put A = Fa2 ⊕ . . . ⊕ Fan =

Leib(K). By Lemma 6, A = Leib(L), so that Fa2 ⊕ . . . ⊕ Fan = Leib(L). We

have also [K,K] = A. Using Theorem 2 we obtain that L contains an element d

such that L = K ⊕ Fd and [a1, d] = −a1, [aj , d] = 0 whenever j ≥ 2. Theorem 2

shows also that

[d, a1] = a1 + γ2a2 + γ3a3 + . . .+ γn−1an−1 + γnan,

[d, a2] = 2a2 + γ2a3 + . . .+ γn−2an−1 + γn−1an,

[d, a3] = 3a3 + . . .+ γn−3an−1 + γn−2an,

. . . . . . . . . . . .

[d, an−1] = (n− 1)an−1 + γ2an,

[d, an] = nan.

We choose an element x ∈ A such that [d, d] = [d, x]. Put x =
∑

2≤j≤n λjaj ,

then

[d, x] =

[

d,
∑

2≤j≤n

λjaj

]

=
∑

2≤j≤n

λj [d, aj ]

= λ2(2a2 + γ2a3 + γ3a4 + γ4a5 + . . .+ γn−2an−1 + γn−1an)

+ λ3(3a3 + γ2a4 + γ3a5 + . . .+ γn−3an−1 + γn−2an)
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+ λ4(4a4 + γ2a5 + γ3a6 + . . .+ γn−2an−1 + γn−3an)

+ . . .+ λn−1((n− 1)an−1 + γ2an) + nλnan

= 2λ2a2 + (λ2γ2 + 3λ3)a3 + (λ2γ3 + λ3γ2 + 4λ4)a4

+ (λ2γ4 + λ3γ3 + λ4γ2 + 5λ5)a5

+ . . .+ (λ2γn−2 + λ3γn−3 + λ4γn−4 + . . .+ λn−2γ2 + (n− 1)λn−1)an−1

+ (λ2γn−1 + λ3γn−2 + λ4γn−3 + . . .+ λn−1λ2 + nλn)an.

By Theorem 2, [d, d] = −(γ3a2 + γ4a3 + . . . + γnan−1) + δnan, and therefore

from the equality [d, d] = [d, x] we obtain the system of linear equations

−γ3 = 2λ2

−γ4 = γ2λ2 + 3λ3

−γ5 = γ3λ2 + γ2λ3 + 4λ4

. . .

−γn = γn−2λ2 + γn−3λ3 + γn−4λ4 + . . .+ γ2λn−2 + (n− 1)λn−1

δn = γn−1λ2 + γn−2λ3 + γn−3λ4 + . . .+ γ3λn−2 + γ2λn−1 + nλn.

The last system has a nonsingular matrix, therefore it has a unique solution λj ,

2 ≤ j ≤ n. Thus, we have shown that an element x satisfying the equality

[d, d] = [d, x] exists.

We have now

[d− x, d− x] = [d, d]− [d, x]− [x, d] + [x, x] = [d, d]− [d, x] = 0.

Since x ∈ A = ζ left(L), [x, L] = 〈0〉, therefore

[d− x, aj ] = [d, aj ]− [x, aj ] = [d, aj ] for all j, 1 ≤ j ≤ n.

Put s = d− x, then [s, s] = 0 and [s, aj ] = [d, aj ] for all j, 1 ≤ j ≤ n.

If b = a1 + λ2a3 + λ3a4 + . . .+ λn−2an−1 + λn−1an, then

[b, s] = [a1 + λ2a3 + λ3a4 + . . .+ λn−2an−1 + λn−1an, d− x]

= [a1, d]− [a1, x]

= −a1 − [a1, λ2a2 + λ3a3 + λ4a4 + . . .+ λn−1an−1 + λnan]

= −a1 − λ2a3 − λ3a4 − λ4a5 − . . .− λn−2an−1 − λn−1an = −b.
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Furthermore, [s, [b, s]] = [[s, b], s] + [b, [s, s]] = [[s, b], s]. On the other hand,

[s, [b, s]] = [s,−b] = −[s, b], and we obtain that [[s, b], s] = −[s, b]. We have

[s, b] = [d− x, b] = [d, b] = a1 + ν2a2 + ν3a3 + . . .+ νn−1an−1 + νnan

for some coefficients ν2, ν3, . . . , νn−1, νn ∈ F . We note that the element

c = ν2a2 + ν3a3 + . . .+ νn−1an−1 + νnan

belongs to A = Leib(L) ≤ ζ left(L). Now we obtain

[[s, b], s] = [a1 + ν2a2 + ν3a3 + . . .+ νn−1an−1 + νnan, d− x]

= [a1 + c, d− x] = [a1 + c, d]− [a1 + c, x]

= −a1 − [a1 + c, x] = −a1 − [a1, x]

= −a1 − [a1, λ2a2 + λ3a3 + . . .+ λn−1an−1 + λnan]

= −a1 − λ2a3 − λ3a4 − . . .− λn−2an−1 − λn−1an = −b.

It follows that [s, b] = −[[s, b], s] = b.

Put b1 = b, b2 = [b1, b1], bj = [b1, bj−1], 3 ≤ j ≤ n, then

[s, b2] = [s, [b1, b1]] = [[s, b1], b1] + [b1, [s, b1]] = [b1, b1] + [b1, b1] = 2[b1, b1] = 2b2,

[s, b3] = [s, [b1, b2]] = [[s, b1], b2] + [b1, [s, b2]] = [b1, b2] + [b1, 2b2] = 3[b1, b2] = 3b3.

Using an ordinary induction, we obtain that [s, bj ] = jbj for all j ≤ n.

We have

b2 = [a1 + λ2a3 + λ3a4 + . . .+ λn−1an, a1 + λ2a3 + λ3a4 + . . .+ λn−1an]

= [a1, a1 + λ2a3 + λ3a4 + . . .+ λn−2an−1 + λn−1an]

= a2 + λ2a4 + λ3a5 + . . .+ λn−2an,

b3 = [a1 + λ2a3 + λ3a4 + . . .+ λn−2an−1 + λn−1an, a2 + λ2a4

+ λ3a5 + . . .+ λn−2an]

= [a1, a2 + λ2a4 + λ3a5 + . . .+ λn−2an]

= a3 + λ2a5 + λ3a6 + . . .+ λn−3an, . . . ,

bn−3 = [b1, bn−4]

= [a1 + λ2a3 + λ3a4 + . . .+ λn−1an, an−4 + λ2an−2 + λ3an−1 + λ4an]

= [a1, an−4 + λ2an−2 + λ3an−1 + λ4an]

= an−3 + λ2an−1 + λ3an,
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bn−2 = [b1, bn−3] = [a1 + λ2a3 + λ3a4 + . . .+ λn−1an, an−3 + λ2an−1 + λ3an]

= [a1, an−3 + λ2an−1 + λ3an] = an−2 + λ2an,

bn−1 = [b1, bn−2] = [a1 + λ2a3 + λ3a4 + . . .+ λn−1an, an−2 + λ2an]

= [a1, an−2 + λ2an] = an−1,

bn = [b1, bn−1] = [a1 + λ2a3 + λ3a4 + . . .+ λn−1an, an−1]

= [a1, an−1] = an, [b1, bn] = [b1, an] = 0.

Thus, we see that transition from the system of elements {a1, a2, . . . , an−1, an}

to {b1, b2, . . . , bn−1, bn} is provided by the matrix























1 0 λ2 λ3 λ4 · · · λn−3 λn−2 λn−1

0 1 0 λ2 λ3 · · · λn−4 λn−3 λn−2

0 0 1 0 λ2 · · · λn−5 λn−4 λn−3

· · · · · · · · · · · · · · · · · · · · · · · · · · ·

0 0 0 0 0 · · · 1 0 λ2

0 0 0 0 0 · · · 0 1 0

0 0 0 0 0 · · · 0 0 1























.

This matrix is nonsingular, which means that the elements b1, b2, . . . , bn−1, bn
form a basis of K. �
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