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On a result of K.P. Hart about non-existence of measurable

solutions to the discrete expectation maximization problem

Vladimir G. Pestov

Abstract. It was shown that there is a statistical learning problem – a version of
the expectation maximization (EMX) problem – whose consistency in a domain
of cardinality continuum under the family of purely atomic probability measures
and with finite hypotheses is equivalent to a version of the continuum hypothe-
sis, and thus independent of ZFC. K.P. Hart had subsequently proved that no
solution to the EMX problem can be Borel measurable with regard to an un-
countable standard Borel structure on X, and so the independence result could
just be an artefact of a model allowing non-measurable learning rules. In this
note we reinforce the point somewhat by observing that such a solution cannot
even be Lebesgue measurable.
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1. Introduction

The default model of statistical learning assumes that datapoints belong to

a standard Borel space, whose measurable sigma-algebra is generated by a com-

plete separable metric, and the learning rule – the mapping associating a hypoth-

esis to every sample – is Borel (or at least universally) measurable. However, it

certainly makes sense to push the limits of the model by dropping some of the

restrictions and studying the consequences. An interesting recent work by S. Ben-

David, P. Hrubeš, S. Moran, A. Shpilka, and A. Yehudayoff [2], see [1] for a more

detailed exposition, illustrates what happens if the requirement of universal mea-

surability of the learning rule is dropped. In this case, there is a learning problem

– the expectation maximization (EMX) problem – whose consistency in the do-

main X of cardinality continuum under the family of all purely atomic probability

measures and having all finite sets as posible hypotheses is equivalent to a ver-

sion of the continuum hypothesis, and thus, in the case X = R, independent of
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the standard axioms of the Zermelo–Fraenkel set theory with the axiom of choice

(ZFC). That a solution to the EMX problem cannot be Borel measurable if X

is identified with the interval I = [0, 1] (in other words, if X is an uncountable

standard Borel space), was immediately proved by K.P. Hart in [3]. Thus, the

independence of the EMX learning problem of ZFC could just be an artefact of

a model allowing non-measurable learning rules. In this note, we show that such

a solution cannot even be Lebesgue measurable.

The EMX problem calls to guess, probably approximately correctly, a set S(σ)

having a nearly full measure on the basis of a random finite unlabelled sample, σ.

The sample follows an unknown probability distribution, µ, with regard to which

the measure of the hypothesis is calculated as well. Thus, the error and the con-

fidence of the guess are supposed to be uniformly bounded over a given family of

probability measures on the domain (a measurable space). Finally, the hypothesis

S(σ) should belong to a specified family of sets, measurable with regard to each

measure from our specified family.

In more exact terms, given a familyM of probability measures on a measurable

space (X,A), and a family H ⊆ A (the hypothesis class), does there exist a map

S :

∞⋃
n=1

Xn → H,

so that, given ε, δ > 0, there is N so that for all n ≥ N and each µ ∈ M ,

P [µ(S(σn)) > 1− ε] > 1− δ?

Here σn denotes the independent and identically distributed (i.i.d.) n-sample fol-

lowing the law µ. The probability P refers, in a measure-theoretic reformulation,

to the product measure µ⊗n on the set Xn of all unlabelled n-samples σ. When

talking of the measurability of S, one can understand it as the measurability of

the associated map
∞⋃

n=1

Xn ×X → {0, 1}.

A basic example of an EMX problem admitting a Borel measurable solution is

when X is the Euclidean space R
d with the standard Borel structure, the family

of measures consists of all Borel probability measures, and the hypotheses are all

compact subsets. The mapping S can associate to every sample σ the smallest

closed ball around the origin containing all points of σ. Indeed, given δ, ε > 0

and an unknown distribution µ, let B be the largest open ball around the origin

having µ-measure less than or equal to 1 − ε. Then the corresponding closed

ball B̄ has the measure greater than or equal to 1 − ε. The probability for all n
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points of a random i.i.d. sample σ following the distribution µ to belong to B

is less than or equal to (1 − ε)n. Thus, with confidence greater than or equal to

1− (1− ε)n, the ball S(σ) contains B̄ and thus has measure greater than or equal

to 1− ε. If n ≥ log δ/ log(1− ε), then 1− (1− ε)n ≥ 1− δ, so our S indeed solves

the EMX problem.

In the specific version of the problem considered by the authors, the domain is

just any set, X , equipped with a sigma-algebra containing the singletons, and the

family of probability measures in question, Pa(X), consists of all purely atomic

measures on X . The hypothesis class consists of all finite subsets of the domain.

Denote [X ]<∞ the family of all finite subsets of X . Now the question becomes:

does there exist a map,

S :
∞⋃
n=1

Xn → [X ]<∞,

with the property that for every ε, δ > 0 there is n = n(ε, δ) so that

∀m ≥ n, ∀µ ∈ Pa(X), P [µ(S(σm)) > 1− ε] > 1− δ?

The central theorem of [2], [1] states that such an S exists if and only if the

cardinality of X is less than ℵω. In particular, the domain of real numbers, R,

admits a solution to the EMX problem over purely atomic measures if and only if

the continuum equals ℵn for some natural n, and thus the assertion is independent

of ZFC.

The main criticism of the result belongs to K.P. Hart in [3], who has in par-

ticular shown that, if X = [0, 1], no Borel measurable map S with the above

properties can exist. (Of course the conclusion now holds for any uncountable

standard Borel space X .)

Below we notice that a map S having the required properties cannot even

be Lebesgue measurable. The argument is a variation on the original argument

from [3].

2. The argument

Let [I]m denote, for m ∈ N, the family of all m-subsets of the interval given

the Vietoris topology. Thus, two finite sets A and B with m elements are ε-close

if A is included in the ε-neighbourhood of B and vice versa. We will identify

[I]m with a subset of all elements of I
m of the form

x = (x1, x2, . . . , xm), x1 < x2 < . . . < xm.
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The image of [I]m in I
m is an open m-simplex, having the Lebesgue measure

1/m!. We will denote it by the same symbol, [I]m, and equip with the l∞(m) dis-

tance (which corresponds to the Vietoris distance) until the end of the argument.

Here is the main technical tool showing that a Lebesgue measurable finite-to-

one compression function [I]m+1 → [I]m cannot exist.

Lemma 1. There exists no finite-to-one Lebesgue measurable map

κ : [I]m+1 → [I]m

having the property κ(σ) ⊆ σ.

Proof: Let κ : [I]m+1 → [I]m be a Lebesgue measurable map having the property

κ(σ) ⊆ σ.

Fix any point x = (x1, . . . , xm+1) ∈ [I]m+1, and define

ε =
1

3
min

1≤i<j≤m+1
d(xi, xj) > 0.

Let γ > 0 be the Lebesgue measure of the open ball Bε(x) taken in [I]m+1

(seen as a simplex with l∞ metric). According to Luzin’s theorem, there is

a compact set K ⊆ [I]m+1 having measure greater than 1− γ and such that κ|K
is continuous, thus uniformly continuous. Choose δ ≤ ε so small that if σ, τ ∈ K

and d(σ, τ) < δ, then d(κ(σ), κ(τ)) < ε.

Denote

K ′ = K ∩Bε(x).

The set K ′ has a strictly positive Lebesgue measure. Therefore, there exists

a point y ∈ K ′ whose δ-neighbourhood has a strictly positive Lebesgue measure

(because K ′ is precompact, so can be covered with finitely many balls of radius δ).

Denote K ′′ = K ′ ∩Bδ(y).

Assume without loss of generality that

κ(y) = (y1, y2, . . . , ym),

that is, the coordinate (m + 1) is removed. (If it is another coordinate, we will

just apply a permutation to the simplex and to K ′. This mapping will of course

send the simplex image of [I]m+1 to another subsimplex of I
m+1, but it preserves

both the Lebesgue measure and the l∞-metric.)

For any z ∈ Bδ(y), we have d(y, z) < δ, thus, if z ∈ K ′′, then d(κ(y), κ(z)) < ε.

Consequently, for all i, κ(z)i ∈ Bε(κ(y)i), and in particular, κ(z) is also obtained

by removing the last coordinate of z. We conclude that, for all z ∈ K ′′,

κ(z) = π[1,m](z),

the coordinate projection on the first m coordinates.
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By the Fubini theorem,

µ(K ′′) =

∫ 1

0

µ(m)(π−1
[1,m](z) ∩K ′′) dλ(z),

and since µ(K ′′) > 0 for a set of points z of positive measure the set κ−1(z) is

infinite. �

Recall that [I]<∞ is the family of all finite subsets of the closed interval I =

[0, 1], and Pa(I) is the set of all purely atomic probability measures on I.

Theorem 2. There is no Lebesgue measurable map

S :

∞⋃
n=1

I
n → [I]<∞

with the property that for every ε, δ > 0 there is n = n(ε, δ) so that

∀m ≥ n, ∀µ ∈ Pa(I), P [µ(S(σm)) > 1− ε] > 1− δ.

The result is deduced from Lemma 1 word for word as in [3]: if there existed

a Lebesgue measurable solution S to the EMX problem for the class of finite sets

under all purely atomic measures, then there would exist a Lebesgue measurable

finite-to-one compression function κ : [I]m+1 → [I]m, because the choice of a point

to remove can be done in a Borel measurable fashion (e.g. by always removing

the smallest possible point).
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