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## AN OPTIMAL CONTROL PROBLEM FOR ITÔ STOCHASTIC EQUATIONS

by IVO VRKOC

Let an Itô equation

$$
\begin{equation*}
\mathrm{d} x=a(t, x) \mathrm{d} t+B(t, x) \mathrm{d} w(t) \tag{1}
\end{equation*}
$$

be given in a region $Q=(0, L) \times\left(x_{1}, x_{2}\right)$ where $L$ is a positive number, $\left(x_{1}, x_{2}\right)$ is an open interval and $w(t)$ is a Wiener process $\left(E w(t)=0, E w^{2}(t)=t, E\right.$ is the mathematical expectation). Assume that
i) the functions $a(t, x), B(t, x)$ are defined in the closure $\bar{Q}$,
ii) $a(t, x), B(t, x)$ are Lipschitz continuous in $x$ and Hölder continuous in $t$,
iii) $B(t, x) \neq 0$ in $\bar{Q}$,
iv) an initial value $x_{0}$ is a random variable which is stochastically independent of increments of $w(t)$ and is situated in $\left(x_{1}, x_{2}\right)$ (i.e. $\left.P\left(x_{0} \in\left(x_{1}, x_{2}\right)\right)=1\right)$.
Denote $S=\left\{\left[t, x_{i}\right] ; 0 \leqq t \leqq L, i=1,2\right\}$. The solution $x\left(t, x_{0}\right)$ of (1) with adhesive barrier $S$ is defined as usual i.e. $x(t)=x^{*}(t)$ for $t \leqq \tau, x(t)=x^{*}(\tau)$ for $t>\tau$ where $x^{*}(t)$ is the solution of (1) (provided that $a(t, x), B(t, x)$ are extended on the whole plane) with initial value $x_{0}$ and $\tau$ is the moment of the first exit of $x *(t)$ from ( $x_{1}, x_{2}$ ). Under the assumptions i) to iv) the solution with adhesive barrier exists and is unique (in the sense of equivalent processes-see [1]).

Denote $P\left(B, a, x_{0}, Q\right)$ the probability that $x\left(t, x_{0}\right)$ leaves the interval $\left(x_{1}, x_{2}\right)$ at least once on the time-interval $(0, L)$ i.e.

$$
P\left(B, a, x_{0}, Q\right)=P\left\{\exists\left\{\tau: x\left(\tau, x_{0}\right) \notin\left(x_{1}, x_{2}\right), \quad \tau \leqq L\right\}\right\} .
$$

Definition 1. A function $B(t, x)$ is called maximal with respect to a function $a(t, x)$ and to a region $Q\left(Q=(0, L) \times\left(x_{1}, x_{2}\right)\right)$ if the functions $a(t, x), B(t, x)$ fulfil i), ii). iii) and if

$$
P\left(B, a, x_{0}, Q\right)=\max _{B^{\prime}} P\left(B^{\prime}, a, x_{0}, Q\right)
$$

for all initial values $x_{0}$ fulfilling iv) where $B^{\prime}(t, x)$ can be every function fulfilling i), ii), iii) and $\left|B^{\prime}(t, x)\right| \leqq|B(t, x)|$.

Let $u(t, x)$ be a bounded solution of the parabolic equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=a(L-t, x) \frac{\partial u}{\partial x}+\frac{1}{2} B^{2}(L-t, x) \frac{\partial^{2} u}{\partial x^{2}} \tag{2}
\end{equation*}
$$

fulfilling the initial condition

$$
\begin{equation*}
u(0, x)=0 \quad \text { for } \quad x \in\left(x_{1}, x_{2}\right) \tag{3}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
u\left(t, x_{i}\right)=1 \text { for } t>0, i=1,2 . \tag{4}
\end{equation*}
$$

Under the conditions i), ii), iii) the solution $u(t, x)$ exists and is unique in the class of bounded functions (see [2], [3]).

The maximal functions $B(t, x)$ can be characterized by means of properties of the solutions $u(t, x)$.

Theorem 1. Let $a(t, x), B(t, x)$ fulfil conditions i) to iii). The function $B(t, x)$ is maximal with respect to the function $a(t, x)$ and to the region $Q$ if and only if the bounded solution $u(t, x)$ of (2) fulfilling (3) and (4) is convex as a function of $x$ in $Q$.

Since it is very difficult to verify the condition given by this Theorem more explicit conditions are formulated in the following theorems. The simplest case is when $a(t, x)$ is a linear function in $x$.

Theorem 2. Let functions $\alpha(t), \beta(t)$ be defined and Hölder continuous on $\langle 0, L\rangle$. Let $B(t, x)$ fulfil conditions i) to iii). If $a(t, x)=\alpha(t)+x \beta(t)$ fulfils $a\left(t, x_{1}\right) \geqq 0$ and $a\left(t, x_{2}\right) \leqq 0$, then $B(t, x)$ is maximal with respect to the function $a(t, x)$ and to the region $Q$.

Remark 1. The conditions $a\left(t, x_{1}\right) \geqq 0, a\left(t, x_{2}\right) \leqq 0$ are also necessary conditions.
In the following it will be assumed that coefficients $a, B$ do not depend on $t$. We shall say that the coefficients of (1) are symmetric if $x_{1}=-x_{2}, a(x)=-a(-x)$ and $B(x)=B(-x)$.

Theorem 3. Let coefficients of (1) fulfil i) to iii). If the coefficients are symmetric and fulfil $a(t, x) \leqq 0$ for $x \geqq 0$, then $B(x)$ is maximal with respect to the function $a(x)$ and $Q$.

Secondly, the case of nonnegative $a(x)$ will be treated.
Theorem 4. Let functions $a(x), B(x)$ fulfil conditions i) to iii). If $0<K_{1} \leqq B^{2}(x) \leqq$ $\leqq K_{2}\left(K_{1}, K_{2}\right.$ are constants) and

$$
\begin{equation*}
0 \leqq a(x) \leqq \frac{x_{2}-x}{2} \frac{K_{2}}{\left(x_{2}-x_{1}\right)^{2}}\left[\arcsin \sqrt{\frac{K_{1}}{K_{2}}}\right]^{2} \quad \text { in }\left(x_{1}, x_{2}\right), \tag{5}
\end{equation*}
$$

then the function $B(x)$ is maximal with respect to the function $a(x)$ and to the region $Q$.
Now we shall deal with the case when $a(x)$ can change the sign.
Theorem 5. Let functions $a(x), B(x)$ fulfil conditions i) to iii). If $0<K_{1} \leqq B^{2}(x) \leqq$ $\leqq K_{2}, a\left(x_{2}\right) \leqq 0 \leqq a\left(x_{1}\right)$ and

$$
\begin{aligned}
& a(x)-a\left(x_{2}\right) \leqq \frac{x_{2}-x}{2} \frac{K_{2}}{\left(x_{2}-x_{1}\right)^{2}}\left[\arcsin \left(e^{2(\delta-\gamma)} \sqrt{\frac{K_{1}}{K_{2}}}\right)\right]^{2} \\
& a(x)-a\left(x_{1}\right) \geqq-\frac{x-x_{1}}{2} \frac{K_{2}}{\left(x_{2}-x_{1}\right)^{2}}\left[\arcsin \left(\mathrm{e}^{2(\delta-\gamma)} \sqrt{\frac{K_{1}}{K_{2}}}\right)\right]^{2}
\end{aligned}
$$

where

$$
\delta \leqq \min _{x} \int_{x_{2}}^{x} \frac{a(\xi)}{B^{2}(\xi)} \mathrm{d} \xi, \quad \gamma \geqq \max _{x} \int_{x_{2}}^{x} \frac{a(\xi)}{B^{2}(\xi)} \mathrm{d} \xi,
$$

then $B(x)$ is maximal with respect to the function $a(x)$ and to the region $Q$.
Remark 2. The conditions of the two last theorems are independent of $L$. It implies that if $B$ is maximal with respect to $a(x)$ and to a region $Q^{*}=\left(0, L^{*}\right) \times\left(x_{1}, x_{2}\right)$, then it is maximal with respect to $a(x)$ and to a region $Q=(0, L) \times\left(x_{1}, x_{2}\right)$ for every $L>0$.

The next theorem states that there actually exists a couple of functions $a(x), B(x)$ such that $B(x)$ is not maximal with respect to $a(x)$ and especially for $B(x) \equiv 1$ there exists a function $a(x)$ (fulfilling i) to iii)) such that $B(x) \equiv 1$ is not maximal with respect to the function $a(x)$. This theorem deals also with the necessity of condition (5). Due to the statement of the following theorem condition (5) cannot be omitted.

Definition 2. A function $\varphi\left(x, K_{1}, K_{2}\right)$ has property $(M)$ if it is defined and continuous and positive in the domain $0 \leqq x \leqq 1,0<K_{1} \leqq K_{2}$ and if a function $B(x)$ is maximal with respect to a function $a(x)$ and to $Q=(0,1) \times(0,1)$ under conditions that $K_{1} \leqq$ $\leqq B^{2}(x) \leqq K_{2}, 0 \leqq a(x) \leqq \varphi\left(x, K_{1}, K_{2}\right)$.

For example the function in the right-hand side of (5) has property ( $M$ ).
Theorem 6. Let a function $\varphi\left(x, K_{1}, K_{2}\right)$ have property $(M)$, then

$$
\varphi(x, 1,1) \leqq \frac{1}{2} \min _{t}\left[\frac{\partial^{2} v}{\partial x^{2}}(t, x) / \frac{\partial v}{\partial x}(t, x)\right] \text { for } \quad x>\frac{1}{2}, \quad t \in(0,1)
$$

where $v(t, x)$ is the bounded solution of $\partial v / \partial t=\frac{1}{2} \partial^{2} v / \partial x^{2}$ fulfilling $v(0, x)=0$ for $0<x<1$ and $v(t, 0)=v(t, 1)=1$ for $t>0$.
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