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DERIVATION OF BDF COEFFICIENTS
FOR EQUIDISTANT TIME STEP*

Miloslav Vlasdk, Zuzana Vlasakova

Abstract

We present the derivation of the explicit formulae of BDF coefficients for equidis-
tant time step.

1 Introduction

In this paper we deal with the coefficients of Backward Differential Formu-
lae (BDF). BDF represent very important scheme for solving stifft ODE’s (see [2]
and [3]) which can arise from a lot of important practical tasks, see e.g. [1]. For
survey on solving stiff problems see [5]. In this paper we present the order con-
ditions for the coefficients of BDF which can be viewed as some linear system of
equations, formulate the explicit relations for the BDF coefficients and show that
these relations for BDF coefficients represent the solution of this system for arbi-
trary order. Advantage of our approach is that we use only simple arithmetic means
without differentiation. In fact, the differentiation is hidden in derivation of the order
conditions, where Taylor expansions are used.

2 BDF and order conditions
We consider y € C'(0,T) the solution of ordinary differential equation

y(t) = F(tyt), vte(0,T), (1)
y(0) = AeR.
We assume the equidistant partition t,, = m7, m = 0,...,r of interval [0,7] with

discretization step 7 = T'/r. We denote y™ the approximation to the exact solu-
tion y(t,,). The difference equation

k
Z ™ = TF (i, y™ ), (2)
v=0

where «, are some suitable real constants, we call Backward Differential Formula
(BDF). We call the method (2) k—step BDF, if ay, # 0 and ag # 0.

*This work was supported by grant No. 10209/B-MAT/MFF of the Grant Agency of Charles
University.
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Now we formulate the order conditions. We say that BDF has order p > 0, if

k
Z vt = sk*1 (3)
v=0
for s =0,...,p. The order conditions for general linear multistep method including

the proof can be found in e.g. [4].

Theorem 1. Let k > 1. Then there exists only one k-step BDF of order k and this
method has the coefficients

O = (—1)’“”(k>kiv, v=0,...,k—1, (4)
o = é% (5)

3 Proof of Theorem

It is simple to see that (3) represents linear system of Vandermonde type (which
is obviously nonsingular), if p = k.

Lemma 1. The system of equations (3) is equivalent to the system:

k

Zav =0 (6)
Zav(k_v) = -1 (7)
S aulk—v)® = 0 ®)

fors=2...k.

Proof. We can see that matrix represented by the system (6)—(8) is nonsingular,
because similarly as in the previous case the matrix is of Vandermonde type. At
first we will prove that (7) and (8) follows from (3). First equation (6) is one of the
equations of (3). Second equation (7) we can divide into two parts and enumerate
them by (3):

k

Zav(k—v):k‘Zav—Zavv:O—lz—l. (9)

v=0

The remaining equations (8) are proved using (3):
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Z ay(k —v)* = i% Z (‘:) (—1)ik* i = i(—w’ (j) e i%ui (10)

= izo(—1)@(i)ks—%k’ =k~ Z = 2) —

s—1 - ;s : s—1 - i—1 s(s —1)!
=k ;(_” s = F ;(_” (—Dis—1-(—=1)
— skl i (S . 1) (1) = —sk* ' (1—1)*"' =0

for s > 2. Now we will prove that (3) follows from (6), (7) and (8). The equation (3)
for s = 0 is exactly (6). The rest we will prove by induction. As first step we will
prove that (3) holds for s = 1.

—Zav —v ——kZav—l—Zavv—Zavv—l—sks ! (11)

Then let us assume that (3) holds fori=1,...,5—1. Then

v=0 v=0 =0
s s k k s—1 s k
=31 ()k > ot = (1) e + Y (1) ()k: »r
=0 v=0 v=0 =0 v=0
With the induction assumptions we Will get from the second term:
s—1 s—1
s—i i S ps—igpi1
> ( )k: Zaw -y () ()k ik (13)
=0 =0
s—1 s s s
— ksfl -1 ) = —(—1)8 ksfl ksfl -1 i :
Y (D=t e ()

Now it is sufficient to show that

— _s s __ L (S : 1) . s Nz
= ZZI( 1) (i—Dl(s—1—(—1))! 121( 1) (z)
- _SZ(_DZ(S i 1) =—s(1-1)"" =0
for s > 2. From (12), (13) and (14) follows (3). -
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Lemma 2. Let o, are the coefficients of k-step BDF of order k > 2. Then
k 1
v =(=1)F" 15
o= (V) (15)
forv=0,...,k—1.

Proof. Because we have shown in Lemma 1 that system of equations (3) is equivalent
to system (6), (7) and (8) and since oy, depends only on (6) we can prove our lemma
by substituting to (7) and (8) When we substitute to (7) we get by binomial theorem

k k—1
> ay(k—v) = Zav —v) =) (- 1)k_“<5)kiv(k‘—v) (16)

v=0

zzgé(_nkW(i)::jéc—nkW(i)-1:(1—1&-—1:-4,

v=0

for £k > 1. Now we will prove the rest by induction. We denote a{ the coefficient «;
of BDF of order j. As the first step we will prove that our o satisfies (8) for s = 2,
2§j<k
j—1 j—1 ' N1
Zoﬂ e =Y alli- =Y eu()u-0r )
v=0 v=0 v ] -

1

M

<.
|

_(_1)]'—1—1; ](] — 1)'

s ol(j—1—0)!
j—1 j—1
=—j ) (=17 ) =il -1y =0
i cy(f ) =
Now let us assume that o/ satisfies (8) for j = 2,...,k — 1. Now we want to prove

that of satisfies (8) for 2 < s < k. We know that it holds for s = 2. We will assume
that it holds for s — 1. From this follows

S al(k—v)=k> al(k—v)"' = ak(k—v) (18)
=0-— 2 (kb —v) Ty = — i(—l)k_“ (i) (k—v)"2v

- e e D
- _kz_:< 1)]@'1”0'([5:]{__112 U)‘ (k —1 U)S*Q
k—2
= —kzogf_l(k —1—v) -1 _
v=0 D
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Lemma 3. Let o, are the coefficients of k-step BDF of order k > 2. Then

k
1
o = - 1
=25 (19)
v=1
Proof. We will use the notation o for a, of the BDF of order j. It is easy to compute
that o7 and o3 satisfy our lemma. Now we want to show that o} — af = £,

which proves our lemma. From (6) follows

k

VRN 1
iﬂ— ZakH _Z 1)k+1 < )_ (20>

e~ v k+1—w
k

1 k+1 1
- (-1 k+1_ —~ -1 k+1—v -
(=1) k+1 ;( ) ( v >k+1—v

_ _ap RS S 5a)) 1
— e T O e G e D)

k—

;:<_(_4Jk+1E;£____ (_1)kv(k) 1 k+1

v)k—vv+1

k-1

:_( k+1 Za k+1

v+1

k+1 k=1 )
Now we can compute o] — af. From (20) and af = — > '~ ok we get

1 k—w
k+1 k k+1 k
Oék—i—l - = ( 1) - ay
0

k-1

1 k 1 k—v
(1) _ 1)k

(=1) k+1 ;( ) v)k—v \v+1
1 k-1

- _1\k—v
k+1 Z( D (v+1)! k: v)!

v=0

k—1
1 (k+1)!
- = -1 k+1 -1 k+1—(v+1)
k+1(( ) +;( ) (v+Dlk+1—(v+ 1))
k
_ 1 k+1 iy k+1
= E <<—1>++Z<— '
v=1

k+1

k
1 kE+1 1 1 k+1
- _ - -1 k+1—v — . 1 k+1—v
/{;—l—lz( ) ( v ) E+1 k—l—l;( ) ( v
1

(21)

— (-1

v=0
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We can verify by simple calculation that Lemma 2 and Lemma 3 hold for k =1,
too.
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